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Abstract
Accurate real-time forecasts of atmospheric plume behavior are crucial for effective management of environmental release 
incidents. However, the computational demands of weather simulations and particle transport codes limit their applicability 
during emergencies. In this study, we employ a U-Net enhanced Fourier Neural Operator (U-FNO) to statistically emulate 
the calculations of the WSPEEDI dose forecasting numerical simulator, using pre-calculated ensemble simulations. The 
developed emulator is capable of effectively simulating any radioactive-release scenario and generating the time series of 
dose distribution in the environment 4000 times faster than the numerical simulator, while still maintaining high accuracy. 
It predicts the plume direction, extent, and dose-rate magnitudes using initial- and boundary-condition meteorological data 
as input. The speed and efficiency of this framework offers a powerful tool for swift decision-making during emergencies, 
facilitating risk-informed protective actions, evacuation execution, and zone delineation. Its application extends to various 
contaminant release and transport problems, and can be instrumental in engineering tasks requiring uncertainty quantifica-
tion (UQ) for environmental risk assessment.

Keywords  Deep learning · Fourier neural operator · Atmospheric transport and dispersion · Contaminant releases · 
Emergency response, WSPEEDI

1  Introduction

Industrial accidents involving the release of toxic materials 
represent a serious threat to public health, as demonstrated 
by historical events such as the Bhopal chemical accident 
(Chernov and Sornette 2020) and the Fukushima Daiichi 
nuclear power plant (FDNPP) accident (Ayoub et al. 2024; 
Chernov et al. 2022). The impacts of these accidents on 
health and the environment are contingent upon various 
factors, including the quantity of substances discharged, 
prevailing weather conditions at the time of release, and the 
response and behavior of the affected population. To effec-
tively safeguard at-risk communities and guide the imple-
mentation of appropriate protective measures, we need a 

comprehensive understanding of the pathways, speed of 
transport, hotspots, and size of the affected regions (Osborn 
et al. 2013).

In the nuclear industry, various atmospheric transport and 
dispersion (ATD) models and codes have been developed 
to model the behavior of released particles in the environ-
ment (Sato et al. 2018). Furthermore, there have been several 
advancements to address uncertainties and enhance the mod-
eling of the involved physical phenomena (e.g. microphys-
ics, wet and dry deposition, particles size) (Zhuang et al. 
2023, 2024). Some of these codes are designed and mainly 
utilized for risk assessment and licensing purposes, employ-
ing historical meteorological data to evaluate potential con-
sequences following hypothetical atmospheric releases. 
Examples of these codes include OSCAAR in Japan and 
MAACS in the US (Pascucci-Cahen 2024). Other codes 
operate as prognostic models to make dose projections and 
help inform decisions during responses to radiological emer-
gencies. Prominent among these are RASCAL in the US 
(Bradley 2007), JRODOS (Wengert 2017) and FLEXPART 
(Stohl et al. 2005) mainly in Europe, and WSPEEDI in Japan 
(Kadowaki et al. 2017), which necessitate initially running 
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numerical weather simulations to forecast the required mete-
orological fields for the radionuclide-transport calculations.

However, the FDNPP accident has exposed the challenges 
involved in the radiological emergency response, particu-
larly in the utilization of ATD codes to guide immediate 
protective actions (Ayoub et al. 2024; Sugawara and Juraku 
2018). Despite WSPEEDI (Worldwide System for Prediction 
of Environmental Emergency Dose Information) providing 
initial plume predictions during the accident, these fore-
casts weren't effectively utilized in the evacuation decisions 
(Nagai et al. 2023). For instance, the main plume during the 
FDNPP accident was a result of a few hours of release, fol-
lowing a primary containment failure (Ayoub et al. 2024). 
In fact, major releases generally happen within short peri-
ods, as puffs, particularly following containment venting or 
depressurization events. Hence, swift protective measures 
become crucial. However, ATD codes capable of guiding 
these measures necessitate running both fine-resolution 
numerical weather forecasts and particle-transport models in 
real-time. Such simulations are computationally demanding, 
posing a challenge for their prompt utilization in emergency 
applications.

Machine learning (ML) models offer a promising alterna-
tive to emulating computationally expensive physical models. 
For example, Desterro et al. (Desterro et al. 2020) used a deep 
rectifier neural network to predict the dose distribution up to 
1 h post-release, for a set of postulated accidents. Their model 
inputs comprised wind velocity, wind direction, x and y posi-
tions, and time elapsed since the accident onset. Similarly, 
Girard et al. (Girard et al. 2016) developed a Gaussian pro-
cess emulator that reproduces the dose-rate distribution in the 
environment following a release, using an ensemble of source 
terms and meteorological data as input. Beyond nuclear appli-
cations, numerous studies have explored statistical emulators 
for atmospheric transport calculations. These studies utilized 
prevailing or forecasted meteorological variables as inputs to 
forecast concentration maps of pollutants (Kocijan et al. 2023; 
Mallet et al. 2018). However, these developments are primar-
ily designed for uncertainty quantification (UQ) applications 
and are less suitable for real-time forecasts, because they do 
not produce meteorological forecasts; instead, they depend on 
the availability of such data as input.

On the weather forecasting side, deep learning methods 
have shown promising capabilities in effectively replicat-
ing numerical simulators (Wang et al. 2019). For example, 
Höhlein et al. (Höhlein et al. 2020) presented various con-
volutional neural network (CNN) architectures for short-
range wind predictions at near-surface levels. DeepMind and 
Google developed a graphical neural network that forecasts 
several meteorological variables (Lam et al. 2022). However, 
the majority of these ongoing advancements have been con-
fined to short-range forecasts, typically ranging from 1 to 
2 h into the future, or operate at relatively low resolutions, 

typically between 10 to 30 km in grid size. These limitations 
render them inadequate for providing the meteorological 
data forecasts needed as input to ATD surrogates. To address 
this limitation, Ayoub et al. (2023) developed an autoregres-
sive emulator that forecasts high-resolution meteorological 
variables at a single point (release location), which can be 
combined with a simplified ATD Gaussian Plume Model to 
forecast the steady-state radionuclide distribution. However, 
the Gaussian Plume Model relies on assumptions such as 
temporally constant and spatially homogeneous meteorolog-
ical conditions (Leelőssy et al. 2018), which may not apply 
during an emergency.

In this paper, to address the computational issues asso-
ciated with running the high-resolution numerical weather 
simulations and the radioactive transport codes, we develop 
a data-driven emulator that statistically replicates these cal-
culations based on pre-calculated ensemble simulations. Our 
approach involves leveraging a specific class of neural opera-
tor learning (Li et al. 2020), known as the U-Net enhanced 
Fourier Neural Operator (U-FNO) (Wen et al. 2022), to 
construct a surrogate statistical model for the WSPEEDI 
physical simulator. This simulator includes both a weather 
forecasting model and a Lagrangian particle transport and 
dispersion model (Kadowaki et al. 2017). The neural opera-
tor utilizes a neural network to learn mesh-independent, 
resolution-invariant solution operators for Partial Differen-
tial Equations (PDEs), without knowing the exact govern-
ing equation (Li et al. 2020). U-FNO has been employed 
to solve various flow-dynamics problems by emulating the 
ensemble simulations of spatiotemporal image-like outputs 
(Meray et al. 2024; Zhang et al. 2022). To the best of the 
authors’ knowledge, this study is the first to build and test a 
novel ML-based surrogate that can effectively simulate any 
release scenario, forecast the associated plume behavior, and 
generate the time series of dose distribution in the environ-
ment in real-time.

2 � Methodology

The framework consists of two parts: (1) ensemble simula-
tions and U-FNO training and (2) emulator prediction. We 
first run a large number of ATD simulations that capture the 
variability in the meteorological conditions, thereby creat-
ing the ensemble data for U-FNO training (Fig. 1A). Once 
such an emulator is trained, we can efficiently simulate any 
release scenario and predict the associated plume behavior 
and dose distribution (Fig. 1B).

2.1 � Physical modeling

In this study, we use the Worldwide version of System for 
Prediction of Environmental Emergency Dose Information, 
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WSPEEDI version 1.1.4 (Kadowaki et al. 2017). WSPEEDI 
is composed of two computational models, the Weather 
Research and Forecasting Model (WRF) and a Lagrangian 
particle transport and dispersion model, GEARN.

Developed by the National Center for Atmospheric 
Research (Skamarock et al. 2005), WRF is a fully com-
pressible, non-hydrostatic, regional numerical prediction 
system. The WRF model forecasts the three-dimensional 
meteorological fields by solving the governing equations 
of the atmospheric dynamics. To initiate these calculations, 
WRF requires a set of static geographic data representing 
the area under consideration. Additionally, to establish the 
initial and boundary conditions for the calculations, WRF 
relies on gridded meteorological data, typically available at 
coarse spatial and temporal resolutions, and contains his-
torical meteorological information as well as real-time fore-
casts (up to several hours or days in the future) derived from 
global weather prediction models (Pu and Kalnay 2019). The 
data come in packed binary format and include temperature, 
pressure, humidity, wind components, and cloud cover. WRF 

calculates the forecasted three-dimensional meteorological 
fields, defined with high spatial and temporal resolution, as 
specified by the user over the simulated domain. The outputs 
are provided at 35 hybrid vertical levels, starting from the 
surface and rising up to approximately 100 hPa (~ 16 km) 
(Beck et al. 2020).

Using the meteorological fields predicted by WRF as 
input, GEARN simulates the three-dimensional atmos-
pheric dispersion of radionuclides discharged from a 
point source at the regional scale, given a specified release 
amount and release time (source term). The simulation 
involves calculating advection, driven by the mean wind 
field, and diffusion resulting from turbulence on the sub-
grid scale. This is achieved by tracing the trajectories of 
a large number of marker particles representing the dis-
charged radioactive material (Terada and Chino 2008). The 
resulting particle distribution is then converted into air 
concentration of radioactivity in the three-dimensional cal-
culation cell (measured in Bq/m3). Additionally, GEARN 
computes the surface deposition amount (measured in Bq/

Fig. 1   Computational framework for emulator development: (A) Gen-
eration of weather and atmospheric dispersion training data (ensem-
ble simulations), (B) On-line use of the developed emulator for plume 

prediction. The middle inset figure in B is the U-FNO architecture 
retrieved and edited from Wen et al. (2022)
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m2) resulting from dry deposition, wet deposition, and fog 
water deposition (Terada and Chino 2008). Air dose rates 
(cloudshine, groundshine, and total) are then determined 
in (μGy/h) using the respective dose conversion factor for 
each radionuclide.

2.2 � U‑Net Enhanced Fourier Neural Operator 
(U‑FNO)

2.2.1 � Architecture

The Fourier Neural Operator (FNO) architecture is designed 
to learn the infinite-dimensional-space mapping from a finite 
number of input a(x, t) and output z(x, t) pairs, defined in a 
2D spatial domain x =

(

x1, x2
)

 and time t  , using integral 
kernel operators in the Fourier space (Li et al. 2020). The 
key difference between FNO and other convolutional neural 
networks is that instead of learning weights and biases in 
the spatial or temporal domain, FNO learns the weights in 
the frequency domain and uses inverse Fourier transform 
to project back to our domain of interest. Wen et al. (Wen 
et al. 2022) proposes a new U-FNO architecture (shown in 
Fig. 1B) where it adds another U-Net architecture to increase 
the accuracy of training. Specifically, U-FNO contains the 
following four steps (Wen et al. 2022):

1.	 Transform the input a(x, t) to a higher dimensional space 
vl0 (x, t) = P(a(x, t)) through a fully connected neural net-
work P.

2.	 Apply a sequence of L iterative Fourier layers vl0,vl1 ,… , vlL , 
such  tha t :   vlj+1 (x, t) = �

(

F−1

(

R ∙ F
(

vlj

))

(x, t) +Wvlj (x, t)

) , 
for  j = 0, 1, ..., L − 1 , where F denotes the Fourier transform 
from the spatiotemporal domain to the Fourier frequency 
domain, R is a linear transformation in the Fourier domain, F−1 
is the inverse Fourier transform, W is a linear bias term, and � is 
the activation function.

3.	 Apply a sequence of M iterative U-Fourier layers 
vm0

, vm1
,… , vmM

 , such that :v
mk+1

(x, t) = �
(

F
−1
(

R ∙ F
(

v
mk

))

(x, t
)

+U
(

v
mk

)

(x, t) +Wv
mk
(x, t) , for k = 0, 1, ...,M − 1 , where 

U denotes a U-Net convolutional neural network (CNN) 
operator, and the other notations have the same meaning 
as in the Fourier layer (Step 2 above).

4.	 Project vmM
 back to the original space of the output 

z(x, t) = Q(vmM
(x, t)) using a fully connected neural net-

work Q.

2.2.2 � Inputs and outputs for surrogate model training

In our problem, we have two types of input (predictor) vari-
ables: field variables and scalar variables. The field input 
variables correspond to the interpolated initial and boundary 

condition data for the wind components: the zonal U and 
meridional V  . They are computed by the WRF Preprocess-
ing System (WPS) before running the WRF forecast simu-
lations. Specifically, we use the surface pressure level 2D U 
and V fields interpolated into the higher resolution calculation 
domain of interest defined by nx1,1 × nx2,1 , where nx1,1 and nx2,1 
are the number of grids in the x1 and x2 directions, at a speci-
fied resolution. As such, each of U(x, t) and V(x, t) forms a 
3D spatiotemporal tensor of shape (nx1,1, nx2,1, nt) , as shown 
in Fig. 2, where nt is the number of time steps necessary to 
cover the forecast period of interest. nt varies depending on 
the frequency of the used initial and boundary condition data.

The scalar input variable concerns the time of the radioac-
tive release,Tr , given as an integer representing the hour of 
the release within the simulation period of interest. To ensure 
the uniformity in the shape of the input variables for effective 
U-FNO model training, the scalar input variable ( Tr ) is broad-
casted into a tensor Tr(x, t) of shape (nx1,1, nx2,1, nt) , where all 
the elements have the same scalar value.

In our modeling of the source term, we adopt a unit release 
condition, specifically assuming 1 Bq/h of 131I and 1 Bq/h of 
137Cs s for a one-hour release segment. By applying scaling, 
we can compute the actual results by adjusting the calculated 
outcomes based on this unit release to match the actual release 
amount. Moreover, the concentrations resulting from a time-
varying release or a series of releases at one location can be 
summed up through superposition to represent any desired 
source term, following the approach developed by Terada et al. 
(Terada et al. 2020). This simplification enables us to stream-
line the calculations, allowing us to exclude the source term 
as an input variable.

As the output of interest (target variables), we extract the 2D 
spatial map of the total air dose rates at ground level, from the 
results of the GEARN simulations. Denoted as D(x, t) , these 
extracted dose rates are defined over the domain nx1,2 × nx2,2 , 
where nx1,2 and nx2,2 are the number of grids—of some specific 
resolution—in the x and y directions respectively, and such that 
nx2 × ny2 ⊆ nx1 × ny1 . As such, D(x, t) forms a 3D spatiotem-
poral tensor of shape (nx2, ny2, nt2) , where nt2 is the number of 
dose-map-forecast time steps of interest.

3 � Application

3.1 � Description of the simulations setup

To demonstrate our approach, we assume a hypothetical 
release at the location of the authors’ institution (Massa-
chusetts Institute of Technology). For the WRF calculations, 
we simulate an area of about 580 km by 580 km centered 
at MIT (Domain 1 in Fig. 3). Moreover, to achieve a higher 
accuracy within a particular area where we want to simulate 
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the transport (GEARN calculations), we employ the domain-
nesting technique to perform local high-resolution calcu-
lations. This technique involves running concurrent WRF 
simulations in both the fine-resolution domain (Domain 2 
in Fig. 3) and a surrounding coarser domain (Domain 1). 
For the initial- and boundary-condition WRF input data, we 
use the grid point value (GPV) of the Global Spectral Model 
(GSM) provided by the Japan Meteorological Agency (JMA) 
(Amagasa et al. 2007). This input data is available in 6-h 
frequency, at 20 km horizontal grid resolution, and defined 
at surface pressure as well as at 17 isobaric vertical levels up 
to 10 hPa. A summary of the WRF and GEARN calculation 
settings employed in our simulations is provided in Table 1.

3.2 � Datasets

We conducted a total of 616 WSPEEDI simulations, span-
ning several months of representative weather condi-
tions, with the calculation setup outlined in Section 3.1. 
We extracted the U(x, t) and V(x, t) input data from the 
gridded data of the larger domain, Domain 1 (Table 1), 
wherenx1 = ny1 = 97 . To cover the 12-h WRF forecast calcu-
lations specified in Table 1, and using initial- and boundary-
condition meteorological data available at a 6-h frequency, 
nt = 3 time steps (corresponding to the initial, 6-h, and 12-h 

forecasted boundary conditions). We considered seven dis-
tinct release times ( Tr ) within the 12-h weather forecasts: 
at hour0, 1, 2, ..., 6 , resulting in seven unique 6-h GEARN 
plume transport simulations (Table 1).

Fig. 2   Visualization of the 
broadcasted input variables

Fig. 3   Computational domains for the WSPEEDI simulations. Par-
ent domain 1 and a high-resolution nested domain 2, centered at MIT 
with Latitude: 42°21′25", Longitude: -71°5′34"
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From the GEARN results, we derive our output D(x, t) as 
the high-resolution dose-rate maps of Domain 2 (Table 1), 
where nx2 = ny2 = 97 . We specifically focus on forecasting 
the dose-rate maps in 2-h intervals during the 6-h post-
release plume simulation. This translates to nt2 = 3 , cor-
responding to the 2-h, 4-h, and 6-h post-release dose-rate 
maps.

3.3 � U‑FNO training configuration

We first standardize the datasets using MinMax scaling to 
scale U(x, t) and V(x, t) within the 0–1 range. Additionally, 
we scale the release-time constant tensor Tr(x, t) between 
0 and 1 by dividing each value by the largest release time 
present in the dataset, which is 6. The output D(x, t) is stand-
ardized into a zero-mean and unit-variance distribution. We 
selected this scaling after we explored various scaling tech-
niques such as logarithmic scaling, considering the wide 
span of dose-rate values across the domain grids (spanning 
several orders of magnitudes). We adopt a mean square error 
(MSE)-based loss function in our study.

We partition our 616 data points into training and test-
ing datasets utilizing an 85–15 train-test split. The applied 
U-FNO architecture features L = 3 Fourier and M = 3 
U-Fourier layers, and uses rectified linear layer (ReLu) acti-
vation functions. During training, we set an initial learning 
rate of 0.001, gradually reducing it with a constant step and 
reduction rate. The training setup consists of the following 
specifications: optimizer: Adam, epochs: 140 (we observed 
diminishing loss improvement beyond 100 epochs), and a 

batch size: 4. The Python code for the U-FNO model archi-
tecture, training, testing, and evaluation, as well as the used 
datasets, are available at https://​github.​com/​aliay​oub123/​
UFNO_​ATD.​git.

4 � Results

4.1 � Plume forecasts

Figure 4 shows the results of the trained U-FNO model predic-
tions for five random test samples. Specifically, it compares 
between the WSPEEDI plume forecasts (ground truth) and the 
U-FNO forecasts at 2-h and 6-h post release. Our U-FNO fore-
casts are found to be in close agreement with the WSPEEDI 
physical simulations across all test samples, effectively cap-
turing the behavior of the plume, irrespective of its direction, 
width/spread, or extent. In Test samples 1 and 4, where the 
plume has a well-defined direction and large extent (size)—
typically associated with high wind speed scenarios favor-
ing more transport and less dispersion—the U-FNO result 
accurately predicts the distinct plume direction and extent. 
On the other hand, in the scenarios where the plume extent 
is smaller, and the high dose regions primarily concentrate 
around the release location—typically arising from lower wind 
speeds leading to dispersion-dominance—the U-FNO model is 
equally capable of predicting this dose accumulation behavior 
and capturing the plume shape (Test samples 2, 3, and 5).

In addition to the shown “Difference” map, which dis-
plays a spatial distribution of the absolute dose-rate errors, 

Table 1   WSPEEDI simulation settings

Domain 1 Domain 2

Applied WRF calculations Yes Yes
Applied GEARN calculations No Yes
WRF Simulation Period 12 h 12 h
GEARN Simulation Period – 6 h post release
Horizontal grid number 97 × 97 97 × 97
Horizontal resolution (km) 6 km 2 km
Vertical levels of WRF 35 hybrid levels from surface up to 100 hPa
Vertical levels of GEARN 29 levels from surface to 10 km
WRF Integration time step 36 s 12 s
GEARN dispersion time step – 12 s
Initial and boundary conditions data GPV (GSM, 6-h frequency, 20 km horizontal resolution, surface pressure + 17 isobaric 

vertical levels up to 10 hPa) provided by the Japan Meteorological Agency (Amagasa 
et al. 2007)

Physics options (microphysics, cumulus, land 
surface boundary layer, long-wave and short-wave 
radiation

Same as in Kadowaki et al. (2017)

Source Term • Unit hour release
• Release location: Latitude: 42°21′25" Longitude: -71°5′34"

Release heights 85 m (to simulate a release from the stack)

https://github.com/aliayoub123/UFNO_ATD.git
https://github.com/aliayoub123/UFNO_ATD.git
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Fig. 4   Comparative analysis of the predicted dose-rate maps. Each 
test sample depicts the WSPEEDI dose-rate map (Ground truth), the 
U-FNO predicted dose-rate map (Prediction), and the absolute error 

map (Difference), at 2-h and 6-h post release. The RMSE between the 
true and the predicted map averaged over all the grids is shown for 
each time step
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we compute the root mean square error (RMSE) at every time 
step. The RMSE values consistently indicate that the average 
discrepancies between our predictions and the physical simu-
lations are typically about three orders of magnitude lower 
than the respective dose-rate values (color bar), which roughly 
translates to relative errors of about 0.1%. For instance, in Test 
Samples 1 and 4, characterized by a large plume extent and 
low doses (10–15 μGy/h (color bar)), the RMSEs are on the 
order of 10–18 μGy/h. Conversely, in Test Samples 2, 3 and 
5, where the majority of the dose remains concentrated near 
the release, the RMSE is on the order of 10–17 μGy/h, while 
the corresponding dose rates (color bar) are on the order of 
10–13—10–14 μGy/h.

4.2 � Performance metrics

To study the overall performance of the U-FNO model, we 
calculate two key performance metrics: the RMSE and the 
R2 score, for both the training and testing datasets. Table 2 
displays the average metrics calculated across all samples for 
the dose rates over all grids and time steps. The trained U-FNO 
model demonstrates excellent performance in forecasting the 
plume transport time series, exhibiting high accuracy (low 
RMSE) and a strong goodness of fit (high R2 score), for both 
the training and testing data.

Notably, the RMSEs of the test samples shown in Fig. 4 did 
not exhibit any clear trend across the three time steps, remain-
ing similar—within the same order of magnitude. In order to 
investigate the potential temporal dependencies or error propa-
gation over time, we utilize a boxplot representation (Fig. 5) 
to visualize the RMSE distribution across all test samples vs 
time. Figure 5 shows that the RMSEs exhibit similar distribu-
tions over time, with similar quartile estimates and interquar-
tile ranges. This suggests the absence of significant temporal 
dependencies or systematic error propagation.

4.3 � In‑plume results

Given that the plume typically occupies only a small portion 
of the domain, as illustrated in the maps of Fig. 4, the major-
ity of the grids have zero dose rates. We evaluate the perfor-
mance within the plume by masking all the grids that have zero 
dose rates and extracting the “ground truth plume domain.” 
We then compare the values in these grids to their respective 
ones predicted by the U-FNO model. We find that the model's 
performance inside the plume domain is comparable to the 

full domain, with an average RMSE of 2.92e-17 μGy/h and 
an average R2 score of 0.78.

To further assess the one-to-one resemblance between the 
WSPEEDI and U-FNO predictions within each grid of the 
WSPEEDI plume domain, we present Fig. 6, which displays 
a scatter plot of WSPEEDI vs U-FNO predicted dose rates 
across all test samples. Given the considerable volume of 
data points, we use normalized density contours to visualize 
the number of data points in each contour level. Notably, the 
high-density region with less than 0.2e-13 μGy/hr is along 
the one-to-one line. In the high-dose region with smaller 
density, the U-FNO model exhibits a tendency to underes-
timate some dose rates, particularly within the mid to high 
dose range (4e-14—1e-13 μGy/h). Such high dose regions 
are a result of wet deposition phenomena, suggesting that 
the underestimations are prevalent in scenarios involving 
significant wet deposition or rainfall around the release time, 
resulting in more localized deposition and reduced plume 
dispersion. For instance, Test Sample 2 (Fig. 4) visually 
illustrates this discrepancy, particularly in capturing near-
release hotspots where the U-FNO prediction falls short.

In addition, we evaluate the plume size between the 
simulations and the U-FNO predictions. The plume size is 
characterized here by the count of grids with non-zero dose 
rates. Figure 7 shows that the trained U-FNO model tends 
to overestimate the size of the plume in the majority of the 
test cases. Specifically, this indicates that the U-FNO model 
sometimes predicts non-zero dose rates for the grids that, 
in reality, reside outside the true plume, where the “true” 
dose rates are zero. When examining the U-FNO predicted 
values in these grids, we find that the majority correspond 
to very low dose rates, resembling those typically found at 
the periphery of the plume.

Table 2   Performance metrics over the training and testing datasets

Training Dataset Testing Dataset

Average RMSE (μGy/h) 5.06e-18 7.43e-18
Average R2 score 0.95 0.79

Fig. 5   Boxplot representing the distribution of RMSEs across the test 
samples for each time step
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5 � Computational efficiency

The first steps to set up the emulator framework necessitate 
an upfront investment in computational resources for simula-
tion, data preparation, and model training. However, the true 
payoff becomes apparent when considering the significantly 
increased speed of simulation reproductions once these pre-
paratory stages are done. Training the U-FNO architecture 
using the 524 data points takes about 17 min for 140 epochs 
on an Nvidia A100-SXM GPU.

To assess the computational efficiency speed-up, we 
compare the physical simulation CPU run time with each 

machine learning model's testing time (i.e., a single model 
prediction). The run time for a WSPEEDI simulation (WRF 
and GEARN) on an Intel Xeon Gold 6240 CPU averages 
about 82 min for a 6-h forecast. On the other hand, when 
we utilize the pre-trained U-FNO model for inference, the 
average inference time is just 1.26 s on an Intel Xeon CPU. 
This represents a 4000-fold speedup, enabling the rapid gen-
eration and analysis of a large number of potential release 
scenarios and their associated consequences.

6 � Discussion and conclusions

This study aims to utilize an emulator for rapid forecasting 
of radionuclide atmospheric transport in case of an acci-
dent based on pre-existing simulations and training. Specifi-
cally, we utilize a U-Net enhanced Fourier Neural Operator 
(U-FNO) architecture to emulate the dose forecasting model, 
WSPEEDI. WSPEEDI includes forecasting the meteorologi-
cal fields in the domain of interest and simulating particle 
transport and dispersion using a Lagrangian framework. The 
developed emulator addresses a significant limitation of cur-
rent ATD tools by eliminating the necessity for real-time 
execution of costly and time-consuming physical simula-
tions. This advancement could allow prompt guidance of 
protective actions during emergencies and the assessment 
of contaminant impacts on the environment. Although there 
have been several ML-based developments to emulate com-
putationally intensive physical phenomena, to the best of the 
authors’ knowledge, this is the first study to apply emulators 
to weather forecasting and particle transport, and at such a 
high spatial and temporal resolution.

Our study adds to the growing evidence of the effective-
ness of U-FNO (Wen et al. 2022; Meray et al. 2024; Li et al. 
2023). The results demonstrate that the trained U-FNO 
model can effectively capture the spatiotemporal behavior 
of the plume, irrespective of its direction, width/spread, 
or extent. This is evident in the consistently low average 
RMSEs and high R2 scores across the entire map, as well 
as within the plume area. These metrics affirm the model’s 
capability to capture a significant portion of the variance 
inherent in the WSPEEDI simulated data, encompassing the 
spatial distribution, plume directionality, extent, and differ-
entiation between high and low dose zones. Furthermore, the 
U-FNO model's performance remained consistent across the 
forecast time steps. This can be attributed to the used train-
ing methodology, where the model predicts all time steps 
concurrently, as opposed to employing a one-step-at-a-time 
or recurrent prediction approach.

We identify some issues in the results of the emulator, 
specifically involving the underestimation of dose rates dur-
ing the wet depositions and overestimating the plume size. 

Fig. 6   Scatter plot of the WSPEEDI (Ground truth) vs. U-FNO pre-
dicted dose rates across all grids and time steps, inside the plume 
domain, for all test samples. For better visualization, we use contours 
to represent the density of the data points

Fig. 7   Scatter plot of the WSPEEDI (true plume size) vs the U-FNO 
(predicted plume size) for all test samples 6 h after the release 
( T

r
+ 6h)
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Wet depositions happen rarely in the training sets, since they 
require the simultaneous occurrence of rain and a release 
(plume), which happens in very few cases. Expanding the 
number of training sets and incorporating supplementary pre-
dictor variables in the U-FNO training is crucial for encom-
passing the underlying physical processes associated with 
deposition. At the same time, rain forecasting is relatively 
straightforward to obtain in ordinary weather forecasting 
(Ashok and Pekkat 2022). In the real application, we might 
be able to advice the evacuation by combining the plume 
direction from our emulator and the rain forecast. Moreover, 
we observe some overestimation of the plume size (i.e., the 
extent of non-zero dose rates), which have been also reported 
in previous studies (Berendt-Marchel and Wawrzynczak 
2021). This overestimation could be attributed to the uncer-
tainty associated with the low number of particles in the 
plume edge during the particle tracking simulations, as well 
as to the Fourier transform's tendency to smooth spatial vari-
ations, potentially blurring sharp boundaries that distinguish 
the true plume from non-plume areas. In the real applica-
tion, the plume extent threshold needs to be determined based 
on regulatory decision threshold of the dose rates, given the 
source term. In addition, the slight overestimation could be 
acceptable and on the safe side during a nuclear accident.

The trained U-FNO model forecasts plume- and dose-
distribution time series 4000 times faster than a numerical 
simulator, while still maintaining a high accuracy. This rapid 
and reliable forecasting capability can be instrumental in 
advising the timely initiation of triggered releases (e.g., con-
tainment venting) during severe accidents, reducing public 
exposure (Ayoub et al. 2024). Its speed and efficiency facili-
tate a swift exploration of a wide array of emergency sce-
narios in real-time, aiding risk-informed decisions for pro-
tective actions, evacuation execution, and zone delineation. 
Furthermore, this computational advancement enables vari-
ous engineering tasks that rely on costly repetitive numerical 
simulations, especially those involving uncertainty quantifi-
cation (UQ) for radiological risk assessment. It is important 
to note that while this study focuses on radioactive releases, 
the emulator’s applicability extends to various contaminant 
atmospheric release scenarios.

Finally, we acknowledge that this paper serves as the 
proof-of-the-concept study to show the utility of FNO in 
ATD applications. Future studies should explore different 
types of neural network architectures as well as different 
parameters and variables, including the number of simula-
tions, mesh size, and grid resolution. Additionally, while 
we focused on predicting plume transport over the next 6 
h, future research could consider different forecast periods 
and examine various release modes. Nevertheless, it is worth 
mentioning that during the Fukushima NPP accident, the pri-
mary contamination area from the Unit 2 reactor was created 
within a few hours only (Ayoub et al. 2024). Furthermore, 

the method should be tested and validated using real-world 
datasets (e.g., (Gowardhan et al. 2021)).
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