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impact on production and economic activity. The contra-
diction between the process of industrialization and envi-
ronmental resources in China is progressively developing, 
and the air pollution issue has grown more severe in recent 
years. There are various elements that generate haze, both 
meteorological and non-meteorological factors. In order to 
increase the accuracy of haze prediction and minimize the 
computational cost, a fast and accurate prediction model 
based on stacking is proposed in this paper. The prediction 
of haze can be simply quantified as the prediction of PM2.5 
concentration values.

Since there are some mutual transformation processes 
between PM2.5 and other air pollutants in the atmospheric 
environment, it is necessary to analyze the correlation of 
PM2.5 concentration values with other air pollutants in 
advance. Hou et al. (2022) found that in addition to one-
off large-scale emission pollution events, the PM2.5 in haze 
events is largely caused by meteorological effects, followed 
by chemical reactions. Megaritis et al. (2014) studied the 
influence of various meteorological parameters on PM2.5 con-
centration in Europe by using a three-dimensional chemical 

1  Introduction

Haze is a condition of poor air quality that is produced 
by excessive concentrations of air pollutants in the atmo-
sphere, such as emissions of combustion substances and 
other particulate matter, sunlight-absorbing dust, smog and 
so on. PM2.5 is fine particulate matter with an aerodynamic 
diameter of less than 2.5 micrometer that floats in the atmo-
sphere and is one of the main components of atmospheric 
pollution. Long-term exposure to high levels of PM2.5 can 
dramatically increase the risk of health problems, includ-
ing respiratory diseases and cardiovascular diseases and 
vision problems, etc. When PM2.5 builds up in the air at 
high quantities, it may also impair public transportation 
and diminish atmospheric visibility, which has a negative 
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Abstract
In recent years, with the rapid economic development of our country, environmental problems have become increasingly 
prominent, especially air pollution has more and more affected People’s daily life. Air pollution is mobile and can cause 
long-term effects over large areas, which are detrimental to the natural environment and human body. Haze is a form of 
air pollution, which comprises PM2.5 components that adversely impair human health. Multiple approaches for predicting 
PM2.5 in the past have had limited accuracy, meanwhile required vast quantities of data and computational resources. In 
order to tackle the difficulties of poor fitting effect, large data demand, and slow convergence speed of prior prediction 
techniques, a PM2.5 prediction model based on the stacking integration method is proposed. This model employs eXtreme 
Gradient Boosting (XGBoost), Light Gradient Boosting Machine (LightGBM) and Random Forest (RF) as the base model, 
while ridge regression is used as the meta-learner to stack. PM2.5 concentration is influenced by a variety of pollutant 
factors and meteorological factors, and the correlation between PM2.5 concentration and other factors was analyzed using 
Spearman’s correlation coefficient method. Several significant factors that determine the haze concentration are selected 
out, and the stacking model is built on this data for training and prediction. The experimental results indicate that the 
fusion model constructed in this thesis can provide accurate PM2.5 concentration estimates with fewer data features. The 
RMSE of the proposed model is 19.2 and the R2 reached 0.94, an improvement of 3–25% over the single model. This 
hybrid model performs better in terms of accuracy.
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transport model, and discovered that PM2.5 was more sus-
ceptible to temperature fluctuations, absolute humidity, and 
was significantly affected by wind speed. Additionally, PM2.5 
is negatively affected by increased precipitation regardless 
of the time period. Hu et al. (2021) concluded that there 
is a complicated cyclical connection between air pollution 
and climatic variables by examining the link between them. 
Less polluted areas were more vulnerable to climatic influ-
ences, and PM2.5 was substantially correlated with these 
characteristics. Gao et al. (2015) found that in autumn and 
winter, the concentration of atmospheric particulate matter 
in Beijing urban area under haze weather was higher than 
that under normal weather. Relatively low wind speed and 
high humidity are conducive to the accumulation of pollut-
ants and the formation of secondary PM2.5. Tai et al. ( 2010) 
demonstrated the correlation between PM2.5 and meteoro-
logical variables using multiple linear regression (MLR). 
The deseasonalization and detrending of the data show that 
the daily changes in meteorology described by MLR can 
explain up to 50% of the variation characteristics of PM2.5, 
among which temperature and precipitation are important 
influencing factors. Lin et al. (2015) used a geographically 
weighted regression (GWR) model to evaluate the relation-
ship between annual mean PM2.5, annual mean precipitation 
and annual mean temperature. The results show that PM2.5 
has a strong stability with meteorological characteristics, in 
which PM2.5 has a negative correlation with precipitation 
and a positive correlation with temperature. Squizzato et al. 
(2018) pointed out that the concentration of PM2.5 and PM10 
would increase in an environment of low temperature and 
humidity, while it would decrease in high temperature, high 
humidity environments. This change depends on the change 
of climate and pollution sources. Liang et al. (2015) showed 
that the levels of sulfur dioxide, ozone and other substances 
in the air have a direct effect on the PM2.5 content.

At present, the mainstream haze prediction methods 
include numerical and statistical prediction methods (Bro-
kamp et al. 2017). The atmospheric environment is char-
acterized by changes fast and diverse, complex causes and 
strong nonlinearity. Consequently, it is difficult to obtain 
accurate results by using relatively simple mathematical 
statistical methods to predict its trends of change and con-
centration values (Shimadera et al. 2016). With the devel-
opment of computer and big data technology, more and 
more machine learning approaches are employed to forecast 
haze, such as Support Vector Machine (SVM), Decision 
Tree (DT), Linear Regression model and so forth (Sharma 
et al. 2022; Zhang et al. 2021). Lee et al. (2017) employed 
land use regression to predict atmospheric pollution, using 
sampling to detect PM2.5 and black carbon concentrations 
in Hong Kong as a case study. Liu et al. (2017) used SVM 
for AQI prediction of air quality index in Chinese cities. 

Multidimensional air quality information and weather con-
ditions from multiple cities were considered as inputs to 
improve the prediction results by decreasing the prediction 
error. Zafra et al. (2017) examined the effect of surface cover 
on particulate matter over time using an ARIMA model. To 
investigate the impact of various covers on PM concentra-
tions in the city. However, these traditional models have 
difficulty capturing the nonlinear relationship between pol-
lutant concentrations and impacted substances. Models such 
as regression and ARIMA describe the relationship between 
variables based on statistical averages, but they also do not 
provide the best quality results. Therefore, more advanced 
machine learning algorithms are needed to explain air pol-
lution for better prediction accuracy.

Nevertheless, the above preceding approaches also 
have many defects, such as the running speed of the SVM 
is slow, the choice of kernel function and other associated 
factors have a major influence on the performance. Sev-
eral researchers employ heuristic techniques to improve 
the performance, but they still have sluggish convergence 
speed and fall into the local optimization dilemma (Dai 
et al. 2021; Zhang et al. 2020). While the typical machine 
learning model does not provide satisfactory results, the 
deep learning model has been extensively adopted. Several 
academics have employed models such as Long and Short-
Term Memory (LSTM) neural networks and Recurrent 
Neural Networks (RNN) to estimate haze concentrations, 
and the findings reveal that deep learning neural network 
models are more accurate in large scale PM2.5 estimation 
study work (Chang et al. 2020; Chen et al. 2018; Ehteram 
et al. 2023; Li et al. 2021; Ma et al. 2020; Pan 2018; Wu et 
al. 2021; Yin and Wang 2016; Zhu et al. 2018). However, 
there are obvious disadvantages of deep learning neural net-
works, for instance, sluggish convergence speed, intricate 
structure and numerous parameters of the model. Especially 
in the scene with less data, it is prone to fall into local mini-
mization. There are some researchers used CNN for image 
processing and haze level prediction (Yin et al. 2022). This 
method still has many limitations, not only does it need to 
manually label the satellite image cloud maps with informa-
tion, but also removes some steps of image processing, and 
these shortcomings can lead to incorrect results. Others used 
an inception network to extract image features for haze pre-
diction after converting one-dimensional variables to image 
data (Wang and Wang 2022). This strategy enhances predic-
tion accuracy but has a high cost and cannot eliminate infor-
mation bias during data conversion. The BP neural network 
was utilized to examine the components that influence hazy 
weather (Chen et al. 2023). The impacts of foggy weather 
on meteorological conditions such as temperature, air pres-
sure, and wind speed were investigated. The data was then 
separated into seasons and forecasted separately. The haze 
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changes were examined from both a single-factor and a 
multi-factor standpoint. However, the model is confined to 
predicting haze using only six meteorological factors, and 
the result lacks more factors analysis. Zhang et al. (2022) 
developed a nonlinear dynamic prediction model. The 
effects of several macro-controls on PM2.5 were studied, 
including automobile emission reduction, petrochemical 
output reduction, and greening and dust reduction. Unlike 
other research, this one examines long-term variations in 
PM2.5 concentrations via the lens of numerous macropol-
lutant emissions rather than short-term forecasting. Tian et 
al. (2022) conducted haze prediction research using a deep 
confidence backpropagation network. An urban haze con-
centration value prediction model for Chengdu was built 
using PM2.5, PM10, O3, CO, NO2 and SO2 concentrations 
as input data. Although the deep confidence neural network 
is highly accurate, its internal parameters are quite complex 
and must be manually tuned, which is time-consuming and 
labor-intensive. The entire network model is in the process 
of transmitting parameters back and forth, which increases 
calculation time. Lu et al. (2023) used RF, XGB, and Ada-
Boost as base models, to integrate the results, the attention 
mechanism was used as a meta model. In terms of esti-
mating daily runoff accuracy, the model exceeds the base 
model. The weights of numerous base models in this hybrid 
model are more concentrated, and the attention mechanism 
will give greater weight to the best base algorithm, biasing 
the model output. It causes the mistake of the basic model 
to accumulate. Our proposed stacking model weights are 
evenly allocated to fully exploit the precision of each base 
model. Model differences are better used to compensate for 
errors, minimize calculation time, and enhance prediction 
accuracy.

For the previously mentioned difficulties, the machine 
learning fusion model has a lot of room for development 
(Xiao et al. 2018). In this research, we propose to integrate 
Random Forest, eXtreme Gradient Boosting and Light Gra-
dient Boost Machine. XGBoost and LightGBM can adapt 
to many forms of data and solve an exceptionally enormous 
number of linear and nonlinear problems with great robust-
ness (Chen et al. 2016). These algorithms are merged into a 
fusion model utilizing stacking approach. The fusion model 
removes the dependency of SVM models on kernel func-
tions and the necessity of linear regression models for data 
distribution compared to standard methods. In contrast to 

deep learning neural networks, they do not need sophisti-
cated parameter tuning steps, are quicker in computation, 
and requires only a small amount of time for training to 
achieve accurate and reliable results.

The remainder of the paper is organized as follows. Sec-
tion  2 first describes the process of data processing and 
feature selection, and then describes the principles of the 
proposed fusion model in detail. Section 3 applies the fusion 
model to a practical engineering problem and gives experi-
mental results and analysis to evaluate the algorithm per-
formance. In Sect. 4, we make the conclusions of this paper 
and discuss the future work.

2  Materials and methods

2.1  Data source

The experimental study data chosen in this work origi-
nate from the Beijing multi-site air quality data set in UCI 
Machine Learning Repository (Zhang et al. 2017), which 
extends from March 1, 2013 to February 28, 2017. Using 
the Olympic Sports Center site as an example, there are 
35,065 rows and 18 features columns. It includes Time char-
acteristics, year, month and day.

Air quality characteristics PM2.5, PM10, sulfur dioxide, 
nitrogen dioxide, carbon monoxide, ozone. Meteorological 
characteristics, surface temperature, atmospheric pressure, 
dew point temperature, rainfall, combined wind direction, 
wind speed per minute, station name. and the NO column 
which means numbered index.

It is known from expert experience that during the win-
ter, when atmospheric activity is weak, particulate matter 
is more likely to concentrate close to the ground. On the 
contrary, during the summer, when atmospheric activity is 
intense, particulate matter diffuses and moves through the 
air more quickly. As a result, the year-month characteristic 
column is only needed to investigate the seasonal trend of 
PM2.5 over a long-time period, while this paper only studies 
the short-time concentration prediction, so the time-month 
column is discarded. In addition, other meteorological char-
acteristic and air quality data have different impacts on the 
final PM2.5 concentration values. the correlation analysis 
between PM2.5 concentration features and other data fea-
tures in the experimental data utilized in this work is pre-
sented in Table 1.

The correlation coefficients of various variables with 
PM2.5 concentration features were determined using Spear-
man’s correlation analysis, and the findings were sorted 
to create Table  1. As shown in the table above, it can be 
seen that PM2.5 concentration has a strong association with 
PM10, CO, NO2, and SO2 (correlation coefficients = 0.87, 

Table 1  The correlation coefficient of the data features
feature coefficient feature coefficient
PM10 0.87 O3 -0.30
CO 0.80 DEMP 0.22
NO2 0.72 TEMP -0.05
SO2 0.45 RAIN -0.03
WSPM -0.31
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(IQR) approach outside the 1.5 times IQR is displayed in the 
following Fig. 1.

2.3  Related work

Random Forest initially suggested by Breiman (2001), is 
a mixture of tree predictors. It is created each tree by ran-
dom selection from samples in the training set, where at 
each node a random selection of splits is made from the K 
best splits. After producing a vast number of decision trees, 
the category with the greatest score value is voted, the pro-
cedure called random forest. Random Forest has several 
advantages over other algorithms, it is robust to outliers 
and can provide the value of feature variable importance. 
Its limitation is that as the number of trees increases, the 
training and prediction time of the model increases signif-
icantly, as well as when the depth of each tree increases. 
The Random Forest approach is utilized as one of the basic 
learners of the fusion model, taking advantage of its sam-
pling with replacement methodology. To construct trees on 
different sample subsets so that each tree does not affect 
each other, the bias can be lower at the same time. And with 
great robustness and stable feature selection, it is a powerful 
learner with excellent outcomes.

Jerome (2001) proposed the Gradient Boosting Deci-
sion Tree (GBDT), which combines the decision tree and 
the gradient boosting algorithm that can be used to solve 
the classification and regression problems. Like other boost-
ing group approaches, GBDT generates strong learners in 
the form of a mixture of weak prediction models. Based on 
regression trees, the core principle is to create new trees in 

0.80, 0.72, and 0.45). The strongest association was seen 
between PM2.5 values and PM10 values. This is because 
there is a physical and chemical transformation process 
between PM2.5 and other pollutants, specifically the connec-
tion between the mutual transformation of PM2.5 and PM10 
might be considerable. In addition, PM2.5 concentration 
data show negative association with wind speed and tem-
perature, and their contribution to PM2.5 prediction. From 
the aforementioned analysis, this research decided to uti-
lize PM10, CO, NO2, SO2, O3 and ground temperature, dew 
point temperature and wind speed values as the input data 
of the model.

2.2  Data pre-processing

The research data in this publication comprises numeric 
data, date and serial number. For the time data and serial 
number data, as their values do not add to the result of this 
research, the data columns are immediately eliminated, and 
the remainder are numerical data. In this article, the data are 
preprocessed, including outlier identification and missing 
value processing. The ratio of missing values to the entire 
data volume is very low, and the data before and after one 
hour do not impact the overall forecast, thus the mean value 
is used to fill. the existence of outliers will interfere with 
the training of the model and lead to bias in the output. It is 
commonly recognized that the PM2.5 values in the presence 
of the haze phenomenon is deemed abnormal but not exces-
sive. Only the extreme outliers with drastically divergent 
values are viewed as points that need to be handled. The 
distribution of data points found by the interquartile range 

Fig. 1  Data distribution of PM2.5 
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accuracy, the learning pace of classic GBDT learners may 
be considerably enhanced.

The LightGBM model adopts the leaf-wise growth strat-
egy with depth restrictions, in the process of building the tree 
with leaf node splitting. Different from traditional methods 
such as the level-wise growth strategy, the leaf nodes are 
split just once in the same round. Only the node with the 
greatest gain among all current leaf nodes is picked for split-
ting, which saves computational resources to a great extent.

Ridge regression is an enhancement of the standard lin-
ear regression model. In essence, the penalty term is added 
to the least square criterion, which abandons the unbiased-
ness of the least square technique. The trade-off of doing 
this is the loss of part of the accuracy, but the regression 
method with more reliable and practical regression coeffi-
cient is obtained. Ridge regression boosts the capacity to 
fit ill-conditioned data, although there is a deviation, but 
its variance is lower than the least square estimator. It is a 
biased regression method which is commonly used to deal 
with big data and has considerable practical utility.

The formula of the standard least squares criterion is 
given by,

f (w) =
m∑

i=1

(
yi − xT

i w
)2

� (4)

The least square method is the square of the difference 
between the observed value and the theoretical value. yi is 
the observed value and xi is the theoretical value, w is the 
parameter vector. After the above formula is added with 
a penalty term, that also called L2 regularization, the loss 
function is:

f (w) =
m∑

i=1

(
yi − xT

i w
)2

+ λ
n∑

i=1

w2
i � (5)

Here λ is a coefficient between the squared loss and the reg-
ular term, λ ≥ 0. Ridge regression complements the short-
comings of least square regression. Although it loses its 
unbiasedness, it acquires stronger numerical stability and 
hence higher computing accuracy. In addition, ridge regres-
sion model is fast to train and build, does not need sophis-
ticated computing techniques, and may run rapidly when 
there is a huge quantity of data. In the Stacking model, the 
output of ridge regression as a second layer meta-learner is 
superior.

2.4  Stacking model

Stacking is one of the integrated learning method groups. 
Its learning procedure consists of two layers, the first 
layer is called the base learner, which is selected from the 

each round, which is in the gradient descent direction of the 
function of the previous round. Put it another way, to gener-
ate these tree models by optimizing the loss function. GBDT 
employs the quickest descent technique, and each tree in the 
algorithm learns the residuals of the sum of the outcomes 
of all previous trees. GBDT may be used to most linear and 
nonlinear regression problems without the requirement for 
a complicated data processing step. Whereas, considering 
the exponential expansion of data volume in recent years, it 
is weak in accuracy and efficiency. the primary principle of 
GBDT is as follows,

Suppose there are M training set samples {(X1, Y1), (X2, 
Y2), … (XM, YM)}, and the initialized weak learner is as the 
follow equation,

F0(x) = argmin
∑n

i=1
L(yi, c)� (1)

Where L is the loss function, n is the number of trees, and 
yi is the initialization value. The negative gradient of the 
loss function for the sample i constructed in the round t is 
denoted as follows,

rti = −[
∂L(yi, f (xi))

∂f (xi)
] � (2)

The decision tree fitting function obtained in this round is 
as follows,

ft(x) =
J∑

(j=1)

ctjI(x ∈ Rtj) � (3)

Where c represents the output value and J is the number of 
leaves, I is the indicator function. Each iteration will need 
to verify whether ft (x) reaches the convergence condition or 
reaches the specified number of iterations, and if the condi-
tion is met, the update will be stopped, and the final tree 
model will be obtained.

Ke et al. (2017) introduced Light Gradient Boost-
ing Machine in 2017, which is a model based on gradient 
boosting decision tree. It provides two novel techniques, 
Gradient-based One-Side Sampling (GOSS), and Exclusive 
Feature Bundling (EFB). By applying the GOSS mode, a 
large number of samples with minor gradient values may 
be put away, and the remaining samples can be utilized to 
estimate the income of the information. The EFB approach 
work as, the mutually exclusive data features are bundled, 
which can reduce the computational cost of leaf node split-
ting and will not adversely influence the accuracy of the seg-
mentation point. On the concept of assuring the prediction 
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first layer is usually a strong prediction algorithm, and gen-
erally uses different structured algorithms, while the number 
of base models in the first layer should not be too small. The 
meta-learner in the second layer should use a simple regres-
sion algorithm to simplify the prediction procedure.

When using machine learning models for regression 
prediction, the model hyperparameters must be properly 
adjusted in combination. Varied model parameters will 
output different prediction values, which has a significant 
impact on accuracy. The majority of past studies used man-
ual methods or grid search to determine the parameter val-
ues, which is not conducive to the accurate calculation of 
the model. In this research, the Bayesian search method is 
used to search for hyperparameters, the model MSE value 
is utilized as a test criterion, and each round of prediction is 
cross-validated with 5 folds to improve the reliability.

With technological advancement, the default values of 
certain algorithm parameters can already produce better 
outcomes, and other essential parameters that need to be 
altered are listed in Tables 2 and 3.

As shown in Fig. 2. The processing of the fusion model 
is to first analyze the original dataset and divide it into a 
training set and a test set. Then the training set is split into 
N parts, wherein one part is used to train and the rest to 
test, while generating predictions on the test set. Next, after 
doing this N times, N prediction results will be created, and 
these predictions will constitute a new dataset which is part 
of the new features. All of basic learners would be create 
new data features, and these new features are the input data 
to meta-learner. At the same time, N test-set predictions are 
generated, and the N predictions are averaged to build a new 
test set that acts as the test-set for the meta-learner.

classification or regression model with a simple structure 
and not easy to over-fit. Because the structure of model in 
this layer is different from each other and each has distinct 
advantages, the input data is preliminary computationally 
processed with this layer of models, and the features are 
chosen for training and output. The second layer is the meta-
learner, the input of the meta-learner is obtained from the 
output of the base learner and generated after cross-valida-
tion. Since the data is already highly correlated after the first 
layer of model training, so the meta-learner uses a simple 
algorithm to prevent overfitting.

In this paper, Random Forest, XGBoost, and LightGBM 
are selected as the base learners of the first layer, The output 
of the basic-learner model of this layer is used as input data 
to the meta-learner model of the second layer. The output of 
the both layers model adopts cross-verification to improve 
the reliability and generalization ability of the finally results. 
The basic layer of Stacking usually includes several differ-
ent learning algorithms, and the following points should be 
noted when using the Stacking model: the base learner in the 

Table 2  The key parameters of XGBoost
Parameters Range Default
max_depth [3–10] 6
subsample [0.5-1] 1
gamma [0.01–0.1] 0
learning_rate [0.01–0.1] 0.1

Table 3  The key parameters of RandomForest
Parameters Range Default
n_estimators [50–150] 100
min_samples_leaf [1–10] 1
min_samples_split [1–10] 2
max_depth [3–10] none

Fig. 2  Schematic diagram of stacking cross-validation process
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input and output of the total regression model are optimized, 
and the prediction outcomes are enhanced. The flowchart 
of stacking model combination method is represented as 
Fig. 3.

1)	 Obtain the original dataset, and after pre-processing, 
divide 80% as the training set and 20% as the test set.

2)	 On the processed training set, the first layer model is 
trained in the random forest model, XGB model and 
LGB model respectively. Using 5-fold cross-validation, 
each model calculates the prediction result, equal to the 
number of the original data set, and then expands the 
combination into a new training data, which is used 
as the training set of the second layer of meta-learner 
model.

3)	 When each model in the first layer is trained, it has to do 
calculations on the test set independently, and also apply 
5-fold cross-validation, and take the average of the 5 
results as the output value of the test set of a model. The 
combined expansion of the test set output values gener-
ated by the three models is termed a new test set. At this 
moment, the quantity of data is identical to the original 

The Stacking approach stacks and integrates a range of 
learners, takes the output of the first layer as the input mate-
rial of the second layer, afterwards the predicted value is 
achieved after combine the training. In this study, the first-
level base learner utilizes three models: random forest, 
XGBoost, and LightGBM. Ridge regression is employed as 
a meta-learner to combine to generate an integrated model, 
and then the pre-processed environmental data are utilized 
to estimate the PM2.5 concentrations. With this strategy, the 
flaws of other single model predictions are addressed, the 

Table 4  Performance comparison of different prediction models
Models MAE

(μg/m3)
RMSE
(μg/m3)

R2

KNN 15.513 25.330 0.898
Linear 22.128 33.205 0.785
Ridge 20.123 30.043 0.857
SVM 23.298 47.838 0.659
RF 17.063 25.617 0.902
GBDT 13.446 20.629 0.932
XGB 12.684 19.980 0.937
LGB 13.874 21.166 0.929
The Proposed Algorithm 12.227 19.208 0.941

Fig. 3  Flow chart of stacking model
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3  Experiment and results

3.1  Evaluation metrics

For the sake of validate the efficacy of this research, the 
algorithm in this paper is compared with other algorithms 
for authentication. At the same time to eliminate the influ-
ence of other irrelevant factors on the experimental effect 

data, and it is entered into the ridge regression model for 
test data.

4)	 Train the ridge regression model using the new training 
data output in the above step and verify the model per-
formance with the new test data.

5)	 The final output of the Stacking model, which com-
bines several models, is used to achieve the prediction 
of PM2.5 concentration.

Fig. 4  Prediction comparison effect of different models
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The horizontal coordinates in the figure are the number 
of data points, and the vertical coordinates are the PM2.5 
concentration values. Where the triangular points indicate 
the true values of the test set and the circular points indi-
cate the output values of the model. Compared analyses in 
Fig. 4, we can conclude that the prediction results of this 
study are considerably more accurate compared with other 
classic machine learning models, no matter which models 
like KNN, SVM, and simple Linear Regression. In addition, 
other different forms of integrated models represented by 
XGBoost perform better than the traditional single model, 
but still lower than the fusion model in this study.

To validate the effectiveness of this research, numerous 
other models were employed as comparison tests in this 
work, and the validity performance comparison of various 
models is shown in Table 4. In terms of prediction accuracy, 
the MAE value of the fusion model is 3.6% lower than the 
XGB in the base model, 11.8% lower than that of the LGB, 
and 28.3% lower than that of the random forest. In the aspect 
of model stability, the RMSE values of the fusion model 
fell by 3.8%, 9.2%, and 25% compared to XGB, LGB, and 
random forest, respectively. Suggesting that the output val-
ues of the fusion model were uniformly distributed, the fit 
was stable, and the prediction was precise. The other single 
model forecast accuracies are substantially lower than the 
output outcomes of the aforesaid fusion models. The results 
generally show that the prediction results of the integrated 
learning method are better than those of the general single-
model method, while the prediction errors of the Stacking 
fusion model are even lower than those of the general inte-
grated learning method. This is due to the two-layer struc-
ture of the fusion model, where the prediction is first trained 
with the base learner and then verified with the meta-learner 
for the final output, which considerably enhances the pre-
diction accuracy.

Combine the aforementioned figures and sheets, it can 
be seen that the integrated model formed by stacking and 
merging multiple heterogeneous basic models can signifi-
cantly improve the accuracy of prediction. It is connected to 
a general rule for machine learning models, structures with 
more depth can handle complicated multidimensional data-
sets better than models with restricted depth. In addition, 
pre-processing data using correlation analysis can deter-
mine which part of the features should be included in the 
training set, which can prevent the prediction output from 
being unstable when all data is directly input into the model. 
The stacking regression model proposed in this paper have 
significantly improved in all three assessment measures and 
the performance is even better, compared with other model 
that do not use ensemble strategies or use homogeneous 
ensemble strategy. The stacking fusion model obtained 
by using random forest, XGBoost, and LightGBM as the 

and objectively respond to the model performance, the 
experimental environment used in this paper are based on 
Intel(R) Core (TM) i7-10870 H CPU@2.20 GHz platform 
with 16Gb memory and implemented using python language 
programming. In order to better quantitatively analyze the 
accuracy of model prediction, this study employs three 
regression model assessment metrics, namely MAE (Mean 
Absolute Error), RMSE (Root Mean Square Error) and R2 
(R-Square). Assuming that the real value of the sample is y, 
the prediction value of the model be ŷ , and the calculation 
formulas of the three metrics are produced as shown below:

MAE =
1
n

n∑

i=1

|yi − ŷi| � (6)

RMSE =

√√√√1
n

n∑

i=1

(yi − ŷi)
2 � (7)

R2 = 1 − (
n∑

i=1

(yi − ŷi)
2/

n∑

i=1

(¯̂y − ŷi)
2)� (8)

Where n is the number of samples and ¯̂y  is the average of 
the projected value of the model. MAE shows the differ-
ence between the true value of the sample and the predicted 
value of the model, whereas RMSE displays the stability of 
the output value of the model. The better the impact of the 
model is, the lower the value of these two indicators is. The 
correlation coefficient R2 represents the correlation between 
the true value of the sample and the predicted value of the 
model, and the closer it is to 1, the better the regression pre-
diction performance of the model is.

3.2  Results and analysis

In order to accurately estimate the concentration of PM2.5, 
this study utilizes the hourly haze influencing factor data in 
Beijing city from March 1, 2013, to February 28, 2017, as a 
case study. After pre-processing step such as feature trans-
formation, removing irrelevant information and removing 
missing values. PM2.5, PM10, SO2, NO2, CO, O3, TEMP, 
DEWP and WSPM data columns were employed to train the 
learner, with a total of 9 dimensions, 31,877 pieces of data, 
of which 80% and 20% are training and test sets, respec-
tively The PM2.5 concentration were predicted using the 
previous hour’s data values of temperature, wind speed, and 
pollutants, and the corresponding different output values 
were derived by using different algorithms to build mod-
els separately. The predicted values of each different model 
were compared with the real values of the original data in 
the following curves:
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and complex relationships between variables, a machine 
learning approach was used in this study. However, there 
are some uncertainties in this study. For example, there are 
uncertainties in PM2.5 and meteorological data as well as 
anthropogenic aerosol emissions. In addition, some auxil-
iary data have not only temporal but also spatial variation. 
For example, regional temperatures can vary at different 
altitudes. Without considering the fine variation of these 
variables, the constructed daily PM2.5 concentration predic-
tion models may be biased. It is worth mentioning that these 
data are beyond the scope of this paper. Our future work 
is to apply multiple artificial intelligence models and more 
data to analyze the mutual transformation process between 
pollutants and its influencing factors. A more accurate and 
extensive prediction effect will be achieved.
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