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Abstract
Titan aluminium alloys belong to the group of α–β-alloys, which are used for many applications in industry due to their
advantageous mechanical properties, e.g. for laser powder bed fusion (PBF-LB) processes. However, the composition of the
crystal structure and the respective magnitude of the solid fraction highly influences the material properties of titan aluminium
alloys. Specifically, the thermal history, i.e. the cooling rate, determines the phase composition andmicrostructure for example
during heat treatment and PBF-LB processes. For that reason, the present work introduces a phase transformation framework
based, amongst others, on energy densities and thermodynamically consistent evolution equations, which is able to capture the
different material compositions resulting from cooling and heating rates. The evolution of the underlying phases is governed
by a specifically designed dissipation function, the coefficients of which are determined by a parameter identification process
based on available continuous cooling temperature (CCT) diagrams. In order to calibrate the model and its preparation for
further applications such as the simulation of additive manufacturing processes, these CCT diagrams are computationally
reconstructed. In contrast to empirical formulations, the developed thermodynamically consistent and physically soundmodel
can straightforwardly be extended to further phase fractions and different materials. With this formulation, it is possible to
predict not only the microstructure evolution during processes with high temperature gradients, as occurring in e.g. PBF-LB
processes, but also the evolving strains during and at the end of the process.

Keywords Titan aluminium · Additive manufacturing · Microstructure · Material modelling · Homogenization

1 Introduction

Ti6Al4V belongs to the group of α–β-alloys, which pos-
sess different phases with distinct crystal structures, compare
Fig. 1. The chemical composition according to, e.g., DIN EN
ISO 5832-3 [18] influences the volume fractions of the α-
and β-phases along specific temperature paths. The α-phase
is stabilised by aluminium and the β-phase is stabilised by
vanadium. In addition, the β-transus temperature depends on
the material composition. Especially the content of oxygen,
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as well as the heat treatment define the final crystal struc-
ture of the material. The α-phase can consist of lamellar or
equiaxed microstructures as well as a combination of both,
see [14, 33] for further information. The lamellar structure of
theα-phase can be influenced by the cooling rate or heat treat-
ment with e.g. furnace, air, water or gas. This may result in
plate-like α-, acicular α-, Widmanstaetten α-, hcp martensite
α′- or in orthorhombic martensite α′′-phases. Based on the
resulting microstructure, the thermal andmechanical proper-
ties of the titanium alloy differ significantly, respectively are
considerably influenced. In-situ experimental validation of
the microstructure during PBF-LB can be found in, e.g., [29,
56]. However, there is still a lack of comprehensive under-
standing of the phase transformation processes, especially
for the rapid temperature cycles present in PBF-LB, which
is essential to ensure adequate mechanical properties.

For PBF-LB processes, Ti6Al4V is one of the most fre-
quently used titanium alloys, compare DIN EN ISO/ASTM
52911-1 [2]. Therefore, consideration of the transitions
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Fig. 1 Crystal structures of unit cell for β- and α-phases of Ti6Al4V
with lattice parameters a1 = 0.319 nm for bcc and a2 = 0.2925 nm,
c = 0.4670 nm for hcp, cf. [14]

Fig. 2 In-planemicrostructure of Ti6Al4V parts manufactured by PBF-
LB: 2a as fabricated (P = 280W, vlsr = 1.2 m/s) resulting in complete
α′ martensitewith herringbonepattern due to alternating scanningdirec-
tion; 2b heat treated at 900◦ C resulting in ≈ 30% β-phase. Reprinted
from Journal of Alloys and Compounds, 782, Liang, Z., Sun, Z., Zhang,
W., Wu, S., Chang, H., The effect of heat treatment on microstructure
evolution and tensile properties of selective laser melted Ti6Al4V alloy,
1041–1048. Copyright (2019), with permission from Elsevier, [34]

between the β- and the different α-phases is of key impor-
tance for themodelling and simulation of PBF-LB processes.
The temperature profiles associated with these processes,
which are highly heterogeneous in space and time, further
increase the complexity. Especially high heating and cool-
ing rates (up to 103 − 108 K/s) are characteristic during and
shortly after the material is heated by the laser beam, cf.
[10, 34, 40, 53]. In addition, process parameters influence
the overall temperature history and thus the microstructure,
resulting in fine acicular α′ martensite structures, as illus-
trated in Fig. 2a, or in β-grain boundaries with α′ martensites
in-between, cf. [49, 52]. Subjacent layers and previous melt
tracks exhibit significantly different temperature gradients,
while low rates are present during the final cooling period.
If subsequent annealing is used, a new and distinct temper-
ature cycle is applied to the material changing the overall
microstructure, compare Fig. 2b, and mechanical behaviour,
cf. the experimental investigations in [34, 37, 57].

Therefore, not only TTT (time temperature transfor-
mation) diagrams, but mostly so-called CCT (continuous
cooling transformation) diagrams are necessary to under-
stand the material’s behaviour and to calibrate material
models. Experimental studies of β → α phase transforma-
tion during continuous cooling can be found in, e.g., [5, 19,
25, 39, 50]. A schematic CCT diagram was first published in
[5], compare Fig. 3, where the continuous cooling by using
water or helium gas was monitored by thermocouples. In
the previously mentioned literature, one has to distinguish
between cooling curves that were actually measured on the
specimen, also denoted as part, and are therefore not constant
in the cooling rate θ̇ (see, e.g., [5, 19, 54]) and constant cool-
ing curves (see, e.g., [25, 39]), where the prescribed constant
cooling rate θ̇ is used to construct the CCT diagram.

In [39], experimental investigations on the time-dependent
evolution of phase fractions are presented. This evolution is
generally characterised by an asymptotic behaviour towards
values of zero andone. Furthermore, a clear tendency towards
faster transformations for higher cooling rates is shown. In
addition, at slow cooling rates it is observed that the consid-
ered specimen exhibits a residual β-phase fraction of 9% in
the final cooled state. In [25], it is reported that the amount of
residual β-phase depends on the cooling rates ranging from
12.7% for higher cooling rates to 6.5% for lower cooling
rates. The experimentally obtained results shown in [54] also
confirm the occurrence of residual β-phase. An overview of
different critical cooling rates and characteristic temperatures
is provided in Tables 1 and 2. The state of research uniformly
confirms that the morphology of the α-phase depends on the
cooling rate: decreasing the cooling rate results in increased
lamella, respectively grain size, whereas the morphology
changes fromWidmannstaetten lamellas to equiaxed grains.

Different modelling approaches can be found in the lit-
erature, most of them relying on algebraic equations for
isothermal conditions based on the Johnson-Mehl-Avrami(-
Kolmogorov) (JMA(K)) theory, compare [6, 26, 31] and the
concept of additivity as introduced in, e.g., [39]. In addition,
the Koistinen-Marbuerger (KM) model, see [30], is fre-
quently used formartensitic transformations. In [62], not only
the physical state changes, i.e. melting and solidification,
but also the metallurgical solid-state phase transformations
are incorporated. Here, the physical state changes are based
on the solidus and liquidus temperatures, whereas a phe-
nomenological approach is used for the solid-state phase
transformation. To be more specific, the TTT diagram, an
extended JMAmodel for diffusional transformations and the
KM model are combined. Five different phases of Ti6Al4V
are considered in the generic parent–child framework, where
the critical cooling rates are taken from [5]. For a homo-
geneous stress state, two different heating-cooling cycles
are prescribed and the resulting microstructure is discussed.
However, no predictions are made regarding the stress–strain
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Fig. 3 Schematic CCT diagram
for Ti6Al4V. At the temperature
θβ,trans, the β-phase first
transforms (partially) into the
α-phase. Subsequently, different
α-phases form depending on the
temperature and cooling rate,
where Ms refers to the
martensitic start temperature.
Reprinted from Materials
Science and Engineering, 243,
Ahmed, T., Rack, H., Phase
transformations during cooling
in α + β titanium alloys,
206–211. Copyright (1998),
with permission from Elsevier,
[5]

Table 1 Literature overview of
critical cooling rates θ̇ for the
different transformation
possibilities

References Diffusive
β → α + β (K/s)

Mixed
β → α′ + α + β (K/s)

Diffusionless
β → α′ (martensitic) (K/s)

[5] < 20 20–410 > 410

[39] 0.167–0.83 – –

[25] 0.01–10 – 18–200

[19] 0.012–2.5 7.3 23.1

behaviour. Other recent publications in the field of addi-
tive manufacturing (AM) that are based on the JMA and
KM models are, e.g., [7, 11, 22, 24, 59]. The model in
[59] not only predicts the distribution of the different solid-
state phases during the process and after heat treatment,
but also proposes a Rosenthal-based solidification process
map for PBF-LB. In [24], a visualisation of the difference
and improvement in residual stress prediction incorporating
martensitic phase transformations for tool steel is shown.
A part-scale model coupled with the JMA equation is used
in [22, 55]. In [36], the authors present an integrated simu-
lation framework distinguishing between a thermal process
model, a predictive solidification model for the molten pool
and a solid-state phase transformation model for β → α/α′.
One of the few thermally coupled models is [11], where a
process-based finite element (FE) model simulating a thin
walled structure is presented. An Abaqus model is elab-
orated in [7], where not only the JMA and KM equation

are incorporated, but also a purely temperature driven melt-
ing and solidification. Another approach in [58] is based on
a kinetics model formerly used for weld joints to predict
the microstructure and hardness of high-strength steels. The
model is applied sequentially to locations of interest based on
the chemical composition and thermal history. However, the
above described models are purely empirical. It appears that
micromechanically motivated and thermodynamically con-
sistent material models appropriately predicting stress and
strain states are missing.

As an alternative, a phase field approach for the solid-
state phase transformation is suggested in [3] for welds,
which could also be applied to AM processes. In [35], a
framework based on crystal plasticity is presented for H13
tool steel. In [10], a different approach is chosen where
temperature-dependent functions are fitted to account for
the different material properties of the α′- and β-phases.
Therefore, the respective function of the solid phase is used
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Table 2 Literature overviewof characteristic temperatures during cool-
ing: β-transus θβ,trans, martensitic start Ms and martensitic finish M f

References θβ,trans (K) Ms (K) M f (K)

[5] 1267 848 –

[39] 1243 – –

[50] 1268 – –

[25] 1243 1143 998

[19] 1243 1188 963

based on the current temperature θ and β-transus tempera-
ture θβ,trans. However, no rate dependency is incorporated. In
[43], a stochastic approach is used to model the microstruc-
ture evolution during solidification. Based on the work of
[5], the authors of [44] developed a phenomenological mate-
rial model which captures the phase transformations during
PBF-LB processes. In this contribution, the β, α, α′-phases
are considered, the evolution of which are either diffusion-
based or non-diffusion based. The model parameters are
determined by an inverse identification process based onTTT
diagram data. With this framework at hand, CCT data can be
predicted with sufficient accuracy. In contrast, [60] uses the
thermal history of anFEanalysis to predict themicrostructure
evolution, i.e. phase fractions, of magnetic materials based
on the software CALPHAD. With this approach, the phase
fraction is estimated for the given composition and temper-
ature using the lever rule. Similarly, in [51] the advantages
using a CALPHAD based FE model rather than a standard
FE model are discussed for SS316L.

A comprehensive overview of the current state of the
art is given in [53], in particular with respect to continu-
ous heating transformation (CHT) diagrams, CCT diagrams
and microstructures for Ti6Al4V. Among other things, the
authors point out the lack of accurate models to predict
and control the microstructural evolution during AM pro-
cesses and the diverse and contradicting values for significant
model parameters provided in literature, compare Tables 1
and 2. The authors also propose a new concept denoted time-
phase transformation-block (TPTB) to simultaneously take
into account the different phase transformation mechanisms.
Applications of this concept in the context of direct energy
deposition (DED) are shown in [53]. The results obtained
with this approachmay help to adapt and improve the present
JMA and KM models in the future. However, the TPTB
model is rather complicated as it includes quite many param-
eters and, in addition, does not provide a relation between
stresses and strains.More simplemodels are presented in [15,
17], where a phenomenological and explicit relation between
the phase fractions and the present temperature as well as the
cooling rate is used.

The incorporation of a framework that is capable of simu-
lating solid-state phase transformations is important for two

reasons: the cooling rate during themanufacturing process of
the part as well as possible subsequent reheating or heat treat-
ments alter the microstructure and residual stress state of the
manufactured part. This is the case, as the crystal structure
and material properties of the phases differ. Therefore, espe-
cially for heat treatable alloys like Ti6Al4V, the incorporation
andmonitoring of solid-state phase transformation cannot be
neglected, as the strongly cooling rate dependent phase com-
position needs to be additionally considered. The focus of the
present work is set on the prediction of phase fractions during
temperature-induced transformations for different tempera-
ture rates. In this context, the aim of the present contribution
is to develop a material model, which is capable of sim-
ulating phase transformations between two different solid
phases as well as their effect on deformation and—if incor-
porated into a FE approach in future—on residual stresses
based on a linear elasticity analysis. The fact that the model
is based on the principles of thermodynamics and appropriate
homogenisation assumptions (in contrast to, e.g. [7, 11, 15,
17]) should, in principle, lead to more accurate predictions
of effective quantities. This feature is specifically important
for simulations of AM processes such as PBF-LB. In order
to adapt the modelling framework to the complex behaviour
of Ti6Al4V, a new approach with respect to the dissipation
function is developed. The material parameters incorporated
in the material model and, in particular, in the new dissipa-
tion function are identified using CCT curves available from
the literature.

The paper is structured as follows: In Sect. 2, the general
concept of the solid–solid phase transformation framework
with an extended dissipation function is presented. There-
after, the algorithmic implementation is summarised in
Sect. 3, where a focus is set on the parameter identification
process for the dissipation function. In Sect. 4, the reproduced
CCTdiagramandexamples of different boundaryvalue prob-
lems (BVP) demonstrate the capability of the model at hand.
The paper closes with conclusions and a brief outlook in
Sect. 5.

2 Methodology of the solid-solid phase
transformation framework

The phase transformation framework, which is based on the
consideration of several phases along with respective energy
densities, is summarised in this section. For the current mate-
rialmodel, three different phases are used, namely themolten
phase, the solid β-phase and the solid α-phase, which are
introduced in Sect. 2.1. Furthermore, the evolution equations
together with the involved parameters, which are used to
adapt the material behaviour of the phase transformation
model for different cooling rates, are defined.
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2.1 Phase energy densities

The constitutive framework used in this work is based on the
model established in [45].While focusing on the transforma-
tion from the molten to the solid phase in the present work,
the framework of [45] is extended in terms of the consider-
ation of two solid-phases, namely the β- and α-phases. As
this work proceeds, no distinction between α- and α′-phases
shall be made and the material behaviour in the solid phases
is assumed purely elastic. However, relatedmodel extensions
would be possible in a straightforward manner.

First, the phase energy density of themolten phase is intro-
duced in a small strain setting as

ψmel := 1

2

[
εmel − εtransmel

] : Emel : [
εmel − εtransmel

]

− cmel θ ln(θ) − Lmel
θ − θ refmel

θ refmel

, (1)

where ε• refers to the total strains, E• represents the fourth-
order isotropic elasticity tensor, c• denotes the heat capacity,
θ is the absolute temperature, and L• indicates the latent
heat with reference temperature θ ref• of the corresponding
phase.Moreover, εtransmel determines the transformation strains
between the solid and molten phase, which will be further
specified in Sect. 2.2. The visco-elastic strain contributions
considered in [45] are neglected here since these mainly
evolve during the powder-melt transformation which is not
taken into account in the presentwork. In addition, the respec-
tive energy densities of the solid phases are defined as

ψsol,β := 1

2

[
εsol,β − εinelsol,β

]
: Esol,β :

[
εsol,β − εinelsol,β

]

− csol,β θ ln(θ) − Lsol,β
θ − θ refsol,β

θ refsol,β

, (2)

ψsol,α := 1

2

[
εsol,α − εinelsol,α

]
: Esol,α :

[
εsol,α − εinelsol,α

]

− csol,α θ ln(θ) , (3)

where

εinelsol,• = εthsol,• + εtranssol,• (4)

determines the inelastic strain contributions of the respec-
tive solid phase. Transformation strains εtranssol,• and thermal

strains εthsol,• are considered for the solid phases to take
into account the shrinkage after melting and the expan-
sion, respectively shrinkage due to the heat input, compare
Sect. 2.2. Further enhancements are possible, compare [45],
where visco-elasticity and plasticity are incorporated, and
[46], where visco-plasticity is considered.

2.2 Specification of inelastic strains

Conservation of mass shall be fulfilled in every material
point. In consequence, the mass of an infinitesimal material
volume remains constant, i.e. dm0 = const. Changes in vol-
ume are included by phase transitions due to different mass
densities ρ•. Transformation strains can straightforwardly be
calculated. The incorporation of volume shrinkage has been
introduced and discussed in, e.g., [20]. The (infinitesimal)
initial volume dV0 is defined as

dV0 = dm0

ρ0
. (5)

Here, ρ0 represents the mass density of the initially present
phase, i.e. either melt or solid-β in the present work. With
this at hand, it is possible to derive the transformed volume
as

dV• = dm0

ρ•
= [1 + tr(εtrans• )] dV0 , (6)

depending on the transformation strains which are assumed
to be spherical so that

εtrans• = 1

3

[
ρ0

ρ•
− 1

]
I , (7)

with I denoting the second order identity tensor. In addition,
the thermal strains

εthsol,• = αsol,•
[
θ − θ inisol,•

]
I (8)

are included based on a standard linear heat expansion
approach with the isotropic heat expansion coefficient αsol,•
and the respective reference temperature θ inisol,•.

2.3 Homogenisation via convexification

Based on the approach of homogenisation via energy relax-
ation, material models can be developed that are uncondi-
tionally thermodynamically consistent and mathematically
well-posed. The basic approach stems from the modelling of
martensitic phase transformations, where volume fractions
and the averaged volume specific energy are used, see, e.g.,
[27, 48]. For the application at hand, the algorithm is formu-
lated with respect to the mass fractions

ζ• = dm•
dm0

, (9)

where dm• corresponds to the mass contribution of phase •
and dm0 to the initial mass, both referred to a material point.
In consequence, the averaged mass specific energy Ψ can be
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introduced based on the different mass densities in the solid
and molten phase, see [45] for a more detailed overview.
Moreover, it is possible to relate the mass fractions ζ• to the
volume fractions ξ• via

ζ• = ρ• dV•
dm0

= ρ• ξ• dV0
dm0

, (10)

⇔ ξ• = ζ• dm0

ρ• dV0
. (11)

The overall energy Ψ is calculated via a linear mixture rule
of the mass specific phases Ψ so that

Ψ =
∑

ζ• Ψ• = dV0
dm0

∑
ξ• ψ• , (12)

where the relation between the volume and mass specific
energy densityψ• = ρ• Ψ• holds. This averaged energy den-
sity is minimised subject to the constraints of feasible mass
fraction domains, i.e. ζ• ∈ A with

A := {
0 ≤ ζ• ≤ Rup• , ζmel + ζsol,β + ζsol,α = 1

}
, (13)

and the domain of the admissible strain distributions, also
denoted compatibility condition, i.e. ε• ∈ E with

E = {
ζmel εmel + ζsol,β εsol,β + ζsol,α εsol,α = ε

}
. (14)

Therein, Rup• defines the upper bound of the respective mass
fraction •, which will be discussed in Sect. 3.1. The con-
strained minimisation

CΨ = inf
ζ•∈A

inf
ε•∈E

Ψ (15)

would result in the so-called convex hull CΨ of Ψ , which
is identical to the Reuss bound. In the present approach
however, only the different total strains in each phase are
determined via

{ε•} = arg inf
ε•∈E

Ψ . (16)

The evolution of mass fractions is, in contrast to strains,
associated with dissipation and thus treated differently as
discussed in the subsequent section. In line with the hypere-
lastic format, stresses are determined via

σ = ∂ψ

∂ε
=

∑
ξ•

∂ψ•
∂ε

. (17)

2.4 Evolution equations

As indicated above, the evolution of volume, respectively
mass fractions is associated with dissipation. According to,

Fig. 4 Transformed mass fraction ζsol,α as a function of time, where a
"fully" completed transformation corresponds to 91% of ζsol,α and 9%
remaining ζsol,β in the transformed state. Reprinted from Metallurgi-
cal and Materials Transactions A, 32(4), Malinov, S., Guo, Z., Sha, W.,
Wilson, A., Differential scanning calorimetry study and computer mod-
eling of β → α phase transformation in a Ti–6Al–4V alloy, 879–887.
Copyright (2001), with permission from Springer Nature, [39]

e.g., [13], variational principles can be used to define

∂ψ

∂ξ•
+ ∂C

∂ξ̇•
= 0 (18)

as representation of evolution equations for the variables ξ•
depending on the dissipation function C. Therein, notation •̇
indicates the derivative with respect to time. The first term in
eq. (18) includes the so-called driving forces F• := −∂ξ•ψ .
In the present work, the dissipation function is chosen as

C =
∑

•
Y•|ξ̇•| + η•

2
[ξ̇•]2 − C′•(ξ•)|ξ̇•| . (19)

The coefficients Y• ≥ 0 and η• ≥ 0 can be interpreted as a
threshold Y• where the phase transformation is initiated, and
as a viscosity-like parameter η• that influences the range of
the (rate dependent) phase transformation. For further insight
into these parameters, the interested reader is referred to [9].
The additional term C′•(ξ•) is here defined as

C′•(ξ•) = a•1 ξ• + a•2 ξ2• + a•3 ξ3• (20)

and adopted from [9], where bainitic phase transformations
are considered. As shown in [39], Ti6Al4V behaves quite
similarly to bainite in terms of the evolution of phase frac-
tions, in particular for slow cooling rates, as visualised in
Fig. 4; see also Remark 1. The coefficients Y•, η•, a•1, a•2
and a•3 significantly affect thematerial behaviour. Therefore,
special attention will be paid to the determination of these
coefficients in Sect. 3.3.
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With the specific choice for the dissipation function at
hand, the evolution equation introduced in eq. (18) for each
phase fraction is in general given by

−F• + [
Y• − C′• (ξ•)

]
sign

(
ξ̇•

) + η• ξ̇• = 0 (21)

leading to

ξ̇• = 1

η•
〈|F•| − Y• + C′• (ξ•)

〉
sign (F•) , (22)

where

〈•〉 = max {•, 0} (23)

refers to the Macaulay brackets. As discussed in [9], the
non-standard format of the dissipation function requires the
investigation of thermodynamic consistency. In this context,
it must be shown that

C ≥ 0 , (24)

which is satisfied for

Y• − C′• (ξ•) ≥ 0 ⇔ C′• (ξ•) ≤ Y• (25)

since η• ≥ 0. This condition is always fulfilled if

C′•max := C′• (ξ•max) ≤ Y• (26)

with

ξ•max = −a•2 − √−c•1
3 a•3

(27)

and

c1 := −a•22 + 3 a•3 a•1 . (28)

In conclusion, two inequality constraints are derived, namely

c•1 := −a•22 + 3 a•3 a•1 ≤ 0 (29)

and

c•2 := a•3 ξ3•max + a•2 ξ2•max + a•1 ξ•max − Y• ≤ 0 . (30)

These conditions, i.e. eqs. (29) and (30), have to be imple-
mented into the parameter identification process, which will
be discussed in Sect. 3.3.

Remark 1 In [9], an approach for phase transformations is
developed to reproduce the temporal behaviour of bainite.
Based on this, an extension of the evolution equation to
model the characteristic material behaviour of bainite is

sought, which is suitable for the modelling of the rate depen-
dent behaviour of titan aluminum alloy, compare Fig. 4. This
means that changing velocities, respectively rates, of solid
mass fractions during the phase transformation (from small
to large to small), as well as changing accelerations, respec-
tively the time derivative of the rates, (from positive to
negative) have to be captured by the dissipation function.
As a result, the cubic polynomial in ξ• has been proposed as
a dissipation function contribution in [9], see eq. 20.

For the present phase transformation framework, it is
assumed that the additional term (20) acts as a fully dissi-
pative contribution. Therefore, C′• is added to eq. (19) and
acts as an additional threshold contribution to the yield limit
Y . However, as discussed in [9], it is also possible to assign
this contribution to the energy by using an additional surface-
type energydensityψ surf• = − ∫ C′• dξ•,which is added to the
corresponding phase energy density. This can be interpreted
as a contribution related to the interaction between the dif-
ferent phases, which is not accounted for within the standard
energy density of the bulk material. By using a weighting
factor, it is possible to allocate C′• as a contribution to either
energy density or dissipation function or a combination of
both.

3 Algorithmic implementation

In general, the solution of eq. (22) determines the phase
fractions of the material and with it the predicted material
behaviour. Due to the variational nature of the problem, the
associated constraints can be incorporated by using, e.g.,
smoothed Fischer-Burmeister nonlinear complementarity
functions, and standard solvers such as the Newton–Raphson
scheme can be applied. For further insight into the imple-
mentation and the calculation of the phase fractions and
residual strains, respectively stresses, the interested reader
is referred to [45]. In the following, some specific aspects
of the algorithmic implementation shall be addressed for the
melt-solid-solid phase transformation.

3.1 Case differentiation

In general, the consideration of several and potentially co-
existing phases is possible, compare [8], but may become
challenging in view of numerical stability and especially effi-
ciency. The goal of this section is to show as to how the
implementation can significantly be simplified by case dif-
ferentiation. In general, the specimen is molten above the
melting point θmelt = θ refmel = 1873.15 K. As discussed in
Sect. 1, Ti6Al4V completely consists of the β-phase above
the β-transus temperature, cf. Figure 3. Depending on the
initial temperature, the reference state is either ζmel = 1 or
ζsol,β = 1. Only below the temperature θβ,trans, the β-phase
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(partially) transforms into further phases, where the focus
is here laid on the α-phase as indicated above, while α′ is
so far neglected. Due to the physical behaviour of the tita-
nium alloy, it is possible to consider only two phases at the
same time, which simplifies the related model, respectively
mathematical problem. Therefore, several sets of variables
along with corresponding constraints need to be defined and
considered within the model. In view of the melt → solid-β
transformation, constraints

{
ζmel, ζsol,β

} ∈ A1 ,
{
εmel, εsol,β

} ∈ E1 (31)

with

A1 := {
0 ≤ ζsol,β ≤ 1 , ζmel + ζsol,β = 1

}
(32)

and

E1 = {
ζmel εmel + ζsol,β εsol,β = ε

}
(33)

are introduced. Subsequently, the sets

{
ζsol,β , ζsol,α

} ∈ A2 ,
{
εsol,β , εsol,α

} ∈ E2 (34)

with

A2 :=
{
1 − Rup

sol,α ≤ ζsol,β ≤ 1 , ζsol,β + ζsol,α = 1
}

(35)

and

E2 = {
ζsol,β εsol,β + ζsol,α εsol,α = ε

}
(36)

are used for the solid-β → solid-α transformation, where
Rup
sol,α is the upper bound for the α-phase. Experiments show

that the maximum value of the α-phase does not necessarily
has to take value one and dependsmainly on the given cooling
rate. More precisely speaking, the results presented in, e.g.,
[25, 39, 54] show that this holds for relatively slow cooling
rates. Based on these observations, the assumption

Rup
sol,α =

⎧
⎪⎨

⎪⎩

1.00 → ζsol,α, for high |θ̇ |
0.95 → ζsol,α, for medium |θ̇ |
0.90 → ζsol,α, for low |θ̇ |

(37)

is made in the present model. The values for medium and low
cooling rates are approximated based on available literature
data. The model relies in particular on the results presented
in [5], see also Remark 2. This leads to the definitions

high: 410K/s < |θ̇ |
medium: 20K/s ≤ |θ̇ | ≤ 410K/s
low: |θ̇ | < 20K/s

(38)

for the temperature rates. Moreover, the equality constraints
in eq. (32) and (35) allow for the substitutions

ζmel = 1 − ζsol,β or ζsol,α = 1 − ζsol,β , (39)

so that in both cases only one mass fraction is used as
variable. With this, the general approach introduced in
eq. (19) simplifies to one summand, i.e. only one independent
mass fraction remains for the particular case considered, cf.
eqs. (31, 34, 39). Thus, no distinction between coefficients
related to different phases in the dissipation function C is
necessary as this work proceeds.

In addition, it is possible to consider cooling frommelting
or cooling from the β-phase. In view of the parameter iden-
tification approach discussed in Sect. 3.3, only solid-β →
solid-α transformation is considered. For the PBF-LB pro-
cess, all three phases are present. This results in an adjustment
of the initial composition of thematerial, i.e. ζ• andmass den-
sity ρ0, cf. Sect. 2.2. Moreover, the respective transformation
strains according to eq. (7) have to be adapted in terms of the
referencemass density ρ0. In conclusion, based on the partic-
ular process, e.g. heat treatment or AM, one may either start
with cooling from the molten phase, so that θ start > θ refmel, or
with θ refmel > θ start > θ refsol,β , where the initial material compo-
sition lies purely within the β-phase. A consecutive heating
and additional cooling of the material is also captured by the
implementation.

Remark 2 As summarised in Table 1 and also stated in the
literature, see e.g. [53, 54], the explicit values chosen for
the critical rates, martensitic start temperature and maximum
values vary significantly. The model at hand can straightfor-
wardly be adapted to new experimental results, so that one
could use improved maximum values for the phase fractions
and critical cooling rates. It would therefore be possible to
determine more reliable parameters for the dissipation func-
tion, see Sect. 3.3.

3.2 Stress-free states

In order to evaluate the material response of the present
framework, the behaviour under stress-free boundary condi-
tions shall be analysed. Within the proposed material model,
the constitutive relation for the stresses is highly non-linear
in terms of strains and temperature. This, in general, requires
an iterative computational approach to solve for the unknown
quantities. As this work proceeds, such algorithm shall be
denoted as constitutive driver, cf. Algorithm 1. Within this
constitutive driver, different types of temperature evolution,
i.e. cooling and heating profiles θ(t) depending on time t ,
are prescribed at material point level. Accordingly, one seeks
the strain state εn for the prescribed temperature path θ(t)
at a particular instant in time tn with prescribed temperature

θn and temperature rate θ̇n which results in σ n = 0. The
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Algorithm 1: Constitutive driver-temperature-induced
stress-free transformations
Initialisation of strains εn=0 = 0 and internal variables Vn=0

for n = 1 : steps
Set iteration index i = 1, strains ε1n = εn−1, and internal
variables V1

n = Vn−1

while
∥
∥∥ σ i

n

(
εin, θn, θ̇n, V i

n

) ∥
∥∥ > tol

Compute constitutive relations and tangent
{
σ i
n, E

i
n, V i

n

}
based on

{
εin, θn, θ̇n Vn−1

}

Update of strains

εi+1
n = εin − [

Ein
]−1 : σ i

n

Update of iteration index

i ← i + 1

end while

Save strains εn = εin and internal variables Vn = V i−1
n

end for

determination of strains includes the calculation of internal
variables

Vn = V
(
εn, θn, θ̇n

)
= [

ζmel, ζsol,α , ζsol,β
]
n , (40)

where index n refers to the current time step. In summary,
the relation

σ n

(
εn, θn, θ̇n,Vn

)
= 0 (41)

needs to be solved using, e.g., a Newton–Raphson scheme.
Herein, the stresses σ n are evaluated based on eq. (17).
A sketch of the related constitutive driver with its most
important equations is summarised in Algorithm 1. Therein,
Ealgo ≈ E = ∂εσ denotes the algorithmic tangent operator,
here approximated by underlying isotropic elasticity tensors.

3.3 Parameter identification

A classic parameter identification (PI) framework, as intro-
duced in e.g. [12, 38], is used to determine suitable values
for the material parameters at hand. The PI is based on the
transformation behaviour as discussed in Sect. 3.1, so that all
previously introduced model simplifications can be applied.
As this work proceeds, a subset κ = {Y , η, a1, a2, a3} of
the underlying model parameters shall be considered within
the PI, whereas the remaining model parameters are pre-
scribed, respectively taken from literature. This means that
the PI design variables or material parameters κ , are used
to sufficiently match the material response of the simulation
Rsim (κ) to the available experimental data Rexp. Thus, a
phenomenological relation can be established between the
material parameters κ and the cooling rate θ̇ . For the particu-

lar cooling rates, ζsol,α as predicted by the proposed model is
compared to the related pairs of points of the CCT diagram
published in [44]. The two datasets are explicitly compared
at all points in time tn considered. Therefore, the values
in between the extracted points and the maximum value
Rup
sol,α of ζsol,α = {

0.01, 0.05, 0.15, 0.45, 0.55, 0.85, Rup
sol,α

}

are computed via linear interpolation, as only these discrete
values can be directly extracted from [44, Fig. 6].

The overall framework corresponds to an inverse problem,
whereby the least squares functional

f (κ) =
nt∑

i=1

1
2

[
Rsim

i (κ) − Rexp
i

]2
(42)

is used as objective function, where nt denotes the number
of time points considered. The datasetRsim

i (κ) is calculated
with the help of the constitutive driver presented in Sect. 3.2
for the given cooling rate. The optimal values for κ are deter-
mined by minimising f (κ). This procedure is repeated for
all temperature rates as discussed in the next Sect. 3.4.

Prior to the use of κ within the constitutive driver the
related inequality constraints (28) and (30) are checked. In
the case where these constraints are violated, the respec-
tive design variables are set to the related limit values.
The gradient free fminsearch-algorithm (aNelder-Mead sim-
plex algorithm) available within the commercial software
MATLAB is used for the PI by minimising the objective
function defined in eq. (42). The thermodynamic consis-
tency constraints (29) and (30) are checked after the PI is
performed and, for the applications considered in this work,
always turned out to be satisfied. As no general proof can be
established for the determination or existence of the global
minimum of the underlying least squares functional, multi-
ple local minima are to be expected. Thus, a set of different
initial values of the design variables κ is used. Conceptu-
ally speaking, a (coarse) grid search approach is applied to
identify different minima for κ . Sect. 4.1 discusses how the
values between the identified points are approximated.

3.4 Summary of complete workflow

For the present modelling framework, 18 cooling curves with
the respective material composition are extracted from the
CCT diagram published in [44]. In line with experiments, the
temperature profiles are not assumed to be linear functions in
time.Rather, the calculated temperature-time curves depicted
in Fig. 5 are used, see also Remark 3. The procedure for
generating the temperature profiles is described in detail in
Appendix 1. It is obvious that the cooling rate is generally
not constant in time. In order to introduce a representative
value for the particular cooling rate, the slope of these curves
at temperature 1173 K is used. This results in the following
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Fig. 5 Temperature profiles generated with the numerical approach
presented in Appendix 1 and in [44]

cooling rates

θ̇ ={0.01, 0.05, 0.1, 0.5, 1, 1.5, 5, 10, 20, 25, 30,
75, 100, 200, 300, 410, 525, 600}K/s . (43)

The temperature-time curves are then used as input for the
constitutive driver. For all of these cooling rates the opti-
mal design variables κ are determined with the help of the
PI approach introduced in Sect. 3.3. With this framework at
hand, it is possible to generate a complete CCT diagram
by varying a cooling rate related scaling parameter sg , cf.
Appendix 1. Based on this, e.g., 100 cooling rates between
0.01 K/s < θ̇ < 600 K/s are generated. Within the frame-
work, the respective set of design variables κ is chosen and
interpolated according to the prescribed cooling rate. The dis-
tribution of the design variables as well as the complete CCT
diagram is the subject of the next section, where different
boundary value problems are also discussed.

Remark 3 The temperature drops in Fig. 5 arise from the
structure of the analytical solution since eq. (47), see
Appendix 1, approaches infinity for some values of t and
sg , while eq. (49) takes value zero. For these cases, only eq.
(48) contributes to the calculation of the temperature profile,
resulting in a non-smooth curve.

4 Results

The results of the phase transformation framework are pre-
sented in the following. Themechanical and thermalmaterial
parameters used for the titanium alloy Ti6Al4V are sum-
marised in Table 3.

Table 3 Summary of the Ti6Al4V material parameters used for the
phase transformation framework, adapted from [10, 41]

Material parameters Melt Solid-β Solid-α

Mechanical parameters

Density ρ (kg/m3) 3800 4420 4420

Poisson’s ratio ν (−) 0.45 0.33 0.33

Young’s modulus E (GPa) 10−9 10 109

Thermal parameters

Expansion coefficient α (1/K) – 13e−06 11e−06

Initial temperature θ ini (K) – 1873.15 1873.15

Heat capacity c (J/kgK) 750 750 750

Latent heat L (kJ/kg) 286 48 –

Reference temperature θ ref (K) 1873.15 1268.15 –

Fig. 6 Exemplary verification of calculated material responseRsim(κ)

based on experimental data Rexp used for the PI considering rather
steady cooling rates, Fig. 6a, and rapid cooling rates Fig. 6b
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4.1 Fitting of dissipation function parameters

Depending on the respective starting points for theminimisa-
tion of the objective function, different results are determined
for the material parameters κ , which also yield different val-
ues for the minima of the objective function. Obviously, the
objective function exhibits several local minima. However,
the selection of the parameters that resulted in the lowest val-
ues of the objective function in each case led to non-smooth
progressions of the phenomenological correlations κ(θ̇). In
terms of numerical stability when using these correlations
in finite element simulations, this should be avoided. There-
fore, parameter setsκ were partly selectedwhich did not yield
the smallest value of the objective function (and yet corre-
sponded to a local minimum), but ensured a rather smooth
function κ(θ̇).

Time discrete values for the experimental curve Rexp are
taken from [44], whereas the simulation results of ζsol,α
exemplary depicted in Fig. 6 are generated via interpola-
tion, as discussed in Sect. 3.3. Therein, six different curves
are exemplarily chosen in order to highlight the accuracy
of the results. The results for the prescribed fast, interme-
diate and slow cooling rates are visualised in Fig. 6, where
the concentration of the α-phase, i.e. the mass fraction ζsol,α ,
is plotted over time. The comparison of Fig. 6a and Fig. 6b
clearly shows the influence of the prescribed cooling rate
on the effective material composition. With the exception of
some significant deviations for the two highest cooling rates,
the results obtained with the present framework show satis-
factory agreement with the experimental results. Here, the
cubic polynomial C′ cannot fully capture the course of the
experimental curves. However, the approximation is consid-
ered sufficient for the current fundamental study. In addition,
the need to choose different maximum values for the mass
fraction ζsol,α depending on the cooling rate becomes evi-
dent. The values of the parameters in the subset κ obtained
by the PI depend on the cooling rate θ̇ via interpolation of the
specific data points. Other approaches are also feasible, cf.
Remark 4. These phenomenological relations are illustrated
in Fig. 7. For the viscosity parameter η shown in Fig. 7a, a
steep descent is visible for slow cooling rates, whereas the
slope changes and decreases for higher cooling rates. For
both, the threshold Y highlighted in Fig. 7b and the parame-
ters a1, a2, a3 visualised in Fig. 7c, (quasi-) constant values
are generated below θ̇ < 1 K/s, specifically a1 = −0.002,
a2 = −0.007, a3 = −0.004 GPa and above θ̇ > 525 K/s,
in particular a1 = 0.033, a2 = −0.0621, a3 = 0.009 GPa.
In between, the cooling rates significantly affect the phase
changes and the temporal evolution of mass fractions. Thus,
the parameters κ of the dissipation function change accord-
ingly in order to capture the correct material response.

As there is a rather weak basis for CHT diagrams in the
literature, the parameters of the dissipation function for re-

Fig. 7 Identified curves for parameters in dissipation functionC: param-
eter η as introduced in eq. (19), Fig. 7a, parameter Y as introduced in
eq. (19), Fig. 7b, and parameters a1, a2, a3 as introduced in eq. (20),
Fig. 7c
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heating are not fitted to experiments. Therefore, only the
standard dissipation function is used, so that a1, a2 and a3
are set to zero a priori. The remaining parameters Y and η are
identifiedbya trial and error process to reproduce thematerial
behaviour and to appropriately reflect the material’s transfor-
mation properties such that solid-α exists below θβ,trans and
solid-β emerges above θβ,trans. This results in the following
case differentiation

{η,Y } =
{

{100GPa s, 500GPa} for θ < θβ,trans

{0GPa s, 0GPa} else
. (44)

These parameters cause a phase transformation to the β-
phase only above the β-transus temperature θβ,trans.

For the phase transformation from molten to the β-phase,
only the standard dissipation potential is used, as no complex
phase transformation behaviour is assumed. The following
parameters are identified in a trial and error process to ensure
melting in the range of θmelt,

{η,Y } =
{
2K/s

θ̇
GPa s, 0GPa

}
, (45)

whereas η = 0GPas for θ̇ = 0K/s within the examples con-
sidered in the present work. According to our results, the rate
dependence of η implies that the transformation frommolten
to theβ-phase always starts and ends at the approximate same
temperature.

Remark 4 For the current framework, the identified values of
the subset κ = {Y , η, a1, a2, a3} are interpolated based on
the cooling rate. Thus, a piece-wise linear relation in θ̇ of the

specified values is assumed. A more sophisticated approx-
imation is possible by using a regression model based on,
e.g., a least squares approach. A more elaborated approach
wouldbe thedirect identificationof the coefficients of smooth
functions. In a next step, the current results could be used as
a basis to develop a PI algorithm that determines the coeffi-
cients of, e.g., exponential, hyperbolic tangens and piecewise
linear functions for all temperature rates simultaneously.

4.2 CCT diagram

With the presented rate dependent parameters it is now pos-
sible to generate a complete CCT diagram for Ti6Al4V.
Therefore, the parameter sg in eq. (50) is varied so that 100
logarithmic spaced curves are generated. The related cooling
rates vary between 0.01 K/s ≤ θ̇ ≤ 600 K/s and the result-
ing CCT diagram is illustrated in Fig. 8. Within this Figure,
the isolines for different α-concentrations ζsol,α are shown.
The computed CCT diagram is capable of predicting differ-
ent α-fractions. The evolution of mass fractions significantly
depends on the cooling rate and is highly nonlinear in time,
in particular for medium cooling rates. Thus, the phase trans-
formation begins and ends at distinct temperatures. For slow
cooling rates, with θ̇ < 20 K/s, and high cooling rates, with
θ̇ > 400 K/s, almost constant martensitic start temperatures
Ms are present.

These general characteristics of the CCT diagram have
been documented in the experimental findings of [5, 19, 25],
whereas values characteristic for the transformation process,
such as those summarised in Table 1 and 2, differ in litera-
ture. Since the curves given in [44] (which correspond to the

Fig. 8 Computed CCT diagram for 100 cooling rates from θ̇ = 0.01 K/s to θ̇ = 600 K/s, where different mass fractions ζsol,α for the respective
cooling rates are visualised. Exemplarily, four characteristic cooling rates θ̇ according to Fig. 3 are plotted in the CCT diagram
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Fig. 9 Temporal evolution of homogeneous strains ε•• and mass fractions ζ• for the high (solid lines) and low (dashed lines) cooling rate. The
upper and lower figures differ from each other in terms of the final temperatures, which are precisely given by 373 K, Fig. 9a, and 573 K, Fig. 9b

experimental results of the schematic CCT diagram in [5])
are used to identify the material parameters in the present
work, the agreement between these and the present results is
sufficiently accurate. More precisely speaking, a β-transus
temperature between 1250–1255 K is obtained, which is
close to θβ,trans = 1268.15 K found in literature, cf. Table 2.
A martensitic start temperature Ms ≈ 820 K is present for
fast cooling rates, which agrees with the findings in [5, 44].
However, the present model, and with it the predicted results,
also takes into account the upper bound of ζsol,α depending
on the applied cooling rate, cf. eq. (37). The lower bound
for slow cooling rates has a value of ζsol,α = 0.85 and lies
around 400 K, which corresponds to the results in [44].

4.3 Boundary value problems

First, academic exampleswith simple prescribed temperature
profiles are discussed as a proof of concept for the proposed
framework. Thereafter, temperature profiles extracted from
realised PBF-LB simulations, cf. [46, 47], are subsequently
used to illustrate the explicit phase transformation of the solid
for real process-based examples.

4.3.1 Proof of concept

In Fig. 9, different temperature profiles characterised by
different cooling rates (high and low) as well as final tem-

Fig. 10 Scan island simulation (characteristic scan island length 5× 5
mm)with the current temperature profile at t = 0.08 s due to cuboid heat
source rcext with laser power P = 250 W and laser velocity vlsr = 1.0
m/s fromwhich the temperature history θ is extracted for elements A–E

peratures (373 K vs. 573 K) are prescribed, whereby the
corresponding simulated strain and mass fraction evolution
over time t is visualised. For all examples, the tempera-
ture starts above the melting point and the initial material
state corresponds to completely molten material. Due to the
simpler dissipation ansatz of the transformation molten →
solid-β, the transformation starts at the same temperature.
Based on the cooling rate, the phase transformation takes
places during different time periods. The phase change solid-
β → solid-α is initiated at a later point of time for a slower
cooling rate. Furthermore, a longer time period is required
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Fig. 11 Temporal evolution of homogeneous strains ε•• and mass fractions ζ• based on a prescribed temperature profile θ and resulting temperature

rate θ̇ extracted from Abaqus simulation for the centred element C, compare Fig. 10

Fig. 12 Temporal evolution of homogeneous strains ε•• and mass fractions ζ• at the beginning of the prescribed temperature profile θ and

temperature rate θ̇ illustrated in Fig. 11

until a phase change frombothmolten→ solid-β and solid-β
→ solid-α is completed. Overall, this qualitatively corre-

sponds to the expected physical behaviour of the titanium
aluminium alloy. Due to the maximum constraint in eq. (37),
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Table 4 Final solid-α (martensite) fraction of different elements as
indicated in Fig. 10

Position Label α-concentration ζ α
sol

Top, centre A 0.84072

Middle, left B 0.81728

Middle, centre C 0.83268

Middle, right D 0.81435

Bottom, centre E 0.71600

a portion of solid-β remains for the temperature profiles
prescribed in Fig. 9a even for the complete transformation.
For the higher end-temperature in Fig. 9b no complete phase
change from solid-β to solid-α is obtained, but a phase mix-
ture exists. This corresponds to thefindings in e.g. [44],where
different final temperatures, which - in view of PBF-LB pro-
cesses - may refer to different base plate temperatures, have
been evaluated. The base plate temperature highly influences
the final percentage of solid-α and solid-β. Themiddle graph
depicts the evolution of the corresponding strain state. Here,
especially the jump during the phase transformation from
molten to solid due to the transformation strains is visible.
Furthermore, an increase of strains takes place as long as
the temperature decreases due to the thermal strain contri-
bution. Once the temperature is constant, the strains do not
further evolve. In summary, the model is capable of predict-
ing physically meaningful results not only based on different
temperature rates, but also based on the final temperature.

4.3.2 Real process-based example

For the real process-based example, a simulation of a scan
islandwith 5×5mm is used as a basis to extract the respective
temperature profiles. Details of the scan island simulation
with the respective material model are described in [46,
47]. An illustration of the underlying simulation is given in
Fig. 10. The results which are based on the stress-free driver
introduced in Sect. 3.2 are shown in Fig. 11 for the centred
element C of the scan island, as indicated in Fig. 10.

For the example, the transformation considered begins in
the molten phase (not powder phase), where the current tem-
perature is above the melting point, i.e. θmelt = 1873.15 K,
and the initial mass fraction is set to ζmel = 1. The prescribed
temperature profile, the resulting temperature rate, the cal-
culated homogeneous strain evolution and the determined
distribution of the mass fractions are illustrated in Fig. 11,
where the detailed temperature history and resulting evolu-
tion at the beginning is pictured in Fig. 12. The temperature
rapidly decreases to θ < 1000 K, where the characteris-
tic high cooling rates present in PBF-LB processes are also
recognisable. Due to the high cooling rates and the iden-
tified material parameters, an instantaneous transition from

Fig. 13 Detail of temporal evolution of mass fractions ζ• based on a
prescribed temperature profile θ extracted from Abaqus simulation for
element B, compare Fig. 10

molten to solid-β occurs. This corresponds to a jump in the
strain state. Solid-β then almost linearly decreases while
solid-α simultaneously increases until t ≈ 0.3 s, compare
Fig. 11. In addition, the temperature rate decreases almost
linearly until t = 1 s. The oscillations in the temperature rate
are computational artefacts due to the temperature import
from Abaqus associated with the small time steps in Matlab
and are pronounced by the logarithmic scale. After the first
rapid cooling, the temperature is below the martensitic start
temperature Ms ≈ 820 K, compare Fig. 8. This particular
martensitic start temperature is the consequence of the sim-
ulations and occurs for all high cooling rates θ̇ > 400 K/s.
This choice seems reasonable, as Ms is reported to remain
rather constant for high cooling rates in experimental work.
The kinks in the evolution of mass fractions at t ≈ 0.3
s occur due to the constantly decreasing cooling rate and
increasing Ms temperature, as θ̇ < 400 K/s is now valid. In
consequence, the transformation of the remaining mass frac-
tion takes place slower. The conversion reaches a plateau at
t = 1 s with ζ α

sol = 0.83 and, in consequence, ζ
β
sol = 0.17,

where θ̇ < 0.01 K/s. This is supported in [25, 39], where
a small solid-β fraction is present for low cooling rates. A
similar curve is shown in [16], where the authors discuss

123



Computational Mechanics

Fig. 14 Temperature rate θ̇ in dependence of relative cooling time�t of
all elements indicated in Fig. 10, where �t = 0 corresponds to the spe-
cific time at which the laser beam has induced the highest temperature

the influence of neighbouring scan tracks and of inter-track
idle time on the microstructure of a low-temperature trans-
formation alloy during and at the end of the process using the
KM equation. With idle-time, a complete transformation is
enforced, while a small amount of solid-β is present for the
standard process. The temperature cycles, i.e. heat treatment
and cooling rate, not only influence the phase composition
and structure, but also the hardness of the part, cf. the experi-
mental studies in e.g. [21, 28, 42]. An analogous material
behaviour can be observed in the experimental investiga-
tions in [29] where thematerial has beenmelted and reheated
with decreasing laser power. This results in different temper-
ature levels and, accordingly, the phase composition changes,
which has been measured by a diffractometer. Similarly, dif-
ferent temperature profiles are prescribed in the simulations
elaborated in [62], which result in different solid phase frac-
tions and evolution.

In Table 4, final ζ α
sol concentrations for different elements,

as indicated in Fig. 10, are summarised. Due to the differ-
ent cooling rates as visualised in Figure 14, the value of ζ α

sol
varies considerably. As the scan island is surrounded by pow-
der material, heat conduction is different for all elements at
the boundary of the scan island. Furthermore, no additional
laser pass is present for the bottom element E, resulting in a
slightly shorter cooling period and thus a considerably lower
ζ α
sol value. Re-melting arises for the left and right elements B
and D, as the laser beam changes the direction at the end of
the scan island. Therefore, the subsequent laser pass of the
neighbouring scan track results in a re-melting of these ele-
ments as visualised in Fig. 13 for element B. These elements
B andDhave also very similar cooling rates, compare Fig. 14.
Overall, the visualised differences in the cooling rates explain
the changing final mass concentration, where a low cooling
rate results in small αsol (element E) and high cooling rates in
high αsol (elements A and C) concentrations. Altogether, the

typical characteristics of an PBF-LB process are captured,
including re-melting and different heating and cooling rates
due to neighbouring laser scan tracks. In conclusion, from a
physics viewpoint the model proposed at least qualitatively
correctly captures the material properties.

5 Conclusions

A melt-solid-solid phase transformation model is proposed
and applied to Ti6Al4V to explicitly capture the material
behaviour of the molten, β- and α-phases of this material
as well as combinations thereof. This is of importance as the
composition of the crystal structure and material properties
vary for the different phases. In consequence, the predic-
tion of eigenstrains and eigenstresses can significantly be
improved. The thermodynamically consistent and thermo-
mechanically coupled framework is based on phase energy
densities, where a non-standard dissipation function is used
to calibrate the model to experimental data in terms of a
CCT diagram. With this, a model-based CCT diagram can
be implemented that consistently reflects available literature
data. Therefore, only a limited number of experiments is
necessary to determine the coefficients of the introduced
dissipation function. Once these parameters are fitted in
dependence of the present cooling rate, the remaining data,
which is necessary for the dissipation function, is interpo-
lated. The modelling and prediction of the evolution of the
underlying strain contributions in addition to the microstruc-
ture composition can be considered physically plausible
since a thermodynamically consistent and fully thermome-
chanically coupled phase transformation approach is used.
The proposed framework is applied to the elaboration of
academically chosen examples as well as real process-based
PBF-LB temperature profiles extracted from Abaqus simu-
lations. The simulations yield physically meaningful results
in view of, e.g., strains and phase fraction evolution of the
underlying microstructure. The modelling and simulation
framework proposed can straightforwardly be applied to dif-
ferent process parameters during PBF-LB processes which
is of significant advantage since related experimental inves-
tigations are typically expensive and time consuming.

As the absolute values of the characteristic temperatures
during cooling differ in the experimental results of [5, 19,
25], it is not entirely clear which characteristic temperatures
for Ms and θβ,trans should be chosen, cf. Tables 1 and 2.
However, the proposed framework can straightforwardly be
adapted to different CCT data not only of this alloy, but can
also be applied to other materials. If other literature data is
used as a basis, different material parameters κ would be
identified by the PI, resulting in, e.g., higher martensite start
temperatures as found in [19, 25].
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Developing different extensions of the model at hand
are planned for future work. For example, a more complex
material model for each phase can be incorporated in the
framework, cf. previous works as [45, 46], where viscous
and (visco)plastic strain contributions model the different
inelastic effects of the molten and solid phase. The incor-
poration of an explicit transformation strain between the β-
and α-phase transformation should be further evaluated, see
e.g. [22, 23]. A further differentiation into α′ (martensite),
solid-α and solid-β and combinations thereof is one of the
main future objectives and can be conducted in a straightfor-
ward manner with the proposed homogenisation approach.
An overview of material behaviour and physical character-
istics in the literature is given in [10], which could be used
to include temperature-dependent material properties for the
underlying thermal and mechanical material parameters of
the α- and β-phases in order to quantitatively improve the
results. As the framework is generally applicable and derived
from energy densities, it can straightforwardly be transferred
and adapted to other materials which possess multiple solid
phases. Finally, a coupling and implementation with the pre-
viously developed multiscale model using the inherent strain
method, cf. [47], into the commercial FE programAbaqus [1]
is of utmost interest.With such an FE approach, the influence
of the scan pattern on the composition and structure of the
part—as well as the process-induced distortion and residual
stresses during and at the end of the processes—can be exam-
ined, cf. the experimental findings in e.g. [32]. Possible future
applications are for example the investigation of other AM
processes, such as directed energy deposition (DED) where
the cooling rates strongly vary due to larger melt pools, cf.
[16, 61], and the examination of subsequent heat treatments,
compare Fig. 2b.

Appendix

A calculation of temperature profiles

As the current framework as well as the model introduced
in [44] is based on the experimental data generated in [5],
the same ansatz as in [44] is used in the present work to
generate the temperature curves. This means that the current
temperature at position x and time t is defined via

θ(x, t) = [
θ∞ − θ0

][
ferfc1(x, t) − a ferfc2(x, g, t)

] + θ0
(46)

with

a = exp
(
g x + g2α t

)
, (47)

ferfc1(x, t) = erfc

(
x

2
√

α t

)
, (48)

ferfc2(x, g, t) = erfc

(
x

2
√

α t
+ g

√
α t

)
. (49)

Here, erfc refers to the complementary error function, which
includes several (so far) unknown parameters. Motivated by
the experimental investigations in [4], the following param-
eters are used in the present work: θ0 = 1323 K, which
denotes the temperature of the solid at the beginning of the
experiment, and θ∞ = 293.15 K, representing the temper-
ature of the cooling fluid. The position parameter is set to
x = 3.2 mm. The material parameter α defines the thermal
diffusivity and is set to α = 10 mm2/s. Finally, the material
related scalar g defines the ratio of convective heat trans-
fer and thermal conductivity and is determined based on the
current temperature θ and a quadratic ansatz so that

g(θ) = sg

[

ag + bg
θ − θ∞

θ∞
+ cg

[
θ − θ∞

θ∞

]2]

. (50)

The parameters [ag, bg, cg] = [73.8, −39.3, 6.3] m−1 have
inversely been identified in [44] and sg is introduced as a scal-
ing parameter to generate arbitrary cooling curves. In order
to generate the temperature profiles in Fig. 5, the following
values are used for the scaling parameter sg , i.e.

sg ={0.01, 0.029, 0.045, 0.134, 0.225, 0.29, 0.7,
1.19, 2.05, 2.47, 2.87, 6.38, 8.44, 17.69,

30.2, 50.8, 83.9, 125} . (51)
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