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Abstract

This paper presents a novel framework combining proper generalized decomposition (PGD) with the shooting method to
determine the steady-state response of nonlinear dynamical systems upon a general periodic input. The proposed PGD
approximates the response as a low-rank separated representation of the spatial and temporal dimensions. The Galerkin
projection is employed to formulate the subproblem for each dimension, then the fixed-point iteration is applied. The sub-
problem for the spatial vector can be regarded as computing a set of reduced-order basis vectors, and the shooting problem
projected onto the subspace spanned by these basis vectors is defined to obtain the temporal coefficients. From this procedure,
the proposed framework replaces the complex nonlinear time integration of the full-order model with the series of solving
simple iterative subproblems. The proposed framework is validated through two descriptive numerical examples considering
the conventional linear normal mode method for comparison. The results show that the proposed shooting method based
on PGD can accurately capture nonlinear characteristics within 10 modes, whereas linear modes cannot easily approximate
these behaviors. In terms of computational efficiency, the proposed method enables CPU time savings of about one order of
magnitude compared with the conventional shooting methods.

Keywords Shooting method - Proper generalized decomposition - Steady state response analysis - Nonlinear systems -
Reduced order model

1 Introduction dynamical system under periodic excitation, which can be

classified into two categories: frequency domain and time

In structural dynamics, the steady-state response of a non-
linear dynamical system plays an important role in under-
standing the forced vibration characteristics in case of
large deformations, nonlinear material behavior, cracks, and
boundary conditions with contact. Various attempts have
been made to find the steady-state response of a nonlinear
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domain approaches [1, 2].

The harmonic balance method (HBM) is the frequency
domain approach, which relies on the assumption that the
steady-state response is represented by a truncated Fourier
series [3, 4]. A set of nonlinear algebraic equations for
unknown Fourier coefficients is formulated by applying the
truncated Fourier series of the solution to the nonlinear differ-
ential equation. Since the nonlinear terms are not explicitly
defined in the frequency domain, the alternating frequency
time (AFT) scheme is usually combined with HBM [5, 6].
Although HBM exhibits fast convergence for weakly nonlin-
ear problems, the response of highly nonlinear problems, e.g.,
in case of contact cannot be easily captured by the smooth
harmonic basis [7].

The shooting method is available for calculating the peri-
odic responses in the time domain. Under general periodic
inputs, the steady-state response of a nonlinear dynamic sys-
tem exhibits periodic characteristics. The shooting method
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Fig.1 Iterations of the shooting
method: integration of one

(b)

period a from the initial
conditions, b, ¢, and d after the
first, second, and final iterations,
respectively

(d)

formulates a two-point boundary value problem (BVP) to
find the initial conditions (i.e. displacement and velocity) of
the nonlinear differential equation that satisfy the periodic-
ity condition [8]. The shooting method is advantageous as it
easily avoids the cumbersome AFT method and direct time
integration for long transient processes, achieving the steady-
state response effortlessly by time integrating only the range
corresponding to the periodic response. Moreover, the shoot-
ing method offers the flexibility to incorporate various types
of nonlinearity without assuming that the response character-
istics can be accurately represented by approximations such
as the Fourier approximation. Recently, various numerical
methods have been proposed to analyze vibrations by using
the shooting method when non-smooth nonlinear forces such
as contact and friction are applied [9, 10]. Studies on the
shooting method considering geometric nonlinearities such
as large deformations or rotations, have been introduced [ 11—
13].The applications of the shooting method for the analysis
of the time response of nonlinear systems, such as stability
and optimization, have been reported [14—18]. However, the
shooting method still has limitations when solving nonlinear
BVP through the Newton—Raphson iteration. The first limita-
tion is that a good initial guess is required for the convergence
because the solution is very sensitive to initial conditions. The
second limitation is due to computing the derivative of the
residual, which makes the algorithm extremely expensive for
a large-scale dynamical model [9, 10].

@ Springer

Ensuring computational efficiency in the HBM and shoot-
ing method becomes increasingly challenging as the system’s
degree of freedom expands. Thus, recently with emphasis on
computational efficiency, there have been efforts to advance
research in model-order reduction (MOR) techniques. As the
conventional linear normal mode (LNM)-based MOR tech-
nique faces challenges in accurately representing nonlinear
system behavior [19], several MOR techniques based on the
proper orthogonal decomposition (POD) and proper gener-
alized decomposition (PGD) have been proposed [20-25].
POD has been widely used to compute a reduced-order basis
that captures the dominant behavior of a full-order model
[23]. The extracted basis is utilized to build a reduced-order
model through the Galerkin projection, and the compu-
tational efficiency can be accelerated [26]. However, the
applicability of POD to the time integration strongly depends
on the choice of the time period. This is due to the posterior
feature of POD, which applies singular value decompo-
sition to the solution of a full-order model to obtain the
reduced-order basis [27]. As an alternative, PGD is a pri-
ori model-reduction approach that approximates the solution
as a low-rank separated representation [24, 25, 28]. The
reduced-order basis associated with the spatial dimension
and the corresponding component in temporal dimension are
obtained simultaneously [27] without prior knowledge of the
response features in contrast to the POD approach [29-31].
Although the price of this advantage is that PGD requires
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Fig.2 Flowchart of the proposed framework

additional implementation for formulating subproblems for
each dimension, i.e., it effectively alleviates the computa-
tional effort through low-rank representation.

This paper presents a novel approach where PGD is com-
bined with a shooting method to tackle the computational
inefficiency inherent in the conventional shooting method.
The main computational cost of the conventional shooting
method arises from the iterative calculation of the inverse
of Jacobian matrix using the Newton—Raphson method to
obtain the periodic response. As the size of the Jacobian
matrix depends on the degrees of freedom (DOFs) of the
system, reducing its dimensionality is a crucial aspect in
improving computational speed. To reduce the dimension of
Jacobian matrix in the shooting method, we employ PGD to

separate the periodic response of the equation of motion into
spatial and temporal dimensions, followed by formulating
subproblems for each dimension, namely spatial and tem-
poral problems, using Galerkin projection. In the temporal
problem, the shooting problem is defined by projecting it onto
the subspace spanned by the spatial basis vectors. The main
concept of the subproblem implementation is equivalent to
the various applications of PGD in dynamic problems [31—
35]. In the temporal problem, the shooting problem is defined
by projecting it onto the subspace spanned by the spatial
basis vectors. The initial conditions are non-parametric and
represent unknown values that will be determined through
Newton—Raphson iteration. Considering that the size of the
Jacobian matrix in the temporal problem is determined by
the rank of the spatial basis vectors, this approach can yield
computational advantages, especially when it is possible to
approximate the system with a relatively small number of
spatial modes in comparison to its DOFs. To obtain the
entire steady-state response, the enrichment is progressively
introduced until the PGD approximation satisfies the target
tolerance.

The rest of paper is organized as follows. In Sect.2,
the shooting method based on the Newmark integration is
described with the Jacobian computation. Section 3 presents
the proposed algorithm, which is the use of PGD in the
shooting method. In Sect. 4, the performance of the proposed
framework is validated through numerical examples. Finally,
the conclusions are drawn in Sect.5.

2 Proper generalized decomposition (PGD)
for time-domain analysis of nonlinear
system

In this section, we present a model order reduction approach
based on proper generalized decomposition (PGD) to address
the computational inefficiency associated with time-domain
analysis of nonlinear systems. The equations of motion of a
nonlinear system with N degrees of freedom (DOFs) under
a periodic excitation can be expressed as

Mx + Cx + Kx + £y (7, X, X) = fex(7) (1)

where M, C,K € RV*N denote the mass, damping, and
linear stiffness matrices; fy; € RY and foy € RY are
the nonlinear force and external force with period T'; and,
x,X,% € RY represent displacement, velocity, and accel-
eration vectors, respectively. PGD finds the solution of
governing equations as a low-rank separated representation,
resolving the subproblems defined in each approximation
space [24, 25]. In the present context, we approximate the
periodic response x(¢) using the spatial vector p; and tempo-
ral function g; (¢) as follows:
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N Multiplying Egs. (5) to (3), and integrating over the period
X(1) ~ X (1) = Z Pigi(t) = Pq(®) ) T, the two equations for each test function p}, and q*(¢) are

i=1

where P=[py, ... pul € RV, q()=(q1 (1), ... gu(®)}T
€ R™ and rank m. All components P and q with rank m
are unknown and should be determined to satisfy the target
accuracy. This is a clear difference from other posterior model
reduction methods [22, 23] that first construct a basis P and
then compute the expansion coefficients q.

In obtaining the unknown components, we progressively
construct the current vector p,, and update q(¢) through the
Galerkin projection, assuming that the previous components
{pi }:.”;11 are already computed. Substituting Eq. (2) into Eq.
(1), the nonlinear equations of motions for unknown vector
P can be expressed as

MpGm (1) + CpuGm (1) + Kppngm () + £ (t, Pq(2),
Pg(t)) =r() 3)

where the residual vector r(r) € R" is determined by

m—1
r(t) = feu(t) = Y _[Mp;i (1) + Cpigi (t) + Kpigi (1)]
i=1

“

Using a calculus of variations, the test (weight) function for
the approximation X, (¢) are obtained by In the calculus of
variations, test functions play a crucial role in the derivation
of the decomposed subproblems. By considering how the
function changes concerning the test function, conditions for
minimizing or maximizing a functional are derived.Using
a calculus of variations, the test (weight) function for the
approximation x;;, is obtained by

Xy = P dm (1) + Pq* (1) (&)
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formulated as follows:

T T
(p;;)T [(/ Qmijmdt> M + (/ ‘ImC}mdt) C
0 0
T T
+ (/0 QQOdt> K] Pm= (p;kn)T (/O dm (r_fnl)dt>

(6)

T
/ O [(PTMP)4 + (PTCP)q + (PTMP)q + P'fy
0

~PTfeydt] =0 (7

Here, Egs. (6) and (7) are so-called spatial and temporal
problems, since each problem is related to the correspond-
ing test function. The Galerkin projection imposes the error,
viz., x(t) — X, (¢), orthogonal to space spanned by the
test function. The proposed framework differs from the
conventional Galerkin-based discretization by newly iden-
tifying two unknowns p,, and g,. Owing to the variation
in this approximation, subproblems incorporating presently
unknown variables are formulated in a manner distinct from
existing methods.

Let us define the operator for Eqs. (6) and (7) by p,, =
F(q(?)) and q(¢) = f(pm), respectively [36]. Using these
relations, we introduce the following mapping:

P = F(q@®) o f(pm) = G(Pm) ®)

Eq. (8) can be seen as a pseudo-eigenproblem, where p,, can
be interpreted as the eigenvector associated with the operator
G (psm)- This interpretation allows the adoption of existing
well-known techniques for solving the eigenvalue problem,
and fixed-point iteration (power-method) is considered in this
work.
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Fig. 4 Evolution of last mode contribution and cumulative energy in
the cantilever beam with contact nonlinearity

Assuming that q(#) is known, the spatial problem (Eq. (6))
is derived as nonlinear equations for p,, as follows:

Hipyy — 15 =0 9)

where the matrix Hy € RV*V and residual vector rg € RY
in the spatial problem, which can be obtained by

T T
H; = </ C]mémdt> M + (/ QmC}mdt) C
0 0
T T
+ (/ QQOdt> Kr; = / qm (r — fy)dt
0 0

In order to solve Eq. (10), the Newton—Raphson procedure
is applied as follows:

(10)

org
“)ApPY = rg — Hyphs (11)

8 pm m

(Hs +

where superscript kg denotes the kg-th iteration count for the
Newton—Raphson procedure in the spatial problem. Equation
(11) iteratively solved (pﬁ;+1 = pl,‘,i + Ap'f,?) until the criteria
[|rs — Hspﬁi || < €rol,s 18 satisfied.

Once Eq. (11) is resolved, a set of spatial functions P is
ortho-normalized by the Gram-Schmidt process to improve
the condition of the matrix. The temporal problem (Eq. (7))
then finds the components q, q, q based on the fixed P and
is derived under in period ¢ € [0, T'] as follows:

MQ+CQ+Kq+fn1:_ext (12)
where,

M = P'™MP, C = PTCP, K = P'KP, f,; = P'f,,

fext = PTfex (13)

Eq. (12) can be seen as the reduced-order model by projecting
the Eq. (1) onto the subspace spanned by P, and its reduced
dimension is m. The temporal component of this subprob-
lem can be obtained using the usual direct time integration
method. Therefore, the rank m is expected to be much smaller
than N (i.e., m < N), and the effort to solve the temporal
problem Eq. (12) can greatly improve the computational effi-
ciency of the original problem Eq. (1).

3 Shooting method combined with proper
generalized decomposition (PGD)

In this section, we present a novel framework that combines a
proper generalized decomposition (PGD)-based model order
reduction technique with the shooting method to address
computational inefficiency. The primary objective of the
shooting method is to determine the initial values. In the tem-
poral problem defined by Eq. (12), the initial values denoted
as y(0) = {q(O)T, q(0)T}T € R?" are required to satisfy the
following periodicity condition [8]:

a0 —a(T), _

q(0) — 4(T) (14

R=y(0) —y(T) ={

where y(T) = {q(T)T, (T)T}T € R?” is the response at
the end of the period 7. Equation (14) can be seen as a two-
point boundary value problem (BVP), where the difference
between initial conditions and the responses at# = T is zero.

The numerical implementation of the shooting method
consists of two steps: (1) compute y(7') through the time
integration, and (2) adjust the initial condition until y(7')
reaches y(0) by solving Eq. (14). The graphical illustration
of this procedure as the evolution of initial values is presented
in Fig. 1. In the first step, time integration can be conducted
in either explicit or implicit schemes, and between these two
approaches, the implicit Newmark method based on the aver-
age acceleration is adopted in this work.

Suppose that the time interval r € [0, T'] is discretized
into N7) time steps with interval. Denoting each time instant
byti =iAt(i =0,...,Nr), Eq. (12) at the i + 1 step can
be written as

Mg +1 + Cqiv1 + Kqip1 + Futis1, Pqiy1, Pdis1)

= _ext(ti+1) (15)

Based on the average acceleration scheme, the velocity and
acceleration vectors at the i + 1 step can be approximated by

2
QGr1=—(Qiy1 —q) — G
At (16)

4 4 .
—(Qi+1 — ) — —q4i — q;

qi+1 = (A1)2 AL
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Substituting Eq. (16) into Eq. (15) yields

Aqi+1 = b(tit1) — futis1, Pqiv1, Pqis1) (17)

where the matrix A € R™>*™ and vector b € R™ in Eq. (17)
are computed by

_ 4 M + 2(:+K
(A2 At

- _ 4
b(tiy1) = fexc(tit1) + M(W‘li + A +4q;)

- 2
—4i + 4 1
+C(L 4+ 40 (18)

@ Springer

In order to solve Eq. (17) which is nonlinear, the Newton-
Raphson method is applied as follows:

ke i+1
99,7y,

= b(ti+1) — fultis, P(If-cﬂrl, qufjrl) - A‘lﬁl

AL af‘nl(l‘i-i-l s qujrla qurl) Aqk'
(19)

where the superscript k; denotes the ki-th iteration count
for the Newton—Raphson procedure in the time integration.
Under the given tolerance €0 NR, Eq. (19) is solved itera-

tively (qf.‘i'll = f‘jr L+ Aqffjr 1) until the criterion is satisfied
as follows:

1Ag ) — (b(tisn) — EuCisr Pafl PafL) ) 11 < o
(20)

Once Eq. (17) is converged to obtain the displacement q; 1,
the velocity ;4 and acceleration at the i + 1 step are easily
obtained by Eq. (16).

For the given initial condition yo = y(0), the solution
yn, = y(T) atthe time T is obtained by time integration. The
next task is to update the initial condition by solving Eq. (14).
Until the residual of Eq. (14) meet the criterion ||R|| < €l sh,
the Newton—Raphson method is again employed by

OR(y", yny)

ks ks
R(yo‘h9 yNg) + i Ayoh =0 21
yy
where the superscript kg, is denotes the kg, -th iteration count
for the shooting method (yfi‘f’l = yf.‘i‘l + Ayf.‘i‘l). The

derivative of the residual (i.e., Jacobian) R /9y € R2"*2™
is computed by
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Fig.7 The first six mode results of C-shooting and PGD-shooting in the cantilever beam with contact nonlinearity
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— El
IR yw) | W 22)
ayo ayo 3;1NT
Yo

where T € R?"*2" is the identity matrix. In order to obtain
Eq. (22), taking the derivative of Eq. (17) with respect to yo
yields

<A+ 3fn1(ti+1,qu'+1,P<'li+1)> 0qi+1

oq; 0
qi+1 Yo 23)

_ b)) 0fu(tir. Pgiv1. Phivt) 3it1
Yo 09i+1 Yo

In the same manner, differentiating Eq. (16) with respect to
Yo yields

i+t _ 2 (3dit1 _ 9 0q;
At

ayo dyo  dyo) dyo 24)
B 4 (dan_da) 494 9
dyo A2\ dyo ayo At dyyg  dyo

Inserting Eq. (24) into Eq. (23), the derivative of the displace-
ment vector is obtained as follows:
_ . -1
i+1 _ At ofn(ti+1, Pqit1, PQit1)
ayo 0q;+1

» ob(tiy1) i (ti1, Pqiy1, Pdig1)
ayo 0411

(2 (P o) o8]
At \ 9yo ayo ayo

(25)
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By commencing time integration from the initial time step
to = 0, the derivative terms dqy, /dyo € R2m*2m and
dqny, /dyo € R2™*2™M are finally obtained at the solution
of the last step ¢y, .

The fixed-point iteration, which solves iteratively the spa-
tial problem and temporal problem, is performed until the
following criterion is satisfied from the initial response x?n (1):

x5 (1) — xL, )1/11%E, (1] < éqols (26)

where subscript / denotes the [-th iteration count for the
fixed-point iteration; € ¢ is the tolerance value. After the
approximation converges to the fixed values, it is necessary
to decide whether to use an additional enrichment step. In
this study, the enrichment process is terminated when the
contribution of the last mode is less than the tolerance €] ¢,
namely

m
elast = |lamll/ Y llaill < €ole 27)

i=1

where e),5¢ denotes the last mode contribution. The overall
flowchart of the proposed framework is summarized in Fig. 2.

4 Numerical validation

In this section, the proposed framework is validated through
three typical but significant engineering examples of nonlin-
ear problems with contact, friction, and crack. In the example
problems, Young’s modulus £ = 210GPa, and density
p = 7850kg - m~3 are assigned to the material properties.
The structural damping is considered in the form of propor-
tional damping as follows:

C =aoM + K (28)

where @ = 1 and 8 = 10™* are the Rayleigh damping coef-
ficients. The external force is limited to periodic excitation,
and self-excitation is not considered. The convergence of the
proposed method is checked using the last mode contribution
elast in Eq. (27) and cumulative energy ecunm is defined by

m M
ecum = Y_ I1Qj11/ D llail| (29)
=1

i=1

where M is the maximum rank. In the time integration of
the shooting method, time step At = 10~4 s, the Newton—
Raphson tolerance €0 NR = 10~* and the shooting tolerance
€tolsh = 10~3 are applied. In PGD framework, the fixed-
point iteration tolerance €y = 1072, and the maximum

@ Springer
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Fig. 9 Relative errors of LNM-shooting and PGD-shooting methods
with respect to the number of modes versus time progress in the can-
tilever beam with contact nonlinearity

rank M = 50 are used. To compare the accuracy of the pro-
posed approach (PGD-shooting), we consider the method
where linear normal modes are applied to the shooting
method (LNM-shooting). The conventional shooting method
(C-shooting) is considered as the reference [37, 38], and the
relative error is computed by:

. [1X(y () — XC-shooting (D11

(30)
| |XC—shooting ®1]

rel

where x(.) is either PGD-Shooting or LNM-Shooting meth-
ods. Lastly, all the algorithms are developed in MATLAB
R2021b and the CPU time was checked for the comparison
of computational cost.

4.1 Two cantilever beams with a contact interface

The first example is two cantilever beams with the contact
interface, as depicted in Fig.3. Each beam is modeled as
a linear Euler-Bernoulli bending beam with clamped end,
discretized by 100 finite elements with 101 nodes. The total
DOF of the system is N = 400. The length L, width w,
and height & are 2 m, 0.3 m, and 0.1 m, respectively. An
external force fexq = Acos(2m ft) is applied to the center of
each beam. The contact refers to pairs of two nodes situated
within the overlapping region of two beams, with a total of
21 contact pairs identified. The penetration depth § based on
two contact nodes is depicted in Fig. 3, and can be defined
by

S =ul —ul (31)

where the superscript i denotes the index number of a pair of
contact nodes; u;, and u; are the positions of the upper and
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Table1 Computational efficiency of PGD-shooting compared to the C-
Shooting in the cantilever beam with contact nonlinearity. (CPU time
of C-Shooting is 132.3 s)

Rank  Contribution of last mode =~ CPU time (s)  Speed-up
5 4.1397e—04 8.00 16.54

10 2.5208e—08 13.10 10.10

15 4.4996e—10 18.90 7.00

20 3.9774e—11 27.95 4.73

lower part of the cantilever beam at the contact nodes. The
contact occurs if 8/ < 0. Based on the penetration depth &',
the elastic normal contact force is given by Hunt-Crossley’s
contact model [39] as follows:

when 8§’ > 0
when 8 < 0

; 0
i

nl — {kcm(ai)n (32)
where kqn¢ is the contact stiffness, n is the Hertz contact
exponent. In this example, the contact parameters k¢py =
3.0 x 10° N/m and n = 1 are assigned.

Under the external force fexy = Acos (2w ft) with ampli-
tude A = 100N and excitation frequency f = 20Hz, the
last mode contribution along with the cumulative energy of
PGD-shooting versus the number of PGD modes is presented
in Fig.4 The obtained results show that as the number of
PGD modes increases, the last mode contribution gradually
decreases in log-scale and the accumulated energy converges.
The number of modes under the target tolerance €1 = 1074
is six (m = 6), which is much less than the DOFs of the given
system N = 400.

Based on the six PGD modes (m = 6), the time response
and phase diagram of steady-state response are presented in
Fig.5, and frequency spectrum using fast Fourier transform
(FFT) is depicted in Fig. 6. The quantity of interest (QOI) is
the y-direction displacement and velocity of the lower beam
at the tip node. The time response of the tip displacement is
plotted under the normalized time ¢ /7. It can be seen from
the results that, due to the contact nonlinearity, the steady-
state responses can have multiple frequency components in
addition to the excitation frequency f = 20 Hz. Although
the 1X and 2X frequency components are dominant, the
other higher frequency components are not negligible. The
proposed framework can accurately estimate this complex
nonlinear behavior, implying that PGD can contribute effec-
tively to the shooting method to compute the nonlinear
steady-state solutions with fewer modes.

To investigate the dominant subspace of C-shooting, we
conduct the singular value decomposition (SVD) onto the
response matrix F € RV*NT a5

F = [x(0),--- ,x(T)] =UXV! (33)

where U € RV*N and V e RN7*N7 denote the unitary
matrices. A diagonal matrix ¥ € RV*M7 is composed of
the singular values of F in the diagonal terms in descending
order. The dominant modes are then extracted by selecting
the first columns of matrix U. In addition, we considered
selecting the diagonal term of matrix ¥ to extract eigenval-
ues and compare the root mean square error of eigenvalues.
Six modes are shown in Fig. 7, which indicates the close prox-
imity between the two methods. Also, the root mean square
error of eigenvalues 5.8748¢~10. For the purpose of quan-
titative evaluation, the Modal Assurance Criterion (MAC)
matrices are computed as follows [40]:

AHyg .
Ma,, = 118)"9)) G

(o} (o)) ({9} {9)})

where i and j are PGD-shooting mode number and C-
shooting mode number, respectively. Figure 8 is presented
to identify the similarity of modes between two methods. As
the diagonal terms of the MAC approach 1, we demonstrate
the similarity of the modes obtained from two different meth-
ods. This confirms that the proposed PGD can sequentially
find the dominant behavior of periodic responses without any
precomputation or prior information on response character-
istics.

The relative errors (Eq. (29)) of LNM and PGD shoot-
ing methods are computed for 5 and 20 modes as shown in
Fig.9. Despite the increment in the relative errors around
0<¢t/T <02and 09 <1/T < 1, PGD-shooing with 5
modes shows that the relative errors are less than 103 similar
to error of LNM-shooting utilizing 20 modes. This indicates
that the approximation with PGD-shooting is more accu-
rate than that with LNM-shooting, even with a small number
of modes. This is because LNM is obtained by solving the
eigenvalue problem of the linearized system, which cannot
reflect the contact behavior in the steady-state. However, the
proposed PGD-shooting framework by solving spatial and
temporal problems catches the most dominant modes, which
effectively describe the nonlinear response characteristics.

Finally, the CPU times of PGD-shooting and C-shooting
are compared to measure the computational efficiency, as
listed in Table 1. The CPU time of PGD-shooting with 5
modes is about 16.54 times faster than that of C-shooting.
It is observed that the last mode contribution of the tenth
mode is of the order 108, which makes it clear that the
PGD approximation is converging. In this example, the
speed of PGD-shooting is more than 10 times faster than
C-shooting. This drastic acceleration in computational effi-
ciency is attributed to the separate representation of the
spatial and temporal components in PGD. Especially, since
the dimension of the temporal problem in the fixed-point iter-
ation is reduced from 2N to 2m, the computation time can
be significantly saved compared to the case of C-shooting.
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Fig. 10 The nonlinear dry w
friction interface between two
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4.2 Two cantilever beams with nonlinear dry friction 100 s =k
*
q 109
The second example replaces the contact pairs in the first :’ los
example with nonlinear dry friction, as shown in Fig. 10. The L 107 '
. e . . . . =] 1
friction refers to pairs of two nodes situated within the over- E i 107 &
lapping region of two beams, with a total of 21 friction pairs Ei ! lo6 5
. . . . . Q -~ 1 54
identified. The relative velocity based on the two interface S 10t os £
] ! 105 =
nodes can be represented as g | E
i / 1048
i i =l 5
V=07 (35) 107 .
* —loa
where the superscript i denotes the index number of a pair ’
Tty ool i H -8 . . . . : ; i 0.1
of friction nodes; v, and v; are the velocity of the upper and 10 5 . . ¢ 0 5 "
PGD mode

lower part of the cantilever beam at the friction nodes. A pair
of friction forces acting on the nodes of each beam is modeled
using the smoothed Coulomb friction model as follows [40]:

!l = |1 fytanh (%l) (36)

where u is the coefficient of friction, f, is the normal force
and € is the conditioning factor, respectively. The dry friction
parameters are specified by uf, = 1N and € = 107, and
external force with amplitude A = 10N and frequency f =
100 Hz is applied.

Figure 11 represents the evolution of last mode contribu-
tion and cumulative energy of PGD-shooting. The last mode
contribution decreases rapidly in the early enrichment steps,
and when the tolerance €y = 10~% is applied, the PGD-
shooting can approximate the response with the seven modes.
After sufficient modes are included in which the cumula-
tive energy reaches a converged value, the decaying ratio
of the last mode contribution is reduced and can be slightly
increased.

Using seven modes under the €1 = 1074, Fig. 12 rep-
resents the time response and phase diagram of steady-state
response. The QO is the y-direction displacement and veloc-
ity of the lower beam at the tip node, which is the same as the

@ Springer

Fig. 11 Evolution of last mode contribution and cumulative energy
versus the number of PGD modes in the cantilever beam with dry friction

previous case. The results indicate that the response curves of
PGD-shooting and C-shooting are close to each other. More-
over, the phase diagram clearly deviates from the ellipse,
indicating that it differs from the perfect ellipse, which is the
characteristic of viscous friction in a linear system, due to
the nonlinear dry friction.

The dominant modes, which are obtained through SVD
from solutions of the C-shooting, are compared with modes
from PGD-shooting, and the results are given in Fig. 13. It
can be seen that the first five modes exhibit close similarity
between two methods, while slight differences are observed
in the sixth and seventh modes. Similar to the first example,
Fig. 14 illustrates MAC matrices that were used to assess
the mutual correlation between modes. The proximity of the
diagonal components of the matrix to the value 1 indicates a
notable similarity of the modes. The root mean square error
of eigenvalues 8.0814¢~!!. This similarity confirms that the
PGD-shooting mode effectively serves as an approximation
for the response of the C-shooting.
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Fig.12 The time response (left) and phase diagram (right) of the cantilever beam with dry friction
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Fig. 14 The modal assurance criterion (MAC) computed by the iden-
tified modes obtained from the C-shooting and PGD-shooting methods
in the second example
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Fig. 15 Relative errors of LNM and PGD-shooting methods for the
number of modes in the cantilever beam with dry friction

Figure 15 shows the relative errors of LNM-shooting and
PGD-shooting based on the 5 and 20 modes. In this example,
there are two points where the response of QOI passes zero,
which caused instability in calculating the relative error. Even
considering the instability, the relative error of PGD-shooting
is smaller than that of LNM-shooting when the same number
of modes are applied. Also, the relative error of PGD shoot-
ing using 5 modes is smaller than that of 20 linear normal
modes. This confirms that LNM is not suitable for accurately
approximating the response of the friction nonlinear system
in this second example.

The computational efficiency is investigated by varying
the rank, and the computational efficiencies are presented in
Table 2. The results confirm that PGD-shooting is up to 12.56
times faster than C-shooting. Compared with the previous
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Table2 Computational efficiency of PGD-shooting compared to the C-
Shooting in the cantilever beam with contact nonlinearity. (CPU time
of C-Shooting is 23.24 s)

Rank Contribution of last mode CPU time (s) Speed-up
5 1.0167e—03 1.85 12.56

10 8.6717e—06 3.71 6.26

15 1.4534e—06 5.12 4.54

20 9.0610e—08 6.84 3.40

contact nonlinearity, it can be seen that the computation time
of C-shooting in this example is approximately 6 times faster.
This is because dry friction has relatively weak nonlinearity
compared to the contact, leading to fast er convergence with
fewer iterations. The proposed PGD-shooting also inherited
this property, and the CPU time can depend on the type of
nonlinearity.

4.3 Cracked structure

The third example is 3D clamped structure with a crack, as
shown in Fig. 16. The boundary condition of the example
structure is the fixed end at x=0 m. Total 480 hexahedral ele-
ments with 873 nodes are used, and total DOF (N) is 2556.
The length L, width w, and height 4 are 2m, 0.1 m, and 0.3 m,
respectively. The crack is located at a distance of 0.2 m away
from the fixed boundary surface and has a depth of 0.2 m (2/3
of the height h). An external force fexi = Acos(2m ft) with
amplitude A = 100 N and excitation frequency f = 30Hz
is acting on the right-upper end of the structure.

In this example, a nonlinear contact is caused by the
opening and closing phenomenon at the cracked areas. The
penetration depth delta is shown in Fig. 16 and can be rep-
resented as

8 =ul —ul (37)

where the superscript i denotes the index number of a pair
of contact nodes; u! and uf are the positions of the right
and left part of the cantilever beam at the contact nodes.
Elastic normal contact force is computed by Eq. (31) when
contact occurs if 8 < 0. The contact parameters kepy =
1.0 x 108 N/m and the Hertz contact exponent n = 1 are
applied.

The contribution of last mode and cumulative energy
is depicted in Fig.17 to check the convergence of PGD-
shooting. The obtained results show that as the number of
PGD modes increases, the last mode contribution decreases
and the cumulative energy converges at the early enrichment
step. The PGD-shooting can approximate the response with
the six modes when the tolerance €1 = 1074 is applied.
Although DOFs in this example are larger than that of the
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e first and second cantilevered beam examples, the number of
. modes to satisfy the target tolerance is less than 10.

1099 Figure 18 represents a comparison of the time response
and phase diagram of each method. The x-direction displace-
ment and velocity at the red node in the crack area in Fig. 16
are selected as QOI. Six modes under the tolerance €1 =
10~* are considered for PGD-shooting, and the LNM-
shooting uses the same number of modes obtained from the
eigenvalue problem. The nonlinear response obtained from
C-shooting and PGD-shooting methods are well-matched
e o %7 to each other. However, LNM-shooting shows a somehow

ol | | | larger difference from both C-shooting and PGD-shooting in
10 6 8 10 12 w7 Fig. 18, which means that the selected 6 linear normal modes
PGD mode are not suitable for accurately approximating the steady-state
solution nonlinear behavior due to crack nonlinearity. In the
phase diagram, the crack is closed when a penetration depth
is negative, and the crack is opened when they are positive.

*
*
*
*
*

*

*
*
*

.
4
o
°

10.985

Cumulative energy

S
&
T
.
4
o
3

Last mode contribution

sk
=
O

<
£

Fig. 17 Evolution of last mode contribution and cumulative energy
versus the number of PGD modes in the clamped structure with cracks
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Fig. 18 Comparison of time response (left) and phase diagram (right) in x-direction at a reference point in the cantilever structure with cracks
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Fig. 19 Comparison of the first
four mode shapes between each
method(C-shooting,
PGD-shooting, LNM-shooting)
in the clamped structure with
cracks

(a) 1t mode

(b) 2" mode

(c) 3" mode

(a) 1t mode (a) I** mode

(b) 2" mode (b) 2" mode

(c) 39 mode (c) 3 mode

(d) 4" mode

(1) C-Shooting

The LNM-shooting curve does not follow the reference C-
shooting solution and PGD-shooting solutions, especially
when the crack is opened, viz., right-hand side half of the
phase diagram in Fig. 18.

Figure 19 depicts the first four mode shapes used by
each method to analyze the reason for the difference in the
resulting responses. Moreover, Fig.20 presents the MAC,
which enables an evaluation of the similarity between modes
derived from C-shooting method and those obtained through
PGD-shooting method. The root mean square error of eigen-
values is 1.3607¢~°. The dominant modes in LNM-Shooting
are bending along the y-axis and the torsion, from which
it is difficult to approximate the opening and closing phe-
nomena at the crack. However, the PGD-shooting modes
sufficiently express the opening and closing nonlinear behav-
iors, the same as in case of C-shooting modes. This example
can effectively show that proposed PGD-shooting can find
modal characteristics which correctly capture the local non-
linear characteristics in the vicinity of crack.

Figure 21 shows the relative errors of LNM-shooting and
PGD-shooting. The relative error of PGD-shooting using 5
modes is less than 1073, Also, with 20 modes, the over-
all relative errors are less than 10~*. However, even though
20 LNMs are used, it is observed that the relative errors of
LNM-Shooting hardly dropped below 1072, This confirms
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(d) 4 mode (d) 4t mode

(i1) PGD-Shooting (ii1) LNM-Shooting

that linear normal modes are insufficient to reflect complex
nonlinear behavior. However, the proposed PGD accurately
estimates the solution of C-shooting method by sequentially
finding the dominant nonlinear behavior due to crack.

Finally, the computational cost is investigated by compar-
ing the CPU times of PGD-shooting and C-shooting, and the
results are listed in Table 3. The CPU time of PGD-shooting
using 5 modes is about 30.76 times faster than that of C-
shooting. The last mode contribution of the 15" mode is
approximately of the order 108 Even in this case, the speed-
up of PGD-shooting is more than about 10 times faster than
that of C-shooting. In this example, total DOF (N = 2556)
is increased about six times compared to the first and second
example (N = 400). Thus, the dimension of PGD-shooting
is reduced from to m = 6 under the tolerance €y = 1074,
which leads to significant acceleration in the computational
efficiency compared to C-shooting.

5 Conclusion

In this paper, the PGD-based shooting method is proposed
to capture the dominant nonlinear behavior as well as reduce
computational efforts compared to the conventional shooting
method in calculation of steady-state response of a nonlinear



Computational Mechanics

MAC Value
1.0

1 2.094e-18|2.557e-18 | 6.211e-18|2.042¢-18 | 2.934¢-17 09

. 2|2.094¢-18 2.652¢-14|1.612¢-13 | 3.279%-14 | 1.299%-13
z 07
()
2 06
S 32.55%-18|2.654e-14 1.157e-10| 1.39¢-10 |1.443e-09 :
E 05
=3
£4/6.191e-18 1.61e-13 | 1.153¢-10 4.905¢-09 | 1.393¢-08 | | 1 4
S )
a
o 103
512.036e-18 | 3.27e-14 | 1.387e-10|4.905¢-09 2.995e-08
102
6/2.298¢-17|1.099¢-13 | 1.16¢-09 |9.589¢-09 |2.675¢-08 ML 101

1 2 3 4 5 6
C-shooting Mode No.

Fig. 20 The modal assurance criterion (MAC) computed by the iden-
tified modes obtained from the C-shooting and PGD-shooting methods
in the third example

system. This approach approximates the steady-state solution
as a low-rank sum of tensor products of spatial and tempo-
ral components. The solution is then sought by successive
fixed-point iterations of separated spatial and temporal sub-
problems, then the enrichment step is applied when the PGD
approximation satisfies the target tolerance.

The performance of the proposed method is verified
through three examples including cantilever beams with con-
tact and friction interfaces; and a cracked 3D structure. To
evaluate the convergence of the proposed framework, we ana-
lyzed the contribution of last mode and cumulative energy
of modes. In all examples, it is observed that the proposed
framework rapidly converges using less than 10 modes. This
indicates that nonlinear characteristics can be captured using
less than 10 modes, which are very small compared to the
total DOF (first and second example: 400, third example:
2556) of the three examples.

Moreover, to assess the accuracy of the PGD approx-
imation, the procedure encompassed the extraction and
subsequent comparison of dominant modes. This task was
executed through the application of singular value decom-
position (SVD) on the response acquired via the utilization
of the C-shooting method. Following this step, the compu-
tation of the relative error associated with the response was
conducted, followed by a comprehensive analysis of the cal-
culated values. The subspace obtained by SVD confirms that
PGD can find the dominant behavior without prior compu-
tation or knowledge of the nonlinear characteristics, such
as contact, friction, and crack. However, linear modes do
not correlate well with this nonlinear behavior, and the cor-
responding relative error decreases slowly as the number
of modes increases. Specifically, focusing on the nonlin-
ear behavior of cracks in the third example, when using 20

10 w T T T T
—— LNM-shooting (Number of modes=5)
---- LNM-shooting (Number of modes=20)| |
——PGD-shooting (Number of modes=5)
---- PGD-shooting (Number of modes=20)
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Fig.21 Relative errors of LNM-shooting and PGD-shooting according
to the number of modes: x-direction displacement at the reference point
in the cantilever structure with cracks

Table3 Computational efficiency of PGD-shooting compared to the C-
Shooting in the cantilever beam with contact nonlinearity. (CPU time
of C-Shooting is 3441.0 s)

Rank Contribution of last mode CPU time (s) Speed-up
5 1.0257e—04 111.85 30.76

10 3.2401e—07 225.01 15.29

15 5.5042e—08 317.04 10.85

20 1.3050e—08 374.89 9.18

modes, the error in approximating with linear normal modes
is around 10~", whereas the error drops significantly to 1078
with the PGD modes. This huge difference emphasizes the
higher accuracy of the PGD method compared to the linear
normal mode method.

As a result of CPU time comparison to identify the effi-
ciency, the proposed framework, which involves solving
separated spatial and temporal problems with rank m below
10, significantly reduced the computational cost compared to
C-shooting. The latter deals with the full equation, resulting
in total DOF greater than 40 times the rank m. Therefore,
although the proposed method requires complex implemen-
tation due to decoupled equations, it can be used effectively
without any prior knowledge about nonlinearity of the system
of interest.
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