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Abstract

Let K be a convex body (a compact convex set) in RY, that contains a copy of another
body S in every possible orientation. Is it always possible to continuously move any
one copy of § into another, inside K? As a stronger question, is it always possible
to continuously select, for each orientation, one copy of § in that orientation? These
questions were asked by Croft. We show that, in two dimensions, the stronger question
always has an affirmative answer. We also show that in three dimensions the answer
is negative, even for the case when S is a line segment — but that in any dimension
the first question has a positive answer when S is a line segment. And we prove that,
surprisingly, the answer to the first question is negative in dimensions four and higher
for general S.
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1 Introduction

A subset K of R? is called a Kakeya set (or Besicovitch set) if it contains a unit
segment in all directions, i.e., whenever v € S9! then there is some w € K such that
w+tv € K for all ¢+ € [0, 1]. Some of the earliest results about Kakeya sets were
proved by Besicovitch [4, 5], who proved that there exist Kakeya sets of measure zero,
and also showed that there are (Kakeya) sets in R? of arbitrarily small measure in
which a unit segment can be continuously moved and rotated around by 360°. Since
then there has been a lot of interest in Kakeya sets and related problems, see, e.g., [6, 9,
15, 16]. The study of Kakeya sets is connected to surprisingly many different areas of
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mathematics, including harmonic analysis, arithmetic combinatorics and PDEs (see,
e.g., [6, 12]). One of the most interesting open problems about Kakeya sets is the
Kakeya conjecture, which claims that if K is a compact Kakeya set in R?, then K has
(Hausdorff) dimension d (see, e.g., [6]).

While the conjecture above is probably the most important open problem in the area,
there has also been much interest in questions about Kakeya sets that are more similar
to the original problem, and study when we can rotate a unit segment around inside
another body. For example, van Alphen [18] showed that it is possible to construct sets
of arbitrarily small area and bounded diameter in R? in which a segment can be rotated
around. Cunningham [8] showed that such a set can even be made simply connected.
Csornyei, Héra and Laczkovich [7] showed that if S is a closed and connected set in R2
such that any two copies of S can be moved into each other within a set of arbitrarily
small measure, then S must be a segment, a circular arc, or a singleton. Jarvenpii,
Jarvenpid, Keleti and Mathé [14] proved that for n > 3 it is possible to move a
line around within a set of measure zero in R” such that all directions are traversed;
however, if K € R” is such that we can choose a copy of a line in each direction
simultaneously in a continuous way (parametrized by S*~1), then the complement of
K must be bounded. There is a very large literature on Kakeya sets, and many other
interesting problems have been studied, see, e.g., [10, 11, 13].

As hinted above, several results about Kakeya sets concern the stronger property
of being able to continuously move and rotate around a segment (or some other set),
as opposed to simply containing a segment in each direction (i.e., being Kakeya). It is
then interesting to ask how strong the former property is compared to the latter: can
we make some additional, natural assumption on our set such that the second property
implies the first one? Without any such assumptions, being Kakeya does not imply the
first property — for example, our set could consist of two, disconnected components
that together cover all possible orientations of segments. It is also easy to see that being
connected is not enough — but what happens if our set is convex? This question, in
the following more general form, was asked by H. T. Croft (personal communication,
2019).

Question 1.1 (Croft) If K is a convex and compact set in R that contains a copy
of S € RY in every possible orientation, is it necessarily possible to continuously
transform any given copy of S into any other one within K ?

While it is very natural to study convex Kakeya sets, and they were already consid-
ered over a hundred years ago by Pl [17] (who proved that the minimal possible area
of a convex Kakeya set in R? is 1/+/3), it is important to point out that the question
above is of a different flavour. Indeed, apart from focusing on convex sets, a significant
difference between Question 1.1 and most of the known results about Kakeya sets is
that here we are not interested in the measure of our Kakeya set (unlike in the papers
mentioned earlier).

To formalise Question 1.1, we first need some definitions. For any set § € Rd, let
us say that K € R? is S-Kakeya if K contains a translate of any rotated copy of S,
i.e., whenever p € SO(d) then there is some w € R such that p(S) + w C K. In
particular, when S is a segment of length 1 then this is just the usual notion of being
a Kakeya set. Let us also say that any two S-copies can be rotated into each other
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within K if whenever pg, p1 € SO(d) and wg, w; € R4 are such that pi(S)+w; €K
(i = 0, 1), then there are some y : [0, 1] — SO(d) and § : [0, 1] — R4 continuous
functions such that y (i) = p;, 6(i) = w; fori =0, 1 and y(¢)(S) 4+ §(t) € K for all
t.

We mention that instead of having continuous y, § as above, we could define this
notion in terms of a single continuous function ¥ mapping each ¢ € [0, 1] to a (rotated
and translated) copy of S in a continuous way (with respect to the Hausdorff metric),
our results below still hold in this alternative characterisation. Furthermore, in the
case of usual Kakeya sets (i.e., when S is a unit segment), we can also parametrize the
possible orientations of segments by the sphere SY~! or by the projective space PR?
instead of SO(d), but these changes would make no difference.

Our first result shows that in the case of usual Kakeya sets, any two unit segments
can be rotated into each other within K (if K is convex and compact).

Theorem 1.2 Let d > 2 be a positive integer and let K be a convex Kakeya body in
RY. Then any two unit segments can be rotated into each other within K.

Given Theorem 1.2, one might expect that the corresponding statement is in fact
true for any set S. Surprisingly, this is not the case.

Theorem 1.3 There exist convex bodies S and K in R* such that K is S-Kakeya but
there are two S-copies which cannot be rotated into each other within K.

While the result above is stated for d = 4, itis in fact easy to modify our construction
to get a counterexample for any d > 4.

We mention that, in contrast with Theorem 1.3, if we replace the assumption ‘K
compact’ by ‘K open’, then an easy connectedness argument shows that any two
copies can be rotated into each other.

An alternative way to interpret Question 1.1 is to ask for a way to select a copy of
S (in an S-Kakeya set) in each direction simultaneously in a continuous way. That is,
we want the stronger property that there exists a continuous map f : SO(d) — R¢
such that p(S) + f(p) € K for all p. We show that this can be achieved for any shape
in 2 dimensions.

Theorem 1.4 Let K be a convex body in R2andletS C R?, S %+ (. Assume that K is S-
Kakeya. Then there is a continuous map f : SO(2) — R2 such that p(S)+ f (p) € K
forall p € SO(2).

After the results in this paper appeared as a preprint, we learned that Theorem 1.4
had previously been proved by Bae, Cabello, Cheong, Choi, Stehn and Yoon [3].

Again, in light of Theorem 1.4, one might expect that the corresponding statement
is true in higher dimensions too, at least when S is a line segment. However, this strong
property fails already when d = 3, even when S is a unit segment.

Theorem 1.5 There exists a convex Kakeya body K C R3 such that there is no con-
tinuous function  : S* — R3 satisfying ¥ (v) +tv € K forallv € S*,t € [0, 1].

As before, the fact that we chose to parametrize orientations of segments by the
sphere S?~! instead of SO(d) or the projective space PR? does not change anything,
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Theorem 1.5 would remain true for these parametrizations as well, and reason why
the counterexample works is not topological.

The rest of the paper is organised as follows. In Sect. 2, we prove Theorem 1.4 and
Theorem 1.5 concerning the stronger property of being able to continuously select in
all directions. In Sect. 3, we prove Theorem 1.2 about rotating in convex Kakeya sets in
R? for any d, and in Sect. 4 we give a counterexample for the corresponding statement
for general bodies. We finish with some concluding remarks and open questions in
Sect. 5.

The proofs in Sect. 2 are simpler than the ones in the later sections, but several
elements of those proofs reappear or motivate our later approach. In particular, one
of the main methods we will have for analysing different cases is to consider the
dimensions of the convex sets I, = {w € R? : p(S) +w C K}. Itis easy to deal
with p (and its neighbourhood) if 1, has dimension d (equivalently, /,, has non-empty
interior). One might initially expect that the larger the dimension of I, is, the more
room we have to move the copies around and hence the easier to deal with p. However,
this is not entirely true, and the O-dimensional case (when /,, is a single point) will be
quite easy to deal with. For example, it is not difficult to prove that if /, = {w,} is a
single point for all p, then p — w, must be continuous. So the most difficult cases
in Theorem 1.2 will come from the situation when some /,, has dimension between
1 and d — 1, and these will also be the cases we use to obtain counterexamples in
Theorems 1.5 and 1.3.

2 Continuous Choice in Each Direction

In this section we prove Theorem 1.4 and Theorem 1.5 about selecting a copy in each
direction in a continuous way. We begin with Theorem 1.4.

First we recall the definition of the Hausdorff metric. Given a point p € R? and a
non-empty compact set A C RY, write

d(p,A) = min|p —al.
acA

Given two non-empty compact sets X, Y C R4 , their distance in the Hausdorff metric
d is defined as

d(X,Y) = max{maxd(x, Y), maxd(y, X)}.
xeX yeY

It is well-known that this makes the set C; of non-empty compact subsets of R¢ a
metric space. Let Ky denote the set of non-empty compact convex sets in R? (so
Ka € Ca).

We will prove the following result.

Lemma 2.1 Let S be a non-empty compact subset of R* and let K be convex, compact
and S-Kakeya. For all p € SO(2), let I, = {v € R? : p(S) + v € K}. Then the map
SO2) — K, given by p — 1, is continuous.
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Given I € Ky, wesay that  has Chebyshev centre ¢ if x = ¢ minimises max pe; |x—
p| among all points x € RY. We will use the following properties of Chebyshev centres.
(Much more general statements are known about Chebyshev centres in Banach spaces,
but the next result is enough for our purposes.)

Lemma 2.2 (See, e.g., [1, Thm. 5] and [2, Sect. 7.1]) If [ € K4 then I has a unique
Chebyshev centre c. Moreover, ¢y € I for all I, and the map Kq — R? given by
I — ¢y is continuous.

As we will see later, Theorem 1.4 follows easily from Lemmas 2.1 and 2.2. So we
now need to prove Lemma 2.1. In fact, we will prove the following stronger statement.

Lemma 2.3 Let K be a compact convex set in R?. For any non-empty compact set S
inR2 let Is = {w € R? : S+w C K. Let Ag be the set of all S with Is non-empty.
Then the map & : Ax — Ky given by S +— Ig is continuous (with respect to the
Haudorff metric on both sides).

Lemma 2.3 certainly implies Lemma 2.1, as p = p(S) is easily seen to be con-
tinuous for any fixed S. Also, note that Lemma 2.1 and Lemma 2.3 are not true in
dimensions greater than 2, by the construction in Theorem 1.5.

Let us start the proof of Lemma 2.3. The first lemma towards the proof essen-
tially says that if /g is a segment on the x axis (so Ig is one-dimensional), then the
projections of K and S to the y axis have the same maximum values (and similarly
minimum values). This is rather easy to see when S is a segment, and only slightly
more complicated in general.

Lemma 2.4 Suppose that K C R? is compact and convex, S C R? is non-empty and

compact, and 8 > 0 is such that {v € R : S +v C K} D {(a,0) : |a| < 8}. Let p =

(x0, yo) and p" = (x(), y,) be points of S and K (respectively) with maximal second

coordinates. Then either yy = y(’), or there is some € > 0 such that S + (0,¢) C K.
" "

Similarly, if p” = (x3, yg) and p"" = (x{', yy') are points of S and K (respectively)
with minimal second coordinates, then either y; = y(', or there is some € > 0 such

that S — (0,¢) C K

Proof We only prove the first claim, as the second one is similar. Certainly y, > yo
as § C K. Let us assume that y;, > yo, we show that if € > 0 is sufficiently small
then for any ¢ = (x1, y1) € S we have ¢ 4+ (0, €) € K. It is enough to consider the
case x| > x6. Let L > Obesuchthat K C [—L, L]2. We know that ¢ = (x1 + 8, y1)
is in K. By convexity, the line segment between ¢’ and p’ also lies in K and hence

(xl, 0 (xy — x() —i—y6> € K. But we have

x1+8—x(,
y1— )76 / / § / ’
—(X] — X + — = - — > — .
(x1+5—x(’)(l 0) yo) ey g S T
It follows that € = ﬁ(y(/) — yp) satisfies the conditions. O

The next lemma will be used to prove Hausdorff-continuity in the difficult case,
i.e., when Ig is one-dimensional.
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p= (x()’ yo) es

qlz (x5, ¥)) € S

n "
(*xp> Yo

Fig. 1 The points used in the proof of Lemma 2.5

Lemma 2.5 Suppose that K C R? is compact and convex, and define the sets Is and
Ak as in Lemma 2.3. Assume that u € R?, 8§ > 0 and S € Ag such that Is has empty
interior but Is 2 {u + (a,0) : |a| < 8}. Then for all € > O there is some n > 0
such that whenever S’ € Ak satisfies d(S, S") < n then there is some w € Iy with
lw—u| < e.

Proof We may assume u = 0 (by replacing K by K — u). Since Ig has empty interior,
by Lemma 2.4 we have yo = y, and yj = y;’ (using the notation in the statement
of that lemma). If §" € Ag and d(S, ") < n, we know §" 4+ (0,z) € R x [y{, yol
for some z € R with |z] < n. (Indeed, we can pick z such that the largest second
coordinate of a point in §’ is yg + z.) We show that if 5 is small enough, then we must
have (0, z) € Is. (Then we are done, as we can choose 1 < €.) By replacing S with
S’ + (0, z) (and 1 by 27), we may assume that z = 0.

So we need to show that for any point ¢ = (x1, y1) € ', we have ¢ € K (if n is
small). We know there is some ¢’ = (x3, y2) € S with |x; —x2| < 1, |y1 — »2| < n.
We may assume that y; > y,. We wish to show that for some s € [—§, 6], ¢ — (s, 0)
must lie on the line segment between p = (xg, yo) and ¢’ = (x2, y2). (Then we are
done, since p,q’ € S, S + (5,0) C K, and K is convex.)

First assume that y, = yg. So yp = y; = y». But then ¢ = ¢’ + (s, 0) for some
s € (—n, n), so our claim follows easily by picking n < §.

So let us now assume y» # yg (so y2 < yp). Observe that points (x, y) on the
segment between p and ¢’ are the ones satisfying the equation x —xg = ’y‘g:’y‘i (y—>y0)
and have yo < y < yp. It follows that (x*, y;) is on this segment, where x* =
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x0 + =22 (y; — yg). We have

Yo—y2
X0 — X2
|x* — x2| = |x0 + (y1 — yo0) — x2
-
X0 — X2
= 1 —y)|-
Yo — 2

We will use the following claim to bound this quantity.
Claim. There is some ¢ > 0 depending on S, § only such that whenever (x, y) € S
and y > yp — u, then there is some x( such that (xo, yg) € S and |xg — x| < §/2.

Proof of Claim 1f this is not true, then for all n we can find (x (), y(n)) € S such that
y(n) > yp — 1/n and whenever (xo, o) € S then |xog — x(n)| > §/2. By taking a
subsequence, we may assume that (x(n), y(n)) converges to some (X, y) € S. But
then y = yp and X — x(n) — 0, giving a contradiction and proving the claim. O

By the claim above, we can modify x if necessary so that either yo — y» > u or
[xo — x2] < 8/2.

In the first case we get |x* — xp| < P“’M;xzuyl — y2|. Let L > 0 be such that
S C [—L, L]?, then we get [x* — x| < %n and hence [x* — x1| < n+ %n. This
converges to 0 (independently of ¢, ¢’) as n — 07, as required.

On the other hand, if |xg — x2| < §/2 then, using that x* is between x¢ and x,
we get |x* — xp| < §/2 and hence |x* — x| < §/2 4+ 5, which is less than § for
n<§/2. O

Proof of Lemma 2.3 First note that all sets of the form /g are convex and compact. Let
S € Ak be arbitrary, we show i is continuous at S, i.e., whenever S, — S with
Sn € Ak, thend(Is,, Is) — 0. First we show maxyeyg, d(x, Is) — 0. Indeed, if this
is not true, then by taking an appropriate subsequence (Sk(,)) we get that there is a
sequence (x,) with x,, € I8y such that d(x,,, Is) # 0 and x,, — x for some x. But
we have Sg(;) + x, € K forall n. Hence S + x C K, i.e., x € Is. (Indeed, for any
s € § we can take a sequence (s,) with s, € Si(,) and (s,) — s.Thens, +x, € K for
all n, so, by taking limits, s +x € K.) Butthen d(x,, Is) — 0, giving a contradiction.
So maxyerg, d(x, Is) — 0.

It remains to show that max,ej, d(x, Is,) — 0. Observe that it suffices to show
that d(x, Is,) — O for any point x € Is. Indeed, the functions x +— d(x, Is,) are
1-Lipschitz on the compact domain /g, so pointwise convergence implies uniform
convergence. We consider three cases: when Ig is a single point, when Ig is one-
dimensional, i.e., Is = {(1 — t)a +tb : t € [0, 1]} for some a,b € R? distinct,
and when [g is two-dimensional, i.e., /g has non-empty interior. Note that, since /g is
convex and compact, one of these three cases must occur.

First assume that /s = {p} is a single point. Then trivially

d(p,Is,) = min d(p,x) < max d(p,x) = max d(x, Is) — O,
xels, x€lg, xelg,

giving the claim.
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ST

(b) The set of points traversed during the
motion. The final construction is obtained by
taking the convex hull of this set.

(a) Some phases of the circle being rotated and
translated.

Fig.2 The counterexample in Theorem 1.5 is obtained by simultaneously translating and rotating a circle,
and then taking convex hull of the points traversed

Next, assume that /g is one-dimensional (i.e., a segment). By taking an appropriate
rotation and translation, we may assume that /s = [—§, §] x {0} for some 6 > 0. Let
x € Is and € > 0 be arbitrary, we show d(x, Is,) < € for n large enough. We may
assume that € < §. Letx’ € [—8 +€/2,8 — €/2] x {0} be such that |x — x'| < €/2.
Since Is 2 {x' + (a,0) : |a| < €/2}, Lemma 2.5 shows that for all n large enough
there is some w € I, with |w — x| < €/4. But then we also have |w — x| < €, as
required.

Finally, assume that /g is two-dimensional, i.e., has non-empty interior. Let x € Ig
and € > 0 be arbitrary, we show d(x, Is,) < € for n large enough. We can find
x" € Ig with |x” — x| < € such that x’ is in the interior of Ig, i.e., Is contains a ball
of radius r > 0 around x’. Then whenever d(S’, §) < r, we have x’ € I¢. (Indeed,
x'+8 Cx"+B-(0)+S C Ig+ S C K, where B,(0) denotes the ball of radius r
centred at 0.) Hence x” € I, for n large enough, giving the claim. O

Proof of Theorem 1.4 Let S’ be the the closure of S. Then {v € R? : p(S)+v C K} =
{(veR?: p(S)+v C K} forall p € SO(2). By replacing S by §, we may assume
that S is compact. Then the result follows easily from Lemma 2.3 and Lemma 2.2 by
letting f'(p) be the Chebyshev centre of 1,s). O

We finish this section by proving Theorem 1.5. Informally, the construction can be
described as follows. Take a circle of diameter 1 in the xy plane, and start moving it
in the x direction while simultaneously rotating it around the x axis. Stop when the
rotated circle gets back to the xy plane, and take the convex hull of the points traversed.
See Figure 2. The discontinuity will come at the direction (0, 1, 0) by considering
directions of the form (0, y, &v/1 — y2), y — 17. The formal proof is given below.

Proof of Theorem 1.5 Define the function f : [0, 7] x S' — R3 by letting

1
flt,x,y)= E(t +x, ycost, ysint).

Let Ko be the image of f and let K be the convex hull of Ky. Observe that f is
continuous and the domain of f is compact, hence K is compact. It follows that
K is convex and compact. Also, note that if v € S2, then v can be written as v =
(r1,r2c08 ¢, rp sing) for some ri, 7> € R with 7§ +73 = 1 and ¢ € [0, 7]. Then
flo,r1,m) — f(p,—r1, —r2) = (r1,rpcos¢@, rsing) = v, so I, is non-empty,
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where I, = {u € R? : u, u + v € K}. It remains to show that there is no continuous
function ¥ : S> — K such that ¥ (v) € I, for all v.

Let C = {(a,b,c) e R*:b>+c? =1/4}and C' = {(a,b,c) e R® : b> + 2 <
1/4}. Observe that Ky € C’ and

1
KoNnC = {E(I,scost,ssint) s ==1,t € [O,n]}.
It is easy to deduce that K € C’ and
1 . 1
KNC = {E(t,scost,ssmt):s ==l1,t € [0,7[]} U {E(a,il,O) ‘a e [O,rr]}.

It is easy to deduce that if v = (0, cos ¢, sin ¢) for some ¢ € (0, ), then I, consists
of the single point %((p, —cos @, —sing), and if v = (0, cos ¢, sin ¢) for some ¢ €
(—m,0), then I, consists of the single point %(n + @, cos(m + @), sin(wr + @)) =
%(n + ¢, —cos ¢, — sin ). It follows that if ¢ : S — K such that ¥ (v) € I, for all
v, then ¥ cannot be continuous at (0, 1, 0). |

3 Segments in R9
3.1 Proof Outline and Some Simple Results

Our goal in this section is to prove Theorem 1.2 about Kakeya sets in R?. Throughout
this section, we assume that d > 3 and K is a compact convex set in R4 such that for
allv € S9! theset I, = {u € R : u,u + v € K} is non-empty. Note that I, is
a compact convex set for all v. We will use the following definitions throughout this
section.

Definition 3.1 (reachable)Givenv, v’ € S~V u € I,,u’ € Iyandy : [0, 1] — S~
continuous with y (0) = v, y (1) = v/, say that (v/, u’) is reachable from (v, u) along
y if there is a continuous § : [0, 1] — K such that §(t) € I, for all ¢, 6(0) = u
and §(1) = u’. We say that v’ is reachable from v along vy if there exist u, u’” such that
(v', u’) is reachable from (v, u) along y, and we say v’ (or (v, u’)) is reachable from
v (respectively, (v, u)) if there exists a y along which it is reachable.

Definition 3.2 (e-close) Given a subset X € S~ !, ¢ > Oand y : [0,1] — S9!
we say that y is e-close to X if for all + € [0, 1] there is some p € X such that
|p—y ()| <e. Givene > 0andy,y’ :[0,1] - S we say that y is e-close to y’
if it is e-close to the image of y’. (Note that this relation is not symmetric.)

So, using this terminology, our goal is to prove the following result.

Theorem3.3 Let v, v' € SV andu € I,,u’ € Iy, and let y : [0,1] — S?! be
continuous such that y (0) = v, y(1) = v'. Then for any € > 0, (v', u’) is reachable
from (v, u) along a path which is e-close to y.
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Note that the counterexample in Theorem 1.5 shows that it is not necessarily true
that v’ is reachable from v along y (or along a path O-close to ). Indeed, we have
essentially shown that, for the construction in the proof of Theorem 1.5, if ¢ € (0, 7),
then v = (0, cos @, sin ¢) is not reachable from v" = (0, cos ¢, — sin ¢) along the path
y(t) = (0, cos((2t — D), sin((2t — 1)p)), as I, is a single point if ¢ # % and the
dependency on ¢ is discontinuous at %

We now briefly discuss our approach to proving Theorem 3.3. It is easy to see that if
p € S Lis such that / » has non-empty interior, then every p’ in some neighbourhood
of p is reachable from p. Furthermore, it is not difficult to deal with points p such that
I, is a single point. This means that the complicated case is when [, is not a single
point, but has empty interior (i.e., its dimension is between 1 and d — 1). We will prove
(Lemma 3.8) that in the neighbourhood of such points p, there are ‘many’ points g
with I, having non-empty interior. Moreover, we will show that if for such a p we start
moving on the sphere S¢~! from p in some direction, then for ‘most’ directions we
initially only encounter points g such that /, has non-empty interior, and that these ¢
are reachable from p. We will deduce (Lemma 3.9) that Theorem 3.3 holds for y if for
all points v on y such that I, has empty interior and is not a single point, the tangent
to y at v is not in some special set of ‘forbidden’ directions. Finally, we will show that
we can perturb y slightly to make sure that we avoid such cases. We note that in some
sense we can have ‘many’ points p € SY~! such that I p» 1s not a single point but has
empty interior. For example, if K = {(x, y,z) € R3:xe [—1, 1], y2 +72 < 1/4},
then all p along a great circle have this property.

We believe the reader will not lose much by focusing on the case d = 3: some of
the lemmas are easier to visualise and prove in that case, but the main ideas of the
proof are the same.

Let us start with some simple observations.

Lemma 3.4 Suppose that v,v' € S*Vand y : [0,1] — S~ are such that V' is
reachable from v along y. Let u € I, u’ € I,y be arbitrary. Then (v', u') is reachable
from (v, u) along a path which has the same image as y (and hence is 0-close to ).

Proof Let w € I,, w € Iy and § : [0,1] — K be such that § is continuous,
8(t) € I, forall 7, 8(0) = w and §(1) = w'. Define ¥’ and &’ by setting

v iftel0,1/3]
y'(t)={rB—1/3)) ifrell/3,2/3]
v/ iftel2/3,1]
and
(1 —=3t)u+3tw iftel0,1/3]
8 ()= {831 —1/3) iftell/3,2/3]
(1 =30 —=2/3)w +3@¢ —2/3u ifte[2/3,1].
The statement of the lemma follows easily, using that I,,, I,y are convex. O
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Note that Lemma 3.4 implies that if v’ is reachable from v (along some path which
is e-close to X) and v” is reachable from v’ (along some path which is e-close to Y)
then v is reachable from v (along some path which is e-close to X U ).

Lemma 3.5 Assume that V. C S~ is such that for all v € V, I, has non-empty inte-
rior. Assume furthermore that y : [0, 1] — V is continuous. Then y (1) is reachable
from y (0) along a path which is 0-close to y.

Proof For all ¢t € [0, 1] we can find some r; > 0, p; € K such that I,,(;) contains an
open ball of radius r; around py, i.e., whenever |z| < r; then p;+2z, p;+z+y(t) € K.
It follows that whenever |y (s) — y (t)| < r; then p;, p, + v (s) € K, i.e, p; € I,(5).
Let n; > 0 be such that |y (s) — y(¢)| < r; whenever |s — | < n;. By compactness
of [0, 1], we can find some r > 0 such that whenever s € [0, 1] then there is some
ty € [0, 1] such that |s — ;] < n;, —r.Pick some N > 1/r integer, and letx (i) =i /N
(i =0,...,N). Then y(x(i + 1)) is reachable from y (x(i)) along a path which has
the same image as ¥ |[x(i).x(i+1)] (the corresponding function 4 is constant p;, ;). Using
Lemma 3.4 several times, and concatenating the appropriate paths, we get that y (1)
is reachable from y (0) along a path with the same image as y. O

In light of Lemma 3.5, finding points v such that /,, has non-empty interior is useful
for proving reachability. The next lemma gives a convenient condition for checking
that 7, has non-empty interior.

Lemma3.6 Ifv € S"! and there is some A > 1 and u € K such that u + rv € K,
then I, has non-empty interior.

Proof We may assume thatu = 0.If p € K,then (1 —1/A)p € Kand (1 —1/0)p+
(1/M)av € K by convexity, so (1 — 1/A)p € I,. Given some w € S?!, there are
points pi, p» € K such that pp — p;y = w. Then (1 — 1/A)p; € I, fori = 1,2,
and therefore I, contains two points g1, g> with go — g1 = (1 — 1/A)w. So we can
pick e1, f1,...,eq4, fa € I, such that f; — e¢; is the vector with all coordinates zero,
except the ith coordinate, whichis 1 — 1 /1. Let ¢ = ﬁ > (e; + fi). By convexity
of I, it is easy to see that ¢ € [, and whenever |x;| < ﬁ(l — 1/A) for all i then
c+ (x1,...,xq) € I,. So I, contains a ball of radius ﬁ(l — 1/X) around c. O

The following useful lemma gives another condition for finding v such that 7, has
non-empty interior, and it also gives some restrictions on what I, can look like when
I, has empty interior: I, — I, must be perpendicular to v.

Lemma 3.7 Suppose that p € S !, x, q € R suchthat (p,q) > landx, x+q € K.
Then I, has non-empty interior.

In particular, if v € S and u, w € RY such that (v,w) #O0andu,u +w € I,
then I, has non-empty interior.

Proof Let € € (0, 1) be small enough so that 0 # |p — €g| < 1 — €. Note that such
an € exists, since |p — eq|2 =1-2(p,q)e + |q|2e2 is less than 1 — 2¢ + €2 for €
small enough, as (p, g) > 1. Let p’ = IZ:ZI . Note that |p’| = 1. We know that there
is some y € R? such that y, y + p’ € K. Let
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€ |p —eql
= x v,
€+ |p—eql €+ |p—eq|
/ € |P—EQ| /
{i=——@x+q)+ ———0O+p).
€+ |p—eql €+ |p—eql

Then z, 7/ € K by convexity. But

p € lp—eql
T —7= q
€+ |p —eq| €+ |p —eq|
1
=—p
€+ |p—eq|

But e > 1, so I, has non-empty interior by Lemma 3.6.

For the I?mal part of the lemma, we may assume (v, w) > 0 (otherwise replace u
by u + w and w by —w). But then u, u + v + w € K, so we can apply the first part
of the lemma with p = v, g = v+ w, x = u. O

3.2 The Main Lemmas

The following lemma is one of the key observations. Essentially, it says that if 7, has
empty interior but is not a single point, then for ‘most’ points p around v the set /,
has non-empty interior, and those p are reachable from v.

Lemma 3.8 Suppose that v € S, and u, w € R? such that u,u +w € I,, 0 <
lw| < land (v,w) = 0. Let P = {p € SV : (pv+w) > 1JU{p e S
(p, v—w) > 1}. Then I, has non-empty interior for all p € P. Moreover, whenever
p € P, then p is reachable from v along a path which is 2| p — v|-close to {v}.

Note that the condition (v, w) = 0 holds automatically when I,, has empty interior by
the final part of Lemma 3.7. Figure 3 shows the set P in the case d = 3.

Proof The claim that /,, has non-empty interior for all p € P follows directly from
Lemma 3.7. For the second claim, let p € P be arbitrary. We may assume (p, v+w) >
1 (otherwise replace u by u + w and w by —w). Note that (v, p) = (v + w, p) —
(w, p) > 1 —1 = 0, and similarly (w, p) > 0. Pick some small » € (0, 1) (to
be specified later). It is easy to see that if we write y () = VMW and §(7) = u

[v+2tAw]|
for all 1 € [0, 1/2], then 8(t) € L, for all 7 € [0, 1/2]. Furthermore, if we write

q(s) = Wm for all s € [0, 1], then (g(s), v+ w) > 1 forall s € [0, 1].

Indeed, it is easy to check that ((1 — s)(v + Aw) + sp, v + w) > 0, and we have

(1 =)+ Aw) 4+ sp> = 1 — )% + 22 |w|?) + 5+ 2s(1 — 5)(p, v + rw)
< (=921 + 27w + s>+ 251 —5)(p. v+ w)
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Fig.3 The set P in Lemma 3.8 is the region enclosed by the two blue circles (d = 3). The point v is the
intersection of the two circles, and w is parallel to the line connecting the centres of the blue circles. The
yellow dotted great circle gives the only direction (for d = 3) not pointing to the inside of the two circles

and

(1 =)V +aw) +5p, v+ w)* = ((1 — )1+ Awl?) +s(p, v+ w>)2
=1 =920+ 1w +s%(p,v+w)?
+25(1 = $)(1+ Alw)(p, v+ w)
> (1 =521+ Aw]?) + 5> +2s(1 — $)(p, v+ w)
> (1 =21+ 22w|?) + 52+ 25(1 — 5)(p, v + w),

giving (g(s), v + w)? > 1.

So 14(5) has non-empty interior for all s. Using Lemma 3.5 (and Lemma 3.4), it is
easy to deduce that we can extend y, § to [0, 1] such that §(¢) € 1, for all # and for
all + > 1/2 there is some s € [0, 1] such that y (¢) = g(s).

Now, if t < 1/2, then

v+ 2tAw 2
v+ 2tAw|
v+ 2t w >

v -y = lv

v+ 2thw]
2
v+ 2taw|
=2 2
(1 + Qerlw|)?)1/2
B PR S
=T 0+ A2wP)l2

=2—2@
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Furthermore, if # > 1/2 and y () = ¢(s), then

(1 =)+ rw) +sp |?

T 0 =9+ 2w) + 5]
(1 =s)(v+ Aw) +sp
’ |(1—S)(v+)»w)+51—7|>
(1 —s)+s(v, p)
[(1 = s5)(v+ Aw) + sp|
o (v, p)
- I(1 = s5)(v+ Aw) + sp|
(v, p)
max{[v + Awl, | p[}
B 2(v, p)
(1 + 22 w|H1/2

-y =

:2—2<v

1/2
Itfollows that |jv—y (1)| < (2 — %) forall¢. ButA € (0, 1) was arbitrary,

- 20.p) \? 12
and taking A — 0™ we have (2 - W - Q2=2(w, pH?=v—p|. 1t
follows that we can choose A such that [v — y(¢)] < 2|v — p| for all 7. O

The next lemma is one of the main corollaries of Lemma 3.8.

Lemma3.9 Let € > 0, and suppose that y : [0, 1] — S~V is continuously differen-
tiable such that for all t € [0, 1], one of the following holds.

1. I, (1) has non-empty interior;
2. I, has empty interior, but there exist u, w € R? such that u, u +w € I, and
(w, y'(1)) #0;

3. 1) is a single point.

Then y (1) is reachable from y (0) along a path which is e-close to .
Note thatin the second case we must have (y (¢), w) = 0 by the final part of Lemma 3.7.

Proof Let T; be the set of ¢t € [0, 1] belonging to the ith case above (i = 1, 2, 3). We
first claim that 73 is closed. Indeed, it is easy to see that 77 is open, and if t € 7> then
by Lemma 3.8 there is some € > O such that ((r — €, ¢ +¢€) \ {t}) N[0, 1] C T7.

Since T3 is closed, [0, 1] \ 73 is a union of disjoint (open) intervals: [0, 1]\ T3 =
Uyeg J, where for all J either J = (aj,a; +by) (With0 < a; <ay+by < 1),
orJ =[0,by),orJ = (ay,1],or J =[0,1](and J NJ' = @ if J # J’). For each
J € J (and positive integer m), define J,, as follows:

o If J = (ay,a; +by).let Jy = [a; + 5by. a5 + (1 — 3-)by1;
If J =[0,by), let J,, = [0, (1 — 5-)by];

If J = (ay, 1], let Jy, = [a; + 5 (1 —ay), 1];

If J = [0, 11, let J,, = [0, 1].
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Note that Um>1 Jn=Jand J; C J, C J3 C....Letusalso write Jo = ¢ for all J.

Observe that if € Ty U T», then for any > 0 there exists x > 0 such that if
t" € (t — u,t + p) N[O, 1] then y(¢) is reachable from y () along a path which
is n-close to {y (¢)}. Indeed, this is easy to see (and follows from Lemma 3.5) when
t € Ty, and follows from Lemma 3.8 when t € 7.

Claim. We can recursively construct o, : |J Jeg Im — S9-1 and Bm
U,es Jm — RY continuous functions such that

1. Bu(t) € Iy, for all t (when defined);

2. If m’" > m then a,,,y and B, extend o, and B,,, respectively;

3. Forall J € J and m > 0 we have «,, (min J,;;) = y (min J,;,) and «,,, (max J,;;) =
y (max Jy,);

4. If t € Jyy \ Ju—1, then there is some ¢’ € J,, such that |t —t| < length(J)/m and
|y (1) — y (¢')| < min{e, length(J)/m}.

Proof of Claim 1t is enough to show that whenever a < b, [a,b] € J,u € I, ), v €
I, »y and n > 0, then there exist f : [a, b] — S9-1 and g : [a, b] — K continuous
functions such that g(t) € Iy forallz, g(a) = u, g(b) = v, f(a) = y(a), f(b) =
y (b), and for all ¢ there is some ¢’ € [a, b] with |t —t'| < nsuchthat | f(t) —y ()] <
n. For each ¢, pick p; as in the observation above, we may assume u; < n for
all 7. Using the compactness of [a, b], if N is large enough and we write x(j) =
a+ j(b —a)/N, then for all j we have x(j) —x(j — 1) < n and there is some ¢,
such that [x(j) — #;|, [x(j — 1) = #;| < p;. Butthen y (x(j)), y (x(j + 1)) are both
reachable from y (¢;) along a path which is n-close to {y(¢;)}, and hence x(j + 1)
is reachable from x(j) along a path which is n-close to {y(¢;)}. It follows that for
any choice of u; € Iy(xj) (j=0,...,N)there exist f; : [x(j),x(j + 1] — §é-1
and g; : [x(j),x(j + 1] — K such that g;(t) € Ifj(,) for all 7, g;(x(j)) = uj,
g+ 1) = ujer, f1&(G) = y (), £ + D) = y(x(j + 1)), and for all
t we have | f;(t) — y (¢;)| < n. Picking ug = u and uy = v and then putting together
these f;, g; gives the required functions f, g and finishes the proof of the claim. O

Define « : [0, 1] — S9! and B :[0,1] —» R4 by setting «(¢) to be o, (f) and
B(t) tobe B, (t) when t € Ty UT, (and m is large enough so that this exist), and when
t € T; then setting () = y (t) and B(¢) to be the unique pointin I, (). It is clear that
a(0) =y(0),a(l) =y(1), B(t) € Iy forall t, and o, B are continuous at all points
in 77 U T,. Also, « is e-close to y. We show that ¢, 8 are continuous at all points in
T3 as well.

We first prove that if # € T3 then « is continuous at ¢. Take any sequence (f,) — ¢
in [0, 1], we show («x(#,)) — «a(t) = y(¢). If this is not true, then we can take a
subsequence of (x(t,)) that converges to some p € S~ !, p # y (1), so we may
assume that («(#,)) is convergent. Also, we may assume that #, € 77 U T, for all
n (since y is continuous, and a(t') = y(¢') if ' € T3). We may also assume that
(tp) is either decreasing or increasing. Let J(n) € J be such that 1, € J(n), and
let m(n) be the positive integer such that #, € J (1)) \ J (W)mn)—1. Furthermore,
let #;, be as given by point 3.2 above for #, € Juu) \ Jmm)—1. Since (¢,) is either
increasing or decreasing, either J(n) is eventually constant and m(n) — oo, or J(n)
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takes infinitely many different values and length(J (n)) — 0. In either case, we have
length(J (n))/m(n) — 0.Hence «(t,) —y(t;) — Oand r,, —t;, — 0.Butthens, — ¢
and hence y (1) — y(t), which implies «(#,) — ¥ (¢), as claimed.

We now show that g is also continuous atall ¢ € 73. Assume that (¢,) is a sequence in
[0, 1] convergingtot € T3, we show B(t,) — B(t). Asbefore, by taking a subsequence
we may assume that B(z,) converges to some p € K. But B(#,) € Iy, foralln,ie.,
B(ty), B(t,) + a(ty,) € K for all n. Since K is closed and « is continuous, by taking
limits we get p, p + a(t) € K, ie., p € Iyq) = I,1). But I,y = {B(¢)}, hence
p = B(t), as claimed, finishing the proof of the lemma. O

We will attempt to find a ‘good’ path, i.e., one satisfying the conditions of
Lemma 3.9. Note that the only case we need to avoid is having a point v on y such that
I, has empty interior, is not a single point, and the tangent to y at v is perpendicular
toany u —u’ (u, u’ € I,). To find such paths, it will be easier to work in R?~! instead
of on S?~!, using that locally they have the same structure. The next lemma captures
the key property coming from Lemma 3.8 in terms of parametrizations.

While the formal statement is rather complicated, the lemma is intuitively quite
simple, as we now explain. Let us focus on the case d = 3. Using Figure 3, we know
that if y is a path such that y (¢) is a ‘bad point’, i.e., the conditions of Lemma 3.9 are
not satisfied there, then we get the two blue circles touching at v = y (¢) such that no
point in the regions enclosed by the circles can be a bad point for any path. Moreover,
we also know that ¥ must have tangent in the direction of the yellow dotted line at
t. Our next lemma essentially states that if we take charts then we still get the blue
circles whose interiors cannot contain bad points.

Lemma3.10 Ler ¢ : R™! — V be a smooth parametrization of some open set
V € S and let X € R972 be an open neighbourhood of 0. Write y,(t) = (t, x)
forx € X,t € [0, 1] (so yy : [0, 1] — RA=1). Let Z be the set ofall (t,x) € RA—1
(t € [0,1],x € X) such that for v = (¢ o yx)(t) = @(t, x) the set I, has empty
interior; but there exist u, w € RY such that u,u + w € Iy, w #0, (v,w) =0 and
(w, (@oyy) (1)) =0.Let Xz = {x € X : (t,x) € Z for some ¢ € [0, 1]}, and assume
that x € Xz andt, € [0, 1] are such that (t,, x) € Z. Then there is some w, € R4-2
wy 7# 0 such that the open ball of radius |wy| centred at (t,, x + wy) is disjoint from
Z.

The following lemma tells us that the conclusion of Lemma 3.10 guarantees that
there are ‘few’ points we need to avoid.

Lemma3.11 Let Z € R~ and let X be an open neighbourhood of 0 in R4~2. Let
Xz={xeX:(t,x)e Zforsomet € [0, 1]}, and for each x € Xz let t, € [0, 1]
be arbitrary such that (t,,x) € Z. Assume that for each x € Xz there is some
wy € RI2 # 0 such that the open ball of radius |wy| centred at (t;, x + wy) is
disjoint from Z. Then Xz # X.

Before we prove Lemma 3.10 and Lemma 3.11, let us first put them together to
obtain the lemmas we will use later.
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Lemma3.12 Let ¢ : R¥™1 — V be a smooth parametrization of some open set
vV € S and let X € RY72 be an open neighbourhood of 0. Write y,(t) = (t, x)
forx € X,t € [0,1] (so yx : [0,1] — RA=1). Then there exists some x € X such
that for all € > 0, p(yx (1)) is reachable from ¢(y,(0)) along a path which is e-close
to ¢ o Yy.

Proof Define Z, Xz and t, (for x € Xz) as in Lemma 3.10. By Lemma 3.10, for
each x € X there is some w, € R42, w, # 0 such that the open ball of radius
|wy | centred at (¢, x + wy) is disjoint from Z. So we can apply Lemma 3.11 to find
some x € X such that x ¢ Xz. Then (using the final part of Lemma 3.7) we get that
Lemma 3.9 applies for the path ¢ o y, and hence ¢ (yx (1)) is reachable from ¢ (y, (0))
along a path which is e-close to ¢ o yy. O

For two points x and y in R?~!, let Yx,y denote the straight line segment from x
to y (ie., yx,y(t) = (I — )x +ty for t € [0, 1]). The following lemma is a more
convenient version of Lemma 3.12.

Lemma3.13 Ler ¢ : RY™1 — V be a smooth parametrization of some open set
V C S L Let Uy, Uy be non-empty open subsets of RY=1. Then there are some
x € U1,y € Us such that, for all ¢ > 0, ¢(y) is reachable from ¢(x) along a path
which is e-close to ¢ o yx y.

Proof We can take a bijective affine map v : RY~! — R4~! which maps U] to an
open neighbourhood of 0 and U3 to an open neighbourhood of (1, 0, ..., 0). Then the
statement follows easily from Lemma 3.12 applied to the parametrization ¢ o ¥ ~!. 0

We finish this subsection by giving the proofs of Lemmas 3.10 and 3.11.

Proof of Lemma 3.10 Let v = ¢(t,, x). By the definition of Z, we may find u, w € R?
such that 0 < |w| < 1, u,u +w € I, (v, w) = 0 and (w, (¢ o ¥)' (t)) = 0. By
Lemma 3.8, theset P = {p € s-1 . (p,v+w) > 1}U{p € sd-1. (p,v—w) > 1}
has the property that for each p € P, I,, has non-empty interior. In particular, ¢(Z) is
disjoint from P.

By decreasing |w| if necessary, we may assume that P € V. We want to show that
for some w’ € RY~2 (w’ # 0) the set ¢! (P) contains an open ball of radius |w’|
around (t,, x + w’).

Let D be the derivative D], x) of ¢ at (fy, x), so D is a bijective linear map
RI-! — {v/ € R? : (v, v) = 0}. We can find an orthonormal basis fi, ..., fy_» of
R?=2 such that f; = (1,0, ...,0), (D(f>), w) > Oand (D(f;), w) = O forall i # 2.
Consider the ball of radius p centred at (¢, x) + p f>. Any point of this open ball is
of the form ¢ = (¢, x) + Zfz_lz A fi with (Ay — p)? + Ziﬁ Al.z < p2. But we have

d-2 d—2
@(q) =v+ Z)\.iD(fi) +0 (Z x?)

i=1 i=1
and hence

d=2

¢(q) =v+ Y 1D(f) + 0Q2pha).
i=1
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(t,x+71)

y—x

(tox) ty—t,= Qr(\/y_i'x)

Fig. 4 Since (zy, y) is not contained in the ball of radius r centred at (7, x + r), we have |ty — tx| =

Qr(/y—x)

Using that (v, D(f;)) = 0foralli and (w, D(f;)) = Oforall j # 2,

d-2
(v+w, ¢(@) = (v+w,v+ Y LD(fi) + 02pra))
i=1

= 142w, D(f2)) + O2pi2).

Since (w, D(f>2)) > 0, we get that there is some pp > 0 such that if p < pg then
(v + w, ¢(q)) > 1 (and hence g € ¢~ '(P) and thus g ¢ Z) for all such points g.
Since fj is orthogonal to f>, we have f> = (0, y) for some y € R4~2, |y| = 1. Then
wy = poy satisfies the conditions. O

Before we formally prove Lemma 3.11, let us give a sketch proof in the case when
d =3,X = (—1,1) and wy € R is the same for all x: w, = r € (0, 1) for all
x € X. Assume that X7 = X. Using that the circle of radius r centred at (¢, x + r)
does not contain (ty, y), it is easy to see that we must have [, — ;| = Q,({/y — x)
whenever 0 < y — x < r (see Figure 4). (Given two functions f and g, and some

parameters pi, ..., pg, we write f = Q,,  ,,(g) and g = Op, . p,(f) if thereis a
constant ¢ > 0 depending on py, ..., pe such that we always have | f| > c|g|). So if
we take N + 1 equally spaced points xo, ..., xy between 0 and r (x; = jr/N), then

[ty, — Iy; | = Q,(1/+/N) foralli, j. It is easy to see that this gives a contradiction as
N — oo. We will use the Baire category theorem to reduce the general case to a case
similar enough to the one discussed above.

Proof of Lemma 3.11 For each positive integer n, let X”, = {x € Xz : |wy| > 1/n}.
Clearly, Xz = (J, X’. By the Baire category theorem, it is enough to show that
each X 'é is a finite union of nowhere dense sets. Assume, for contradiction, that X %
cannot be written as such a finite union. Let n = 1/4, and for all v € S773 let
Uy = {u €S 3: (u,v) > 1 —n}. Since S¢73 is compact, it is covered by finitely
many such sets U,. Write ¥, = {x € X, : wy/|wy| € U,}. It follows that not every
Y, is nowhere dense, i.e., there exist v € S973, y € X and € > 0 such that the
closure of Y, contains all x € X with |[x — y| < €. We may assume € < 1/n. Write
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x(H)=y++4 ev for j =0,..., N, where N is some large positive integer (specified
later). Note that [x(j) — ¥l 5 € for all j, so there are some y(j) € Y, such that

(/) = y()I < n/N>.

Claim. If 0 <i < j < N then |tyi) — ty(j)] = Q. (1/N'/?).
Note that if the claim holds, then max; ty;) —min; ty) = Qe (N 1/2) Then taking
N large enough gives a contradiction. So the lemma follows from the claim above.

Proof of Claim We will use that the open ball centred at (¢, y(i) + wy()) of radius
|wy ()| does not contain (¢, ), ¥(j)). For simplicity, let us write #; for £,;), ¢; for £,
and w for wy ;). We may assume |w| = 1/n. We have

(81, () +w) — (t, yONI* = |t — ;17 + Iy() +w — y(j)I*.
But
@) +w — y(DI* = [wl* + [y() — y(DI* = 2(w, y(j) — ()

= [w* + 1y@) — y(DI* = 2(w, x(j) — x())
—2(w, y(j) — x(})) + 2(w, y(i) — x(@))

< Jwl + 1y — y()H P2 = 26w ’N ev) +4—

N2

2 . . 2,2 J— n
< |w]” + (|x(@) — x()| +2n/N*) —ZTG(I —m/n +4m
J

D) .

—i n

m/N?) —2f e — 41

= |w|? +( N e+ n/ ) N e(l—n)/n+ N

But we know [w|* < |(t;, y(i) + w) — (¢}, y(j))I?, thus

2
|ti —t;]

. 2
et 2n/N2> 4

J—i J—
2N6(1—n)/n—(N N2

_2( =D =m 1 (=%
o n N N2

Opc(1/N?)

Using G=i)Ze? l) e - ﬂ% (as j —i < Nand e < 1/n), we get

- n

2 —ed —m)  (j—i)e
i — 117 = ( ! ! — Ope(1/N?),
n n N
As we picked n = 1/4, we get

V=0l o /vy,

2
i iz 2n N

and hence

eN1/2 1
=112 (5) " 7 = One(l/N)),
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proving the claim and hence the lemma. O

3.3 Finishing the Proof

We now use our earlier lemmas (especially Lemma 3.13 and Lemma 3.8) to finish the
proof of Theorem 3.3.

Lemma3.14 Let ¢ : R™1 — V be a smooth parametrization of some open set
V € S and let € > 0. Assume that v, v’ € V are such that Iy, Iy have non-empty
interior. Then V' is reachable from v along a path which is e-close to ¢ o Yol (v),0- 1 (v)-

Proof Write u for ¢~ (v) and u’ for o' (V). As I,,, I,y have non-empty interior, there
is an open set containing v and v’ such that whenever p belongs to this set then /,
has non-empty interior. By Lemma 3.5, there are open balls U;, U, € R4~ around u
and u’ (respectively) such that for any x € Uy, ¢(x) is reachable from v along a path
which is 0-close to ¢ o y, x, and similarly for any y € U,, ¢(y) is reachable from v’
along a path which is O-close to ¢ oy, y. Pick n > 0 small (to be specified later). By
Lemma3.13, wecanfindx € Uy, [x —u| < nandy € Uy, |y —u’| < nsuchthat ¢(y)
is reachable from ¢(x) along a path which is (¢/2)-close to ¢ o y . It follows that
u’ is reachable from u along a path which is (¢/2)-close to the union of the images of
® 0 Yu,x» ¥ 0 Vx,y, 9 0¥y - However, by taking n small enough, we can guarantee that
all points in these images are at most € /2 away from a point in the image of g o y, ./,
proving the lemma. O

To extend Lemma 3.14 to all v, v/, including when I, or I,y is a single point, we
will use the following lemma.

Lemma3.15 Ler ¢ : R™1 — V be a smooth parametrization of some open set
V C S Assume that v € V and I, is a single point. Then one of the following
statements hold.

1. For all n > O there is some p € V such that 1, has non-empty interior and p is
reachable from v along a path which is n-close to {v}.

2. There is some open neighbourhood N of v such that whenever p € N then p is
reachable from v along ¢ o Y,—1(y) o-1(p)-

Proof First, assume that there is a sequence of points (p,) in V converging to v such
that for all n, I, is not a single point. We will show that the first conclusion holds.
By Lemma 3.8 (and the final part of Lemma 3.7), we may modify p, slightly so that
Ip, has non-empty interior for all n. Let n > 0 be given. By Lemma 3.14, we can take
vn 0 0,11 = V and §, : [0, 1] — K continuous functions such that §,(¢) € I, ()
for all (n, t), y,(0) = p, for all n, y,(1) = p,4 for all n, and y,(¢) is at most /2"
away from some point on the image of ¢ o Y,-1(,,) o—1(p,, ) for all (n, 7). By taking
a subsequence of the form (p;),~ n,, we may assume that for all n, all points on the
image of ¢ o Y,-1(p,) o1 (p,.,) &€ at most n/2 away from v. So [y, (t) — v| < n for
all (n, t). Using Lemma 3.4, we may also assume that 8, (1) = §,,4+1(0) for all n.
Now define y : [0,1] - V and § : [0, 1] — K as follows. Let ¥ (0) = v and let
4(0) be the unique point in /. For ¢ € (0, 1], let n be such that n;—&-l <t < %, and set
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y () = yn(n(n + 1)(% —t))and §(t) = 8,(n(n + 1)(% —1)). It is easy to check that
y, & are well-defined and continuous on (0, 1], and |y (#) — v| < n for all . Moreover,
using that (p,) — v and y,(¢) is at most /2" away from some point on the image
of ¢ 0 V111,01 (pprp) fOr all (n, 1), we also get that y is continuous at 0. To show
continuity of § at 0, assume that (z,) — 0 and (§(¢,)) — z, we prove z = 5(0). We
know é(t,), 8(t,) + y(t,) € K. Using that K is closed and y is continuous, taking
limits gives z,z + y(0) € K, ie., z,z+ v € K, ie, z € I,. Hence z = §(0), as
claimed. This proves the claim in the first case.

Now assume that such a sequence (p;) does not exist. This means that there is an
open neighbourhood of v consisting only of points p such that I, is a single point. It
follows that there is an open ball B around u = ¢! (v) such that whenever x € B
then Iy (y) is a single point. Let N = ¢(B), so N is an open neighbourhood of v. Given
p € N,let o~ (p) = q. We show p is reachable from v along ¢ o Yu,q- Indeed, let
y () = ¢((1 —t)u +1g) and let §(¢) be the unique point in I, (). Then § is continuous
by an argument almost identical to the one above. Indeed, if (¢,) — ¢ and (6(¢,)) — z,
then &(,), 8(ty) + v (t,) € K. Taking limits gives z, z+ y (¢) € K,ie.,z € I,,(1), €.,
z = 46(t), as required. This finishes the proof of the lemma. O

Lemma3.16 Let ¢ : R™! — V be a smooth parametrization of some open set
vV € S and let € > 0. Then for any v, v' € V, V' is reachable from v along a path
which is €-close 10 ¢ 0 Y1) =1 (v)-

Proof Write u for ¢ ~!(v) and u’ for ¢! (v'). Let n > 0 be small (specified later).
There is some open set Vi C V (not necessarily containing v) such that any p € V]
is reachable from v along a path which is n-close to {v}. Indeed, this follows from
Lemma 3.8 if 7, is not a single point, and from Lemma 3.15 (together with Lemma 3.8
or Lemma 3.5) when [, is a single point. Similarly, there is some V, € V such that
any g € V; is reachable from v’ along a path which is n-close to {v’}. In particular,
lv — p| <nand v — ¢g| < nforany such p, q.

But, by Lemma 3.13, there are some p € Vi, g € V> such that g is reachable from
p along a path which is n-close to ¢ o Yo 1(q)- Hence v’ is reachable from v
~1(¢))- By taking 7 small

Y(p)o~
along a path which is n-close to {v, v’} UTIm(¢ o y,,-

L)
enough, we can guarantee that any pointin Im(¢ o y,-1(p,) ,-1(4)) is at most € /2 away
from some point in Im(¢ o y,-1,) ,—1(,))- The result follows. O

Proof of Theorem 3.3 Using Lemma 3.16, it is easy to see that for any 7 € [0, 1] there
is some §; > 0 such that whenever ¢’ € [0, 1] and |t —t| < &, then y (¢’) is reachable
from y (¢) along a path which is e-close to {y (¢)}. The result follows easily (using the
compactness of [0, 1] and Lemma 3.4). O

Proof of Theorem 1.2 The result follows immediately from Theorem 3.3 when d > 3,
and from Theorem 1.4 when d = 2 (using Lemma 3.4, which also holds for d = 2).

4 Counterexample for General Bodies

In this section, our goal is to prove Theorem 1.3, restated below for convenience.
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Fig.5 The set S in our construction is a 4-dimensional analogue of the blue set (or the convex hull of the
blue set), which is a subset of the (red) unit sphere

Theorem 1.3 There exist convex bodies S and K in R* such that K is S-Kakeya but
there are two S-copies which cannot be rotated into each other within K.

We will use similar ideas as for Theorem 1.5 (but this proof will be significantly
more complicated). Note that it is sufficient to find a construction where S is compact
but not necessarily convex, as the same set K will still provide a counterexample when
S is replaced by its convex hull. The set S in our construction will be given by

S={(x,y.z,w) e R* : X2 4 y2 + 22 4 w? = 1,x = £1/2},

see Figure 5.

In the proof of Theorem 1.5 we made sure that our set K lied inside the cylinder
{(x,v,2) : y* +z% < 1/4}, and we controlled the intersection with the boundary
of the cylinder. This control enabled us to prove discontinuity by observing that any
segment in a direction of the yz plane had to intersect the boundary of the cylinder in
a pair of points (x, y, 2), (x, =y, —2).

We will attempt to do something similar here. Our construction will be contained
inside the set {(x, y, z, w) : X2+ y2 < 1}, and we will control the intersection with
the boundary C = {(x, y,z, w) € R* : x% 4+ y2 = 1} of that set. Observe that any
rotated copy of S is of the form

S, ={v eR*: V| =1, (v,v) = £1/2}

for some v € R* with |v| = 1. It is not difficult to deduce that if we only rotate
S slightly, then the rotated copy intersects C in two pairs of antipodal points. (See
Figure 5: great circles close to the one given by x> 4+ y?> = 1,z = 0 intersect the
blue set in two pairs of antipodal points). We will have to make sure that K contains
translated copies of any two such pairs of antipodal points (so that a translate of p(S)
is contained in K for all p), so for all (x, y1), (x2, y2) € S' we will have some (z, w)
such that (£(x1, y1), 2, w), (£(x2, y2), z, w) € C N K. Meanwhile, we will have
restrictions on C N K in such a way that we guarantee discontinuity.
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Let us now turn to the formal proof of Theorem 1.3. As mentioned above, we will
control the intersection of K with C, i.e., for all (x, y) € S! we will control the set
Axy ={(z,w) : (x,y,z, w) € K}. The following lemma lists all the properties that
we will need — for now, we only show that such sets Ay, existin IR?, at this point they
do not necessarily come from a body K in R*.

Lemma 4.1 There exist compact convex sets (Ap) pest in R? such that the following
properties hold.

Forall p,q €S, ApNA, #0.

Forall p € st A, =A_).

Forall p e S' and all t € A, we have |t| < 1.

The set {(p,t) : p € S',t € Ay} is closed, i.e, whenever (p,) — p in S and
(ta) — t inR? with t, € A, foralln, then't € A,

5. For all ¢ > 0 and (z,w) € R? there is some r € (0, €) such that whenever
p = (x,y) € S' with |x — 1/2| = r then all points of A are at least distance
1/100 away from (z, w).

-

Note that such sets A, cannot exist in R instead of R?: each A » would have to be a
non-empty closed bounded interval, and then () pest Ap would be non-empty by the
first condition, so the last property could not be satisfied. This is the reason we need
R* for our construction instead of R>.

Before we prove Lemma 4.1, we state two lemmas which show why it is useful:
Theorem 1.3 will follow immediately from Lemma 4.1 and these lemmas. Recall that
C=S'"xR?and S, = {v' e R*: || =1, (v, V) = +1/2}.

Lemma 4.2 Assume that we have compact convex sets (Ap)peSI in R2 such that the
following properties hold.

Forall p,q €S, Ap,NA, #0.

Forall p € S', A, =A_.

Forallp e S' and all t € Ap we have |t] < 1.

The set {(p,1) : p € S, 1t € Ap} is closed, i.e, whenever (p,) — p in S! and
(ta) — t in R?> with t, € A, foralln, thent € A,

e

Then there exists a compact convex S-Kakeya set K C R* such that K C
{(c,y,z,w)eRY :x2+y2 < 1}and KNC C{(p,t): peSlte A

Lemma 4.3 Assume that (Ap) ,cs1 in R? are compact convex sets such that the follow-
ing property holds: for all € > 0 and (z, w) € R? there is some r € (0, €) such that
whenever p = (x, y) € St with |x—1/2| = r then all points of Ap are at least distance
1/100 away from (z, w). Assume furthermore that K is a compact convex set such
that K C {(x, y, z, w) ER4:x2+y2 <1}and KNC C{(p,t):p eSlre Apl.
Then whenever y : [0,1] — S3 and § : [0,1] — R* are continuous such that
y(0) =(1,0,0,0) and S, ;) +6(t) € K forallt, then y(t) = (1,0,0,0) forall t.

We now prove Lemmas 4.1, 4.2 and 4.3.
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Proof of Lemma 4.1 Consider the following four sets in R?:

T; = {0} x [0, 1],
T, = [0, 1] x {0},
Ti={zweR: z+w=10<zw=<1},

T={zweR:0<z,w=<1,0<z+w<1}.

Given (x, y) with xz 4+ y2 = 1, we define A, , as follows. Let min(|x — 1/2], |x +
1/2|) = s.If s = 0, then A, , = T. Otherwise, let k be the positive integer such that
1/28 > s > 1721 If s = 1/2, then let A, , = T. Otherwise let Ay y = Tk mod 3-

Itis straightforward to check that each A , is convex and compact, and that properties
1, 2 and 3 are satisfied. To see that property 4 holds, observe that if (p,) — p and
(t;) — t as above, then either A, = T, or A, is eventually constant and equal to
Ap. In either case, it is easy to deduce thatr € A .

Finally, we show that property 5 holds. Given such (z, w), we can find some i €
{1, 2, 3} such that any point in 7; has distance at least 1/100 from (z, w). Then we can
find some r € (0, €) such that 1/25 > r > 17251 for some positive integer k with
k =i mod 3. It is easy to see that this » satisfies the conditions. O

Proof of Lemma 4.2 Observe that if v € S?, the set S, intersects C in 0, 2 or 4 points:

e S, intersects C in 0 points if and only if v + v < 1/4;

e S, intersects C in a pair of points v, —v’ if and only if U12 + v% =1/4;

e S, intersects C in two pairs of (distinct) points v’, —v’, v”, —v” if and only if
v% + v% > 1/4.

Let

Vi={veS v +0>1/4),
Va={veS:1/100 < v} +v3 < 1/4},
Vi={veS v} +v3<1/100}.

Forall v € Vi, let Ty = (\yecns, Awiws = [pest:(p.o.0)es, Ap- Note that
cNs, =, —v,v", —v"} for some v/, v” € S* (not necessarily distinct), so (using
A_, = Ap) we have T, = Au;,vg N Au;’,vg- In particular, 7, # . Let K1, =
Sy +{(0,0,1) :t € T,} and

K= K.

veV)

Forallv € Vy,let p, = 1/2 vy, 1/2 V2, V3/2 V3, V3/2 vg |.So (pv)%+
\/v%+v§ \/v%+v§ \/vg-‘rvf \/vg-‘rvf
(pv)3 = 1/4, |py| = 1, and we have p, = vif v} +v3 = 1/4. Let Koy = S, +
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{(0,0,7) : t € Tp,}. (Note that CN S, = {v', —v'}, where v/ = 2((pu)1, (Pv)2, 0, 0)
and hence T),, = A2(p,),.2(p,),-) Let

K, = U K> ,.

veVp

Forall v € V3, let K3, = S, and let

Ky= ] K3..

veVs

Finally, let Ko = K1 U K> U K3, and let K be the convex hull of K.
Claim. The set K has the following properties.

1. For each v € S there is some w € R* such that S, + w C K.

2. Wehave KoNC C {(p,t) : p € sl re Ap}, and K¢ has no point (x, y, z, w)
with x2 4+ y2 > 1.

3. The set Ky is compact.

Note that these properties are preserved when taking convex hull. (To see that Property
2 is preserved, first note that each element of the convex hull can be written as a convex
combination of 5 points of K. Thus, take any such convex combination (x, y, z, w) =
Zle Ai(xi, vi, zi, wi), where (x;, yi, zi, w;) € Ko for each i and Ay, ..., A5 are
positive reals summing to 1. Then |(x;, y;)| < 1 for all i, and hence |(x, y)| < 1, with
equality if and only if p = (x,y) has p € S! and p = (x;, y;) for all i. But then
(zi, w;) € Ap forall i, and hence (z, w) € A as A, is convex.) So the claim above
implies the statement of the lemma. O

Proof of Claim The first property holds because K; , contains a translate of S, if v € V;.
To see that the second property holds, observe that K¢ is a union of sets of the form
Sy + (0,0,1) for some t € R2. 1t follows that K has no point (x, y, z, w) with
x2+y% > 1. Also, if (p,1) € KoNC (p € S', 1t € R?), then (p, 1) € Sy + (0,0, 1)
for some v € S3 having vl2 + v% > 1/4,and t € T, and (p,0,0) € C N S,. But
(p,0,0) e CNSyimplies T, € Ap,s0t € Ap, as claimed. It is easy to see that K is
bounded, so the only property left to check is that Ky is closed. It is enough to show
that K, K5, K3 are all closed.

We first show that K3 is closed. Assume that (g;,) is a sequence of points in K3 with
(qn) — q, we show that g € K3. We know ¢g,, € Sy, for some v(n) € V3. By taking
an appropriate subsequence, we may assume that v(n) converges to some v € V3. It
is easy to see that ¢ € S, must hold, so then g € K3.

Next, we show that K, is closed. As before, assume that (g,) is a sequence of
points in K> with (¢,) — ¢g. We have g, € Sy + (0,0, ¢,) for some v(n) € V»
and 1, € Tp, ., = A2(pyu)1.2(pony)2- BY taking a subsequence, we may assume that
v(n) converges to some v € V,, and (#,) converges to some ¢ € R2. Observe that
(Pv@)) — pv- Butthen t € Ay, 2(p,), = Tp, and hence g € S, + (0,0,1) C
Sy +{(0,0,¢") : 1 € Ty, }, 50 g € K», as required.
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Finally, we show that K is also closed. Again, assume that (g,) is a sequence of
points in Ky with (g,) — g. We have g, € Sy + (0, 0, #,,) for some v(n) € V| and
thn € Ty As before, by taking a subsequence we may assume that v(n) converges
to some v € V; and 1, converges to some ¢ € R?. We claim that this implies ¢ € T,.
Observe that C N Sy is of the form {v'(n), —v'(n), v"(n), —v"(n)}, where v'(n) =
+v”(n) if and only if v(n)% + v(n)% = 1/4. So we have

Ton)y = Av' )10/ ()a N A (1,07 ()2

By taking an appropriate subsequence, we may assume that v’(n) converges to
v' and v”(n) converges to v”, where C N S, = {v/, —v/,v”, —v”}. But we have
th € Ay (n),.v'(n), forall n, and hence t € Ayt v Similarly, t € Ayr - Hencer € Ty,
as claimed. But then

q € SU+(O7Ost) ESU+{(0701I/):t/€ TU} :Kl,v g Kls

as claimed. This finishes the proof of the claim and hence the lemma. O

Proof of Lemma 4.3 Assume, for contradiction, that y(¢) # (1,0,0,0) for some ¢.
We may assume that y(z); > 9/10 for all ¢, and that for all # > 0 we have
y () # (1,0,0,0). There are some continuous functions v’, v : [0, 1] — C such
that Sy ) N C = {V'(1), =v'(1), V" (1), =v" ()}, (¥ (1), v'(1)) = (y (), v" (1)) = 1/2
and v/(0), v”(0) = (1/2, £/3/2,0,0).

Observe that if y(z) # (1,0,0,0) then v'(z); # 1/2 or v"(t); # 1/2. Indeed,
we would have v/(r), v (1) = (1/2,4++/3/2,0,0) and 1 = (y (1), v'(t) + V' (1)) =
(y (), (1,0,0,0)), giving y(t) = (1,0,0,0). It follows that for all + > 0, either
V() £ 1/20r 0" () # 1/2.

By continuity, there is some € > 0 such that for all # < € we have |§(¢) — §(0)| <
1/100. We know v'(€); # 1/2 or v”(€); # 1/2, we may assume by symmetry that
V(€)1 # 1/2. By assumption, there is an xo lying between 1/2 and v’(¢){ such that
whenever p € S! is of the form p = (xo, yo) (for some yp) then any point of A, is at
least distance 1/100 away from (§(0)3, §(0)4). But, by continuity of v’, there is some
to € [0, €] such that v'(tp)1 = xo. Observe that

K 2 S, + 8(t0) 2 {v/(10), —v' (o)} + 8(10).

But if u,u’ € K with u —u’ = 2(x, y, 0, 0) for some x, y with x> + y> = 1, then
we must have u,u’ € KNC andu = (x,y,z,w), u' = (—x, —y, z, w) for some
(z,w) € Ay, y. Hence §(tp) = (0,0, z, w) for some (z, w) € Ay (), v (1), But then
|6(t0) — §(0)] > 1/100, giving a contradiction. O

Proof of Theorem 1.3 The result follows easily from Lemmas 4.1, 4.2 and 4.3. O
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5 Concluding Remarks

In this paper we answered Question 1.1 and some related problems. However, there
are still some open questions in this topic. For example, our counterexample in The-
orem 1.3 requires d > 4, whereas we know that there can be no 2-dimensional
counterexample (by Theorem 1.4). It would be interesting to see a counterexample in
3 dimensions (we believe that such a construction should exist).

Question 5.1 Can we find convex bodies S and K in R? such that K is S-Kakeya, but
there are two S-copies in K which cannot be rotated into each other within K ?

Furthermore, we showed that if S is a unit segment, then any two S copies can
be rotated into each other within a compact convex (S-)Kakeya set, but this fails for
general bodies S. It would be interesting to determine if there are other sets S (or
families of such) for which this property holds. (A trivial example is given by closed
balls.)

Question 5.2 Can we find (compact, convex) sets S in R? with d > 3 such that S is
not a segment or a ball, and whenever some convex body K is S-Kakeya then any two
S copies can be rotated into each other within K ?
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