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Abstract Let P be a set of n points in R?. A subset S of P is called a (k, &)-kernel
if for every direction, the directional width of S e-approximates that of P, when k
“outliers” can be ignored in that direction. We show that a (k, €)-kernel of P of size
O (k/e@=D/2) can be computed in time O (n + k%/e2=1). The new algorithm works
by repeatedly “peeling” away (0, £)-kernels from the point set.

We also present a simple e-approximation algorithm for fitting various shapes
through a set of points with at most k outliers. The algorithm is incremental and works
by repeatedly “grating” critical points into a working set, till the working set provides
the required approximation. We prove that the size of the working set is independent
of n, and thus results in a simple and practical, near-linear e-approximation algorithm
for shape fitting with outliers in low dimensions.

We demonstrate the practicality of our algorithms by showing their empirical per-
formance on various inputs and problems.
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1 Introduction

In many areas such as computational geometry, computer graphics, machine learning,
and data mining, considerable work has been done on computing descriptors of the
extent of a set P of n points in R?. These descriptors, called extent measures, either
compute certain statistics of P itself such as diameter and width, or compute some
geometric shape enclosing P with respect to a certain optimization criterion, such as
computing the smallest radius of a sphere or cylinder, the minimum volume or surface
area of a box, and the smallest spherical or cylindrical shell that contain P. Motivated
by more recent applications, there has also been work on maintaining extent measures
of a set of moving points, e.g., using the kinetic data structure framework [6, 11].

The existing exact algorithms for computing extent measures are generally expen-
sive. For example, the best known algorithm for computing the smallest enclosing
cylindrical shell in R? requires O (n°) time [5]. Consequently, attention has shifted
to developing faster approximation algorithms; see, e.g., [4, 5, 10, 12]. Agarwal et al.
[7] proposed a unified framework for computing numerous extent measures approx-
imately in low dimensions. Their approach is to first extract a small subset from the
input, known as a coreset, and then return the extent measure of this subset as an
approximation to that of the original input. The running time of their algorithm, sub-
stantially improving upon many previous results, is typically of the form O (n+1/¢€),
where n is the input size, ¢ is a constant that may depend on the dimension d, and &
is the approximation error.

Most of the existing work assumes that the input does not contain noisy data. How-
ever in the real world, noise may come from different sources during data acquisition,
transmission, storage and processing, and is unavoidable in general. Meanwhile, most
extent measures are very sensitive to noise; a small number of inaccurate data points
(i.e., the so-called outliers) may substantially affect extent measures of the entire
input. In order to compute more reliable extent measures on the input, it is thus nat-
ural to require that the outliers should be excluded from consideration. For example,
the smallest enclosing cylinder problem with k outliers is formulated as finding the
smallest cylinder that covers all but at most k of the input points.

Following up the work in [7, 19], we consider the problem of finding robust core-
sets for various extent measures that are able to handle outliers. Assuming there are at
most k outliers in the input, our goal is to compute a coreset of small size, so that the
best solution on the coreset with at most k outliers would provide an e-approximation
to the original input with at most k outliers. We are mainly concerned with the case
in which the number k of outliers is small compared to the input size n. Otherwise,
random-sampling techniques have been effective in handling outliers [9].

Problem Statement Let P be a set of n points in R?. For a direction u € SY~! and
an integer 0 < k < n, the level of a point a € R4 in direction u is the size of the set
{peP]|(u,p)>(u,a)},ie., the number of points in P that lie in the open halfspace
(u, x —a) > 0. This notion of level is the dual of the level of a point in an arrangement
of hyperplanes [23]. In this paper, when we refer to a direction u € S~!, we always
assume for the sake of simplicity that no two points in P lie on the same level in that
direction; more careful but similar arguments would work for directions that do not
satisfy this assumption.
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Let P¥[u] (resp. Pi[u]) denote the point of P whose level is k (resp. n — k —
1) in a direction u € S?~!. Let Ug(u, P) = (u, P¥[u]) denote the k-level of P in
direction u. Let Ly (u, P) = (u, Px[ul) = —Ur(—u, P). For parameters k and ¢, the
(k, £)-directional width of P in direction u, denoted by & ¢(u, P), is defined as

ke, P)=Ur(u, P) —Ly(u, P).

For simplicity, we denote & x (1, P) by & (u, P) and Ey(u, P) by £(u, P). Similarly,
we denote Ug(u, P) by U(u, P) and Lo(u, P) by L(u, P) respectively.

Given a set P of n points in R?, a parameter ¢ > 0 and an integer 0 < k < n/2,
a subset S C P is called a (k, g)-kernel of P if for every u € S9-1 and every
0<a,b<k,

1—-e)- ga,b(uv P) < ga,b(us S) < ga,b(uv P).

It implies that

Ua(uv S) ZUa(l/l, P) —&- Sa,b(uv P)v
Ly(u,S) <Lp(u, P)+¢&- & p(u, P).

Note that (0, ¢)-kernel is the same as the notion of e-kernel defined by Agarwal
etal. [7].

We are interested in computing a (k, €)-kernel of small size for any given point
set P C R? and parameters k and . Once we can compute small (k, ¢)-kernels ef-
ficiently, we will immediately be able to compute robust coresets for various extent
measures, using the standard linearization and duality transforms; see [7] for details.

Related Results The notion of e-kernels was introduced by Agarwal et al. [7] and
efficient algorithms for computing an e-kernel of a set of n points in R? were given
in [7, 14, 24]. Yu et al. [24] also gave a simple and fast incremental algorithm for
fitting various shapes through a given set of points. See [8] for a review of known
results on coresets.

Although there has been much work on approximating a level in an arrangement
of hyperplanes using the random-sampling and e-approximation techniques [15, 21],
this line of work has focused on computing a piecewise-linear surface of small com-
plexity that lies within levels (¢)k for a given integer k > 0. These algorithms do
not extend to approximating a level in the sense defined in this paper.

Perhaps the simplest case in which one can easily show the existence of a small
(k, &)-kernel is when all points of P are collinear in R?. One simply returns the first
and last k + 1 points along this line as the desired (k, €)-kernel. In fact, this kernel has
exactly the same k-level directional width as P, for all directions. Note that the size of
this kernel is 2k + 2, which is independent of the input size. Generalizing this simple
example, Har-Peled and Wang [19] showed that for any point set P C R?, one can
compute a (k, ¢)-kernel of size O (k/ sd_l). Their algorithm is based on a recursive
construction, and runs in O(n + k/¢?~1) time. Their result led to approximation
algorithms for computing various extent measures with £ outliers, whose running
times are of the form O (n + (k/&)°).
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Our Results  In Sect. 2 we prove that there exists a (k, ¢)-kernel of size O (k/ gd-1/ 2)
for any set P of n points in R?. This result matches the lower bound Q (k/@~1/2),
Our construction is relatively simple and intuitive: it works by repeatly peeling
away (¢/4)-kernels from the input point set P. The running time is bounded by
O(n + k?/?~1). The algorithm also leads to a one-pass algorithm for computing
(k, &)-kernels. We tested our algorithm on a variety of inputs for d < 8; the empirical
results show that it works well in low dimensions in terms of both the size of the
kernel and the running time.

Our result immediately implies improved approximation algorithms on a wide
range of problems discussed in [19]. To name a few, we can compute an
g-approximation of the diameter with k outliers in O(n + k?/¢?~!) time, an
g-approximation of the minimum-width spherical shell with k outliers in
O (n + k?d+1 /g2d(d+D)y time, and a subset of size O (k/e?) for a set of linearly mov-
ing points in RY so that at any time the diameter (width, smallest-enclosing box, etc.)
with k outliers of this subset is an e-approximation of that of the original moving
point set.

In Sect. 3 we present an incremental algorithm for shape fitting with k outliers,
which is an extension of the incremental algorithm by Yu et al. [24]. The algo-
rithm works by repeatedly grating points from the original point set into a working
set; the points that violate the current solution for the working set the most are se-
lected by the algorithm. We prove that the number of iterations of the algorithm is
O ((k? / &4 _1)‘1 —1), which is independent of n. Our empirical results show that the al-
gorithm converges fairly quickly in practice. Interestingly, while the algorithm itself
does not make explicit use of (k, €)-kernels at all, its analysis crucially relies on the
properties of our new algorithm for constructing (k, €)-kernels.

2 Construction of (k, ¢)-Kernel

In this section we describe an iterative algorithm for constructing a (k, €)-kernel for
aset P of n points in R?. Without loss of generality, we assume that & < 1/2.

2.1 Algorithm

Set § = ¢/4. Our algorithm consists of 2k 4 1 iterations. At the beginning of the
ith iteration, for 0 <i < 2k, we have a set P; C P; initially Py = P. We compute
a §-kernel 7; of P;, using an existing algorithm for computing §-kernels [7, 14, 24].
We set P;+1 = P; \ 7;. After 2k + 1 iterations, the algorithm returns S = U,'Zio 7; as
the desired (k, £)-kernel.

Intuitively, 7; approximates the extent measure of P;. By peeling away 7; from P;,
important points (in the sense of approximating the extent measures) on the next level
of P get “exposed” and can then be subsequently captured in the next iteration of the
algorithm. By repeating this peeling process enough times, the union of these point
sets approximates the extents of all the first k levels. Similar peeling ideas have been
used for halfspace range searching [3, 16, 17] and computing k-hulls [18]. However,
unlike our approach, in which we peel away only a small number of points, these
algorithms peel away all points of level O in each step.
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2.2 Proof of Correctness

Letu € S?~! be an arbitrary direction. For 0 < j <n/2, let
V;(u, P)=(P°[u], P'[ul, ..., P/{ul, Pj[ul, Pj_1[ul, ..., Polul)

denote the ordered sequence of points realizing the top/bottom j levels of P in direc-
tion . We call the ith iteration of the algorithm successful with respect to direction
u if Vi—1(u, P) NT; # @ or unsuccessful otherwise. Since |Vx—i(u, P)| = 2k and
the algorithm consists of 2k + 1 iterations, at least one of them is unsuccessful with
respect to u.

Lemma 2.1 [f the ith iteration is unsuccessful with respect to direction u, then
Eu, P)<(1+¢/2)&u, P). In fact,

U(u, Pi) < Uk(u, P) + (¢/2)E(u, P),

L(u, P;) = Li(u, P) — (¢/2)&c(u, P).

Proof Since T; N Vy—1(u, P) =@, we have E(u, 7;) < E(u, P); see Fig. 1. By con-
struction, 7; is a 8-kernel of P;. Therefore,

Ew, Pi) <Ew,T;)/(1 =8) < (1+¢/2) & (u, P),
proving the first inequality of the lemma. Note that U(u, 7;) < Ug(u, P). We have

< Uk(u, P) +6E(u, Pr)
< Ux(u, P) + (¢/2)&(u, P).

The third claim in this lemma can be proved in a similar manner. (|

Fig. 1 llustration of Po
Lemma 2.1 (for k = 3). Double © P2 q
circles represent points in 7;. ® \ \
The union of double circles and ! . \

solid circles represent points in q2 \ . \
P;. Hollow circles represent * Lo Le
pointsin P\ P; = Ulj_:lo T;. qo \ | ® PO
Here p; = PJ[u] and
qj = Pjlu]
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Lemma 2.2 S isa (k, &)-kernel of P.

Proof To prove the claim, we fix an arbitrary direction u € S?~! and argue that
Eap(u,8) = (1 —&)&p(u, P)

for all 0 < a, b < k. We only discuss the case a = b = k; other cases can be handled
by slightly modifying the argument given below.
We first show that

Uk(u, S) = Ur(u, P) — (¢/2) & (u, P). ey

If Plu] €S for all 0 < £ <k, then Ug(u, S) > Uy (u, P) and hence (4) is clearly
true. So let us assume that there exists £ < k such that P¢[u] ¢ S. Observe that for
any iteration i, we must have Ptul € P;.

We define

Q0={peP|u, p)=Uu, P)—(¢/2) E(u, P)}.

Then (1) is equivalentto [SN Q| >k + 1.
Consider the ith iteration of the algorithm that is unsuccessful with respect to
direction u. Since Pf[u] € P; and 7} is a 8-kernel of P;,

Uw,T;) >Uu, P) —8Eu, P)
> Up(u, P) — (¢/4)(1 + £/2) E(u, P) (by Lemma 2.1)
> Ur(u, P) — (&/2) Ex(u, P).

Hence ’Tio[u] € Q. Furthermore, since this iteration is unsuccessful, ’Tio[u] ¢
{POLul, ..., P*"'[u]}, implying that |Z; N (Q \ {P°[u], ..., P*"1[u]})| > 1.

Let m be the total number of successful iterations of the algorithm. Then
|S N Vi—1(u, P)| > m and therefore |S N {P°[u], ..., P*"'{ul}| > m — k. Further-
more, as there are 2k + 1 — m unsuccessful iterations, the preceding argument
implies that |S N (Q \ {Pul,..., P*""[u]})| = 2k + 1 — m. Hence, |SN Q| >
(m —k)+ 2k + 1 —m) =k + 1, which in turn implies (1).

Using a similar argument, we can prove that

Li(u, 8) = Lg(u, P) + (¢/2) E(u, P). @
Putting (1) and (2) together, we get that
Er(w,S) =Ur(u,S) — Ly, S) > (1 — &)&(u, P).
Since u is an arbitrary direction, S is indeed a (k, &)-kernel of P. O
2.3 Time Complexity

Chan [14] has shown that a §-kernel of size O(1 /S(d_l)/ 2) can be computed in
O(n + 17891 time. Using this result, we obtain an algorithm for computing (k, €)-
kernels of size O (k/8@~1D/2) with running time O (nk + k /21y, We can improve
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the running time to O (n + k?/¢9~1), using the following observation: for any point
set PCRY,if RC Pisa (k,e1)-kernel of P, and S C R is a (k, &2)-kernel of R,
then S is a (k, &] + &2)-kernel of P.

We first invoke the O (n + k/e?~!)-time algorithm of Har-Peled and Wang [19]
to compute a (k, £/2)-kernel R of P of size O(k/e?~"), and then apply the above
O (nk + k/e?1)-time algorithm on R to compute a (k, £/2)-kernel S of R of size
Ok/ £@=1/2y The resulting set S is the desired (k, €)-kernel of P, and the total run-
ning time is bounded by O (n + k%/e4~1). We conclude with the following theorem.

Theorem 2.3 Given a set P of n points in RY and parameters k, & > 0, one can
compute, in O(n + k*/¢%~") time, a (k, €)-kernel of P of size O (k/e@=1/2).

It is easy to verify that for a point set P’ which is an Q(y/¢)-net of the unit
hypersphere (i.e., the minimum distance in P’ is (/¢ )), all points of P’ must be in
every (0, ¢)-kernel of P’. By replicating k + 1 times every point of P” and perturbing
slightly, the resulting point set P has the property that any (k, ¢)-kernel of P must
contain €2 (k/e@—1/2) points. Thus, in the worst case, a (k, €)-kernel for P is of size
Q (k/e@=1/2) ‘matching the upper bound given in Theorem 2.3.

We also note that performing 2k + 1 iterations in the above algorithm is
not only sufficient but also necessary to compute a (k, ¢)-kernel. For example,
in R?, consider Q2 (n) (slightly perturbed) copies of the two points (—1,0) and
(1,0) on the x-axis, together with the following 2k 4+ 2 points on the y-axis:
0,1/651,(0, 1/652),...,(0,1); (0, —¢), (0, —&?),..., (0, —€b); (0, —gkt1),
(0, k+1). If the number of iterations is 2k, the algorithm may only output the first 2k
points listed above along the y-axis together with a set of other points on the x-axis,
which is clearly not a (k, ¢)-kernel in the y-direction.

2.4 Extensions

One-pass Algorithms In many applications it is desirable to compute a certain func-
tion in a single pass over the input data, using a small working memory and process-
ing each point quickly. Agarwal et al. [7], Agarwal and Yu [2], and Chan [14] de-
scribed such one-pass algorithms for computing e-kernels. Our (k, ¢)-kernel algo-
rithm suggests how to develop a one-pass algorithm for computing a (k, )-kernel
by using such an algorithm for ¢-kernel as a subroutine. Suppose there is a one-pass
algorithm A that computes e-kernels using N (¢) space and T (¢) time per point. To
compute a (k, €)-kernel of a point set P in one pass, we proceed as follows. We si-
multaneously run 2k + 1 instances of .4, namely Ay, A1, ..., A, each of which
maintains an (¢/4)-kernel 7; (0 <i < 2k) of its own input seen so far. The input of
Ao is Py = P, and the input P; of A;, for i > 1, is initially empty. The algorithm
Ao processes each point in Py in turn. For i > 1, we insert a point p € P;_; into P;
whenever any of the following two events happens:

1. pis not added into 7;_ after being processed by A;_1;
2. pisdeleted from 7;_; by A;_;.

It is easy to see that in the end P; = P;_1 \ Z;—1 and 7; is an (g/4)-kernel of P;, for
each 0 <i < 2k. Therefore, S = Uizio 7; is a (k, &)-kernel of P as desired. The total
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space needed is O (k - N(¢/4)) and the amortized time to process each point in P is
O (k - T(e/4)). Thus we obtain the following result.

Theorem 2.4 Given a one-pass algorithm for computing -kernels in N (¢) space
and T (&) time per point, there is a one-pass algorithm for computing (k, €)-kernels
in O (k- N(g/4)) space and O(k - T (¢/4)) amortized time per point.

Polynomials Let F be a family of d-variate polynomials. The (k, £)-extent of F at
x € R4, denoted by & ¢(x, F), is defined by

Erex, F) = fi(x) — fj(x),

where f; (resp. f;) is the function in F that has the k-th largest (resp. £-th smallest)
value in the set F(x) ={f(x) | f € F}. Asubset G C Fis a (k, &)-kernel of F if for
any 0 <a,b <k and any x eR4,

(I —e)apx, F) < Eap(x,9) < Eap(x, F).

We say that the dimension of linearization of F is m if there exists a map ¢ :
RY — R so that each function f € F maps to a linear function hy:R"™ — R in
the sense that f(x) = hy(p(x)) for all x € R, Using Theorem 2.3 together with
the standard linearization and duality transforms as described in [7], we immediately
have the following.

Theorem 2.5 Let F be a family of n polynomials, and let m be the dimension of
linearization of F. Given parameters k, & > 0, one can compute a (k, €)-kernel of F
of size O(k/e™/?) in O(n +k*/e™) time.

Roots of Polynomials 'To compute (k, €)-kernels of fractional powers of polynomi-
als, we need the following observation from [24] (see also [7]):

Lemma 2.6 LetO0<e<1,0<a<A<B<b,andr be a positive integer. If B" —
AT>(0 - —a"),then B—A> (1 —¢&)(b—a).

Hence, in order to compute a (k, €)-kernel of {fll/r, e fnl/r}, where each f; is
a polynomial and r is a positive integer, it is sufficient to compute a (k, &")-kernel of
{f1,.-., fa}- Applying Theorem 2.5, we then have the following.

Theorem 2.7 Let F = {fll/r, ey ,11/r} be a family of n functions, where each f; is
a polynomial and r is a positive integer. Let m be the dimension of linearization of
{f1,..., fu}. Given parameters k, ¢ > 0, one can compute a (k, €)-kernel of F of size
O(k/e"™/%) in O(n + k*/e"™) time.

Theorems 2.5 and 2.7 immediately imply improved results for various shape-
fitting problems mentioned in [19], some of which have been listed in Introduction.
The details can be found in [19].
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3 Incremental Shape-Fitting Algorithm

In this section we present a simple incremental algorithm for shape fitting with k out-
liers. Compared to the shape-fitting algorithms derived directly from Theorems 2.5
and 2.7, the incremental algorithm does not enjoy a better bound on the running time,
but usually performs faster in practice. The algorithm does not make explicit use of
(k, )-kernels. However, by exploiting the construction of (k, €)-kernels from the pre-
vious section, we show that the number of iterations performed by the algorithm is
independent of the input size n. We first describe and analyze the algorithm for the
special case in which we wish to find a minimum-width slab that contains all but at
most k points of a point set. We then show that the same approach can be extended to
a number of other shapes, including cylinders, spherical shells, and cylindrical shells.

3.1 Algorithm

A slab o € R? is the region bounded by two parallel hyperplanes. The width of &
is the distance between the two hyperplanes. The hyperplane passing through the
middle of o is called the center hyperplane of o. For a given parameter ¢ > 0, we
will use ¢ - o to denote the slab obtained by scaling o by the factor of ¢ with respect
to its center hyperplane. Let u, € S~ denote the direction in the upper hemisphere
normal to the hyperplanes bounding o .

Let Aopt(R, k) be an algorithm that returns a slab of the minimum width that
contains all but at most k points of R. The incremental algorithm proceeds as follows.
We start with an arbitrary subset R C P of constant size and compute o = Aopi (R, k).
If % - o can cover all but at most k points of P, then we stop because we have
found an e-approximation of Aop(P, k). Otherwise, we add the points of Vi (us, P)
(as defined in Sect. 2.2) to R and repeat the above step.

Note that the algorithm always terminates. If the number of iterations of the algo-
rithm is small, its running time would also be small. We next prove a bound on the
number of iterations that is independent of n.

3.2 Analysis

We will show that there exists a family H of O(k?/e?~!) great hyperspheres on
S?=1 with the following property: the algorithm stops as soon as it computes a slab
o1 such that, for some slab o, computed in an earlier iteration, u,, and ug, lie in
the same cell of the arrangement A(H) of H. This would immediately imply an

Fig. 2 One iteration of the
incremental algorithm (for

k =1). Solid circles represent
points in R, and double circles
represent points to be added into
R in this iteration
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O ((k*/e*~1)?=1) bound on the number of iterations. First we prove a useful property
of affine transforms. We then describe how to choose the great hyperspheres. Finally
we prove the desired property of the chosen hyperspheres and the convergence of the
algorithm.

We write an affine transform 7 : R — RY as t(x) = AT - x + qo for x € RY,
where A is a d x d nonsingular matrix and go € R? is a fixed vector. Given , let
7:8%71 - S9! be the map defined by T(u) = A~ u/||A™ u| for u € S~1. If the
transform 7 is clear from the context, we simply use i to denote T (u).

Lemma 3.1 Let 7 : RY — RY be an affine transform. For any direction u € S9!,
any four points p, q,r,s € R, and any parameter ¢ € R,

(w,p—q)<c-(u,r—s) < (U 1(p)—1(Q) =c- (U, t(r)—1(s)).

In particular, for any point set P and P = T(P), we have p [@] = t(Pi[u]) for
0<i<|P|.

Proof Suppose 7(x) = AT - x + go for x € R%. Then

(i t(p)— (@) = (A" u/| A ull, AT (p — q))
=u"(ANHTAT(p— ) /1A u]|
=u"(p—)/IA™ ull = (u. p — q)/IIA" " ul.
Similarly, we have (i, t(r) — t(s)) = (u,r — s)/||A_1u||. Hence the first claim of

the lemma follows. Setting ¢ = 0 in the first claim, we know that (u, p) < (u, q) if
and only if (&, T(p)) < (i, T(q)). The second claim then follows. [l

We need the following two lemmas to describe how to choose the desired family
of great hyperspheres.

Lemma 3.2 Let S be a set of n points in RY. There exists a set H of O(n?) great
hyperspheres in S=1 5o that for any u, v € S4~ lying in the same cell of A(H), we
have S'[u] = S*[v], fori =0,...,n — 1.

Proof For any pair of points p,q € S, let hp, be the great hypersphere in S-1,
defined by the equation

(u,p)=(u,q), ueS'

We let H ={hp, | p,q €S}. Clearly |H| = O (n?). Consider any cell A € A(H).
By construction, it is easy to see that the relative ordering of the elements in
{(u, p) | p € S} is the same for all u € A. Hence, S'[u] = S'[v] for any u,v € A,
as desired. O

Lemma 3.3 Let S be a set of n points in R? whose affine hull spans R, and let
8 > 0 be a parameter. There exist an affine transform t and a set H of O(1/8) great
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hyperspheres in S¢~1 so that for any u, v € S¢~ lying in the same cell of A(H) and
for any two points p,q € S,

(@ — v, 7(p) —t(g)| <8-E®W, ().

Proof Let B¢ C R¥ be a unit ball centered at the origin. By John’s Ellipsoid Theo-
rem [23], there exists an affine transform 7 so that (1/d) - B¢ C conv(z(S)) C B?.

Agarwal et al. [7] proved that there exists a set H of O(1/68) great hyperspheres in
S?=1_such that for any u, v € S?~! lying in the same cell of A(H), || — 7| < 8/d.
Note that £(V, t(S)) >2/d, and for any p,q € S, || t(p) — t(g)| <2. Thus,

@ =T, 1(p) — T@)| < IlF =V - [7(p) — ()|
<28/d <5-E®,1(S)),

as claimed. O

We assume ¢ < 1/2. Fix § =¢/6 < 1/12. Let S be a (k, §)-kernel of P computed
by the algorithm in Sect. 2.1, and let X = P \ S. Using Lemmas 3.2 and 3.3, we
construct a decomposition of SY~! as follows. For each point p € S, let H p be a
family of O(1/§) great hyperspheres that satisfy Lemma 3.3 for X U {p}, and let
7, be the corresponding affine transform. Let I' = {z,, | p € S}. Let G be the set of
O(|S|?) great hyperspheres that satisfy Lemma 3.2 for the set S. Set

U H,,).

H:GU(
peS

Note that [H| = O(|S|? + |S]/8) = O (k?*/?~1). The number of cells in A(H) is
O(H|* ) = 0,/ 1=,
Next we prove crucial properties of the decomposition A4(H).

Lemma 3.4 Let u € S~ be a direction. Set Q = X U{S¥[u]}. For any affine trans-
form t, we have

E@,t(Q) <= (1+38) &, T(P)). 3)

Proof Since the algorithm described in Sect. 2.1 performs 2k + 1 iterations, at least
one of them, say the iteration i, was unsuccessful with respect to direction u. By
Lemma 2.1 and the fact X € P;, we know that

Uu, X) =U(u, P;) < Ur(u, P) + (8/2) - Ek(u, P), 4)
L(u, X)>L(u, P;) > Li(u, P) = (8/2) - E(u, P). ©)
Therefore,
E(u, X U{S*ul}) < max((u, S*[u]), Uu, X)) — min((u, Selul), Lu, X))
= max(Uk(u, S), U(u, X)) — min(Lg(u, S), L(u, X))
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< (Ux(u, P) + (8/2) - Ex(u, P))
- (Lk(u, P) —(8/2) - Ex(u, P)) (by (4) and (5))
< (14 8)&u, P).
Hence by Lemma 3.1, £(&, T(Q)) < (1 4+ 8) - & (U, T(P)). O

Lemma 3.5 Let u,v € S~ be any two directions lying in the same cell of A(H).
Then, for any 0 < a, b < k, we have

Eap (0, Vi(u, P)) = (1 —€) - & p(v, P).

Proof We prove the claim for the case a, b = k; the argument easily adapts to other
cases. To this end, we show that for £ <k,

(v, P [ul) > Uk (v, P) — (/2) - (v, P).

We start by considering the case P‘[u] € S. Observe that Vi (u, S) = Vi (v, S)
(we remind the reader that V is an ordered set, as such equality here means also
identical ordering by level). In particular, since P*[u] is clearly at level < £ of S C P
in direction u, P*[u] is also at level < £ of S in direction v. Hence,

(v, P[ul) = Up(v, §) = Ur (v, 8) = U (v, P) — 8 - & (v, P),

where the last inequality follows from the fact that S is a (k, §)-kernel of P.
Now consider the case P¢[u] € X. Set o=xXU {Sk[u]}, and let T € I" be the
affine transform that satisfies Lemma 3.3 for the set Q. Since £ < k, we have

(u, S¥Tuly < (u, PXul) < (u, P*ul),

implying that (u, S¥[u] — P*[u]) <0, or equivalently by applying Lemma 3.1 with
c=0,

(@, T(S*[ul) — t(P*[u])) < 0.
Therefore,
(@, T(S*[u]) — T (P [u))
= (@, T(Sul) — (P [ul)) + (¥ — &, T(S*[u]) — t(P*[ul))
< (@ -, (S ul) — t (P [ul)). (©6)

Note that u, v lie in the same cell of A(H), and P[u], SK[u] € O = X U{S¥[u]}.
By applying Lemma 3.3 to the right-hand side of (6), we obtain

(U, (S ul) — (P [u])
<8-E@,1(Q) =8(1+8) - &, T(P)) <28 & (W, T(P)), @)
where the second inequality follows from Lemma 3.4. By Lemma 3.1, (7) implies

(v,Sk[u]—Pg[u]) <28-&(v, P). (8)
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Observing that S¥[u] = S*[v] and using (8), we obtain

(v, Pu]) > (v, SF[u)) — 28 - E (v, P) = (v, S*[v]) — 28 - E (v, P)
> Ur(v, P) — 38 - & (v, P) = Ug(v, P) — (¢/2) - & (v, P).

Similarly, we can prove that for any 0 < ¢ <k, (v, Pe[u]) < Li(v, P) + (¢/2) -
E(v, P).
Hence, & (v, Vi (u, P)) > (1 —¢) - & (v, P), as claimed. O

We are now ready to bound the number of iterations of the incremental algorithm.

Theorem 3.6 The number of iterations of the incremental algorithm for fitting the
minimum-width slab with k outliers is bounded by 0((k2/8d_1)d_1), which is inde-
pendent of n.

Proof Let u; € SY~! be the direction orthogonal to the slab computed in the ith it-
eration. We say that a cell A € A(H) is visited if u; € A. Suppose a cell is visited
by two iterations i and j during the execution of the algorithm. Assume i < j. Then
in iteration j, we have Vi (u;, P) € R. Let o be the slab returned by Aop(R, k) in
iteration j. Then |0 |—the width of o—is equal to &, (1, R) for some appropriate
a,b <k witha + b =k. By Lemma 3.5, we have

lol=Eupj, R)=>Epuj, Vi(u;, P)) = —e)&puj, P),

or equivalently ﬁ lo| > &Eqp(uj, P). This implies that the algorithm would satisfy
the stopping criterion in iteration j. Thus the number of iterations is bounded by
| AL+ 1= 0((k? /)41, O

3.3 Other Shapes

The incremental algorithm of Sect. 3.1 for computing an e-approximation of the
minimum-width slab with k outliers can be extended to fitting other shapes as well,
such as minimum-width spherical shells or cylindrical shells, minimum-radius cylin-
ders, etc. In this section we describe these extensions.

Spherical Shells and Cylindrical Shells A spherical shell is a closed region lying
between two concentric spheres in RY. A cylinderical shell is a closed region lying
between two co-axial cylinders in R?. Because fitting spherical shells or cylindrical
shells can be formulated as computing the minimum extent of a family F of m-variate
functions for some parameter m [7], we describe a general incremental algorithm for
the latter problem. For x € R and 0 < k < n, we denote

Ee(x, F)= min &, p(x, F),
a+b=k
where &, 5 (x, F) is as defined in Sect. 2.4. Let Aqp(F, k) be an algorithm that returns
x* = arg min & (x, F).
xeR™
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The incremental algorithm starts by picking an arbitrary subset R € F of constant
size and compute x* = Aop (R, k). If E(x*, R) = (1 — &)& (x*, F), then £ (x*, R)
is an g-approximation of minycgm @(x, F) and we can stop. Otherwise, we add
Vi (x*, F)—union of the 2(k 4 1) functions of F that attain the k + 1 largest val-
ues and the k + 1 smallest values in F(x*) = {f(x*) | f € F}—to R, and repeat the
above step.

To analyze the above algorithm, we need the following lemma which is the dual
version of Lemma 3.5.

Lemma 3.7 Let F be a finite family of m-variate linear functions, and 0 < § < 1/2
be a parameter. Then there exists a set H of O (k?/8™) hyperplanes in R™ such that
Sfor any u, v € R™ lying in the same cell of A(H), and any 0 < a, b <k, we have

Eap (0, Vi, F)) = (1 =8) - Eap(v, F).

Lemma 3.8 Let F be a finite family of m-variate polynomials that admits a lin-
earization of dimension £, and 0 < & < 1/2 be a parameter. Then there exists a de-
composition of R™ into O (k*" /8™%) cells such that for any u,v € R lying in the
same cell of the decomposition, and any 0 < a, b < k, we have

Eap (0, Vicu, F)) = (1 =8) - Ea p (v, F).

Proof Let ¢ : R™ — R’ be the map so that each function f € F maps to a lin-
ear function /s in the sense that f(x) = hy(e(x)) for all x € R™. Note that
I' = {p(x) | x € R™}, the image of ¢, is an m-dimensional surface in R’. Let
F'={hs| f € F}. Applying Lemma 3.7 to F’, we obtain a set H of O(k*/s")
hyperplanes in RY. Set H~! ={h ! =9~ '(h N T) | h € H}, where each h~! € H~!
is an (m — 1)-dimensional algebraic surface in R”. If u, v € R™ lie in the same cell of
A(H™Y), then ¢(u), ¢(v) lie in the same cell of A(H). Since f (x) = h(p(x)) for all
f € Fand x e R", Lemma 3.7 implies that &, , (v, Vi (u, F)) = (1 —8) - E4 p (v, F).
The lemma now follows because A(H~!) induces a decomposition of R™ into
O ((k%/8%™) cells [1]. O

Theorem 3.9 Let F ={f1,..., fu} be a family of m-variate nonnegative functions,
and 0 < ¢ < 1/2 be a parameter. Suppose there exists an m-variate positive function
Y (x) and an integer r > 1, so that each g;(x) = ¥ (x) f{ (x) is a polynomial. Fur-
thermore, suppose G = {g1, ..., gn} admits a linearization of dimension £. Then there
exists a decomposition D of R™ into O (k*™ /&™) cells such that for any u, v € R™
lying in the same cell of D, and any 0 < a, b <k, we have

8a,b(v, Vk(“r f)) = (1 _8) '5a,b(v’ ]:)

In addition, the incremental algorithm computes an e-approximation of
minyepm & (x, F) in O (k¥ /&™) iterations.

Proof We first make the following observation: for any § <1, 1 <4, j, h,£ <n, and
x eR™,

@ Springer



52 Discrete Comput Geom (2008) 39: 38-58

gi(x) = gj(x) = (1 =8)(gn(x) — ge(x))
& @ =T =A=8)(f ) — fi ). €))

An immediate consequence of (9) is that g; (x) > g;(x) if and only if f;(x) > f;(x).

Consider the decomposition D of R™ obtained by applying Lemma 3.8 to the
family G with parameter § = ¢". Note that |D| = O (k*™ /e"™Y) . For any u,v € R"
lying in the same cell of D, by Lemma 3.8 we have

Eap (0, Vi, §) = (1 —&") - Eap (v, G).

Using (9) and Lemma 2.6, we obtain that &, (v, Vk(u, F)) > (1 —¢) - E,5 (v, F), as
desired.

Using the proved result and the same argument as in Theorem 3.6, we immediately
obtain the second half of the theorem. (|

The problem of computing the minimum-width spherical shell containing all but
at most k points of a point set P in RY satisfies Theorem 3.9 with m =d, r = 2,
and £ =d + 1 [7]. Hence the incremental algorithm for this problem terminates
in k0@ £9@) jterations. Similarly, the incremental algorithm for computing the
minimum-width cylindrical shell terminates in k9@ / g0@) iterations, as it satisfies
Theorem 3.9 with m =2d — 2, r =2, and £ = O(d?) [7]. We thus obtain the follow-
ing.

Corollary 3.10 Let P be a set of n points in R?, and let 0 < ¢ < 1/2 be a parameter.
The incremental algorithm computes an g-approximation of the smallest spherical
shell containing all but k points of P in ko(d)/so(dz) iterations, and the smallest
cylindrical shell containing all but k points of P in ko(d)/ao(d3) iterations.

Cylinders  Unlike cylindrical shells and spherical shells, the problem of fitting cylin-
ders cannot be directly formulated as computing the minimum extent of a family of
functions. Instead, it can be reduced to computing min,crm Ui (x, F) for a family F
of nonnegative functions, where Uy (x, F) is defined as the (k + 1)-th largest value in
the set F (x). The incremental algorithm for such type of problems is as follows. Let
Aopt(F, k) be an algorithm that returns

x* =arg min Uy (x, F).
xeR™

The algorithm starts by picking an arbitrary subset R € F of constant size and com-
pute x* = Agp(R, k). If Up(x*,R) = (1 — &) - Up(x*, F), then we can stop be-
cause Ug(x*, R) is an e-approximation of min,cgm Ug(x, F). Otherwise, we add
U (x*, F)—the k + 1 functions of F that attain the k + 1 largest values in F(x*) =
{f(x*)| f € F}—to R, and repeat the above step.

Theorem 3.11 Let F = {f1, ..., fu} be a family of m-variate nonnegative functions,
and 0 < ¢ < 1/2 be a parameter. Suppose there exists an m-variate positive function
Y (x) and an integer r > 1, so that each g;(x) = ¥ (x) f{ (x) is a polynomial. Fur-
thermore, suppose G = {g1, ..., gn} admits a linearization of dimension £. Then there
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exists a decomposition D of R™ into O (k*" /™% cells such that for any u,v € R™
lying in the same cell of D, and any 0 < a <k, we have

Ua (v, Up(u, F)) = (1 — &) - Ua (v, F).

In addition, the incremental algorithm computes an &-approximation of
min,crn Uy (x, F) in O(k¥™ /&™) iterations.

Proof Let G’ ={g1,..., g} U{—g1,..., —gn}. Since G admits a linearization of di-
mension ¢, G also admits a linearization of dimension €. Let D be the decompo-
sition of R™ obtained by applying Lemma 3.8 to G’ with parameter § = . Then
|D| = O (k> /™*). For any u, v € R™ lying in the same cell of D, we have

ga,a(va Vi (u, g/)) > (- 8)5a,a(v, g/)

By the symmetry of G’, we have &, 4 (v, Vi(u, G')) = 2¢ (v) (U, (v, Uy (1, F)))", and
Ea.a(v, G) =29 (v)(Uy (v, F))". Hence the above inequality implies

(U, Up (u, 7)) = (1 — &) (Uy(v, F))".

It follows that U, (v, Uy (u, F)) = (1 — &) - U, (v, F), as desired.
As a direct consequence, the second half of the theorem follows. O

Note that the cylinder problem has the same linearization as the cylindrical shell
problem mentioned above. We then obtain the following.

Corollary 3.12 Let P be a set of n points in R, and let 0 < ¢ < 1/2 be a parame-
ter. The incremental algorithm computes an e-approximation of the smallest cylinder

3y . .
o) iterations.

containing all but k points of P in kO /e

We have not tried to optimize our bounds on the number of iterations, but we
believe that they can be improved. As shown in Sect. 4, the number of iterations in
practice is usually much smaller than the proved bounds here.

4 Experiments

In this section, we demonstrate the effectiveness of our algorithms by evaluating their
performances on various synthetic and real data. All our experiments were conducted
on a Dell PowerEdge 650 server equipped with 3 GHz Pentium IV processor and 3
GB memory, running Linux 2.4.20.

Computing (k, e)-Kernels We implemented a simpler version of our (k, €)-kernel
algorithm, which does not invoke Har-Peled and Wang’s algorithm [19] first. We
used an implementation of Yu et al. [24] for computing §-kernels in each iteration.
Although the worst-case running time of the algorithm is larger than that mentioned
in Theorem 2.3, it is simple and works well in practice.

We used three types of synthetic inputs as well as a few large 3D geometric mod-
els [20]:
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Table 1 Performance of the (k, ¢)-kernel algorithm on various synthetic data with K = 5. Running time is
measured in seconds

Input Input Approximation error Running time

type size d=3 d=4 d=5 d=38 d=3 d=4 d=5 d=38

Sphere 104 0.022 0.052 0.091 0.165 2.7 4.8 7.7 20.6
100 0.022 0.054 0.103 0.192 9.2 14.5 19.0 42.3

10° 0.024 0.055 0.100 0.224 101.4 155.6 194.7 337.3

Cylinder 10% 0.005 0.027 0.086 0.179 2.7 4.5 7.2 20.6
10° 0.015 0.059 0.117 0.243 10.3 13.7 19.7 42.5
10° 0.019 0.058 0.125 0.283 129.9 157.9 192.6 335.4

Clustered 10* 0.001 0.010 0.026 0.061 2.5 4.4 7.7 19.0
10 0.012 0.020 0.031 0.078 7.7 11.5 16.8 36.4
106 0.016 0.021 0.045 0.087 80.1 104.8 138.6 266.5

Table 2 Performance of the

(k, €)-kernel algorithm on Input Input Kernel Approx Running

various 3D geometric models type size size error time

with £ = 5. Running time is

measured in seconds Bunny 35,947 1001 0.012 3.9
Dragon 437,645 888 0.016 32.8
Buddha 543,652 1064 0.014 35.6

1. Points uniformly distributed on a sphere (sphere);

2. Points uniformly distributed on a cylindrical surface (cylinder);

3. Clustered point sets (clustered), consisting of 20 equal-sized clusters whose cen-
ters are uniformly distributed in the unit square and radii uniformly distributed
between [0, 0.2];

4. 3D geometric models: bunny (~36 K points), dragon (~438 K points), buddha
(~544 K points).

For each input data, we ran our (k, €)-kernel algorithm with k = 5. The algorithm
performs 11 iterations and chooses roughly 100 points for the kernel in each itera-
tion. The output size of the algorithm varies between 800 and 1100. To compute the
approximation error between the k-level extents of the kernel S and of the input P,
we choose a set A of 1000 random directions from S?~! and compute

Ex(u, P) —&Eu,S)
P.S) = .
erra (P, &) =max ——=""

Tables 1 and 2 summarize the approximation error and the running time of the al-
gorithm, for each input data. As can be seen, our algorithm works well in low dimen-
sions both in terms of the approximation error and the running time. Our algorithm
also performed quite well on several 3D geometric models. In high dimensions, the
performance of our algorithm deteriorates because of the curse of dimensionality.
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Fig. 3 Approximation errors 1c
for different levels in each
iteration of the (k, £)-kernel
algorithm. a Sphere with 10° « 0.8!|
points in R3:b sphere with 10° g
points in R3; ¢ the budda model. Ll
Similar results were observed Sos
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We also recorded how the approximation error decreases for each of the first 40
levels, after each iteration of the algorithm. The results are shown in Fig. 3. Ob-
serve that the approximation error for every level monotonically decreases during the
execution of the algorithm. Moreover, the error decreases rapidly in the first few it-
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Table 3 Performance of the incremental algorithm for computing (a) the minimum-width annulus with
k = 10 outliers, (b) the smallest enclosing circle with £ = 10 outliers. The numbers of iterations performed
by the algorithm are in parentheses. Running time is measured in seconds

Input Input Running Output Input Input Running Output
width size time width radius size time radius
w =0.05 104 6.15(4) 0.0503 r =1.000 104 0.05(3) 0.993
109 14.51(5) 0.0498 10° 0.14(4) 0.999
100 18.26(5) 0.0497 100 0.41(4) 0.999
w=0.50 104 5.74(4) 0.4987 ()
10° 6.45(4) 0.4999
100 22.18(5) 0.4975
w =5.00 104 53.46(5) 4.9443
105 67.26(5) 4.9996
100 75.42(5) 4.9951

(a)

erations and then it stabilizes. For example, in our experiments for d = 3, the error
reduces to less than 0.1 within 7 iterations even for the level k = 40 and then it de-
creases very slowly with each iteration. This phenomenon suggests that in practice
it is unnecessary to run the algorithm for full 2k 4 1 iterations in order to compute
(k, €)-kernels. The larger the number of iterations is, the larger the kernel size be-
comes, but the approximation error does not decrease much further.

Incremental Algorithm We applied the incremental shape-fitting algorithm for com-
puting an e-approximate minimum-width annulus of a point set with k outliers in R2.
We first implemented a brute-force O (n°) exact algorithm for this problem. Clearly,
this algorithm is slow even on medium-sized input. Here our focus is to study the
number of iterations of the incremental algorithm; a faster implementation of the
exact algorithm would naturally result in a faster implementation of the incremen-
tal algorithm. We used the slow exact algorithm as a subroutine to solve the small
subproblems in each iteration of the incremental algorithm. We tested this algorithm
on a set of synthetic data, generated by uniformly sampling from annuli with fixed
inner radius r = 1.00 and widths w varying from 0.05 to 5.00, and then artificially
introducing k = 10 extra outlier points. The experimental results are summarized in
Table 3a; see also Fig. 4 for a few snapshots of the running algorithm. As can be seen,
the number of iterations of the incremental algorithm is never more than 5. In other
words, the algorithm is able to converge to an approximate solution very quickly.
We also applied the incremental algorithm for computing an ¢-approximate small-
est enclosing circle of a point set with k outliers in R?. Again, we implemented a
brute-force O (n*) exact algorithm for this problem to solve the small subproblems
in each iteration; implementing a faster algorithm (such as an algorithm by MatouSek
[22] or by Chan [13]) would result in a faster incremental algorithm. We tested our
algorithm on a set of synthetic data, generated by uniformly sampling from a circle
of radius r = 1.00, and then artificially introducing k = 10 extra outlier points. The
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(€)) )

3 “

Fig.4 Snapshots of the incremental algorithm for computing minimum-width annulus with k = 3 outliers
on an input of size 40. Black points represent points in R at the beginning of each iteration

experimental results are shown in Table 3b. Similar to the annulus case, the number
of iterations of the incremental algorithm is also small.

5 Conclusions

We have presented an iterative algorithm, with O(n + k?/&?~!) running time, for
computing a (k, £)-kernel of size O (k/&@~1D/2) for a set P of n points in R¢. We also
presented an incremental algorithm for fitting various shapes through a set of points
with outliers, and exploited the (k, £)-kernel algorithm to prove that the number of
iterations of the incremental algorithm is independent of n. Both our algorithms are
simple and work well in practice.

We conclude by mentioning two open problems: Can a (k, )-kernel of size
O (k/e@=D/2) pe computed in time O(n + k/e4=1)? Can the number of iterations
in the incremental algorithm for computing the minimum-width slab be improved to
0(1/£“=D/2)7 For the first question, an anonymous referee pointed out that one can
use the dynamic algorithm for ¢-kernels [7] to obtain an algorithm with running time
o (n +k/e3@=D/2 . polylog(k, 1 /8)). This bound provides an improvement over the
current running time for a sufficiently large k.

Acknowledgements The authors thank Yusu Wang for helpful discussions and two anonymous referees
for constructive comments that greatly improved the presentation of the paper.

@ Springer



58

Discrete Comput Geom (2008) 39: 38-58

References

10.

11.
12.

13.
14.

17.
18.
19.
. http://www.cc.gatech.edu/projects/large_models/. Large geometric models archive
21.
22.

23.
24.

. Agarwal, PK., Sharir, M.: Arrangements and their applications. In: Sack, J.-R., Urrutia, J. (eds.) Hand-

book of Computational Geometry, pp. 49-119. Elsevier, Amsterdam (2000)

Agarwal, PX., Yu, H.: A space-optimal data-stream algorithm for coresets in the plane. In: Proc. 23rd
Annu. Sympos. Comput. Geom., pp. 1-10, 2007

Agarwal, PX., Arge, L., Erickson, J., Franciosa, P., Vitter, J.S.: Efficient searching with linear con-
straints. J. Comput. Sys. Sci. 61, 192-216 (2000)

Agarwal, PK., Aronov, B., Har-Peled, S., Sharir, M.: Approximation and exact algorithms for
minimum-width annuli and shells. Discrete Comput. Geom. 24, 687-705 (2000)

Agarwal, P.K., Aronov, B., Sharir, M.: Exact and approximation algorithms for minimum-width cylin-
drical shells. Discrete Comput. Geom. 26, 307-320 (2001)

Agarwal, PK., Guibas, L.J., Hershberger, J., Veach, E.: Maintaining the extent of a moving point set.
Discrete Comput. Geom. 26, 353-374 (2001)

Agarwal, PK., Har-Peled, S., Varadarajan, K.R.: Approximating extent measures of points. J. Assoc.
Comput. Mach. 51, 606635 (2004)

Agarwal, P.K., Har-Peled, S., Varadarajan, K.: Geometric approximation via coresets. In: Goodman,
J.E., Pach, J., Welzl, E. (eds.) Combinatorial and Computational Geometry. Math. Sci. Research Inst.
Pub., Cambridge (2005)

Aronov, B., Har-Peled, S.: On approximating the depth and related problems. In: Proc. 16th ACM-
SIAM Sympos. Discrete Algorithms, pp. 886-894, 2005

Barequet, G., Har-Peled, S.: Efficiently approximating the minimum-volume bounding box of a point
set in three dimensions. J. Algorithms 38, 91-109 (2001)

Basch, J., Guibas, L.J., Hershberger, J.: Data structures for mobile data. J. Algorithms 31, 1-28 (1999)
Chan, T.M.: Approximating the diameter, width, smallest enclosing cylinder and minimum-width
annulus. Int. J. Comput. Geom. Appl. 12, 67-85 (2002)

Chan, T.M.: Low-dimensional linear programming with violations. SIAM J. Comput. 879-893 (2005)
Chan, T.M.: Faster core-set constructions and data-stream algorithms in fixed dimensions. Comput.
Geom. Theory Appl. 35, 20-35 (2006)

. Chazelle, B.: Cutting hyperplanes for divide-and-conquer. Discrete Comput. Geom. 9, 145-158

(1993)

. Chazelle, B., Preparata, F.P.: Halfspace range search: an algorithmic application of k-sets. Discrete

Comput. Geom. 1, 83-93 (1986)

Chazelle, B., Guibas, L.J., Lee, D.T.: The power of geometric duality. BIT 25, 76-90 (1985)

Cole, R., Sharir, M., Yap, C.K.: On k-hulls and related problems. SIAM J. Comput. 16, 61-77 (1987)
Har-Peled, S., Wang, Y.: Shape fitting with outliers. SIAM J. Comput. 33, 269-285 (2004)

Matousek, J.: Approximate levels in line arrangements. SIAM J. Comput. 20, 222-227 (1991)
Matousek, J.: On geometric optimization with few violated constraints. Discrete Comput. Geom. 14,
365-384 (1995)

Matousek, J.: Lectures on Discrete Geometry. Springer, Heidelberg (2002)

Yu, H., Agarwal, PK., Poreddy, R., Varadarajan, K.R.: Practical methods for shape fitting and kinetic
data structures using coresets. Algorithmica (to appear)

@ Springer



	Robust Shape Fitting via Peeling and Grating Coresets
	Abstract
	Introduction
	Problem Statement
	Related Results
	Our Results

	Construction of (k,epsilon)-Kernel
	Algorithm
	Proof of Correctness
	Time Complexity
	Extensions
	One-pass Algorithms
	Polynomials
	Roots of Polynomials


	Incremental Shape-Fitting Algorithm
	Algorithm
	Analysis
	Other Shapes
	Spherical Shells and Cylindrical Shells
	Cylinders


	Experiments
	Computing (k,epsilon)-Kernels
	Incremental Algorithm

	Conclusions
	Acknowledgements

	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


