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#### Abstract

We introduce the concept of the mixed volume of two finite vector sets in $R^{n}$. By employing the exterior differential, we prove a new and powerful inequality and establish a series of quantity relations associated with the mixed volume of two finite vector sets. As applications, we discuss some well-known results of simplices and the Hadamard inequality.


## 1. Introduction

The concept of mixed volumes, which forms a central part of the Bruun-Minkowski theory of convex bodies, arises naturally if one combines the two fundamental concepts of Minkowski addition and volume (see [23]). The theory of mixed volumes provides a unified treatment of various important metric quantities in geometry, such as volume, surface area, and mean width. The mixed volumes and the relatively new dual mixed volumes introduced by Lutwak (see [18]) have provided many powerful tools for solving problems involving projections and sections of convex bodies. They have also played an important role in isoperimetric problems in geometric analysis (see [6], [7], [18], [19], and [27]).

In this paper we give the definition of the mixed volume of two finite vector sets, which is the discrete form of a mixed volume. As its special case, we introduce the concepts of the mixed Cayley-Menger determinant and the mixed vertex angles of simplices, which are extensions of the well-known Cayley-Menger determinant and Bartoš vertex angles, respectively. In this paper we establish a series of inequalities and equalities

[^0]for the previously stated three new concepts, most of them are generalizations of some well-known results.

This paper, excluding the Introduction, is divided into four sections. In Section 2 we introduce the new concept of the mixed volume of two finite vector sets. By employing the exterior differential, we prove a powerful inequality which is analogous to the Minkowski inequality for mixed volumes of convex bodies, and, furthermore, study the dispersion of this inequality. In Section 3 we define the mixed Cayley-Menger determinant involving two simplices, and prove some new results associated with the two simplices. In Section 4 we introduce the concept of the mixed vertex angles of two simplices. We study the relationships between the vertex angles of simplices and the mixed volume of vector sets, and establish a number of new inequalities of the mixed vertex angles. Meanwhile, we obtain a new and simple proof of the well-known sine theorem. In Section 5 we reprove the inverse forms of the Hadamard inequality by using a new method, and show a series of new results for parallelotopes.

## 2. The Mixed Volume of Two Finite Vector Sets

In this section we introduce the concept of the mixed volume of two finite vector sets.
Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ be a vector set from $R^{n}$, and let $\Pi_{[X]}$ be the $k$-parallelotope which has $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ as $k$ edge vectors, and which lies in a $k$-hyperplane $\pi_{[X]}$. Let $V_{[X]}$ denote the $k$-dimensional volume of $\Pi_{[X]}$. In particular, when $k=n$, then $\pi_{[X]}=R^{n}$.

Definition 1. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}(k \in N)$ be two vector sets from $R^{n}$. The mixed volume $V_{[X, Y]}$ of $X$ and $Y$ can be defined by

$$
V_{[X, Y]}=\sqrt{\left|\operatorname{det}\left(\left\langle x_{\alpha}, y_{\beta}\right\rangle\right)_{1 \leq \alpha, \beta \leq k}\right|} .
$$

Obviously, the mixed volume $V_{[X, Y]}$ of two finite vector sets $X$ and $Y$ have following properties:
(1) $V_{[X, X]}=V_{[X]}$.
(2) $V_{\left[\lambda_{1} X, \lambda_{2} Y\right]}=\left|\lambda_{1} \lambda_{2}\right|^{k / 2} V_{[X, Y]}$, for $\lambda_{1}, \lambda_{2} \in R$.
(3) $V_{\left[\left\{x_{1}+x_{1}^{\prime}, x_{2}, \ldots, x_{k}\right\}, Y\right]}^{2} \leq V_{[X, Y]}^{2}+V_{\left[X^{\prime}, Y\right]}^{2}$, where $X^{\prime}=\left\{x_{1}^{\prime}, x_{2}, \ldots, x_{k}\right\}$.
(4) $V_{\left[\left\{x_{1}+x, x_{2}+x, \ldots, x_{k}+x\right\}, Y\right]}^{2} \leq V_{[X, Y]}^{2}+\sum_{i=1}^{n} V_{\left[X_{i}, Y\right]}^{2}$, where $X_{i}=\left\{x_{1}, \ldots, x_{i-1}, x\right.$, $\left.x_{i+1}, \ldots, x_{k}\right\}$.
(5) If $X$ or $Y$ is a linearly dependent vector set from $R^{n}$, it follows that $V_{[X, Y]}=0$. In particular, when $k>n$, we have $V_{[X, Y]}=0$.
According to the definition of $V_{[X, Y]}$, by applying the exterior differential, we obtain the following inequality which is analogous to the Minkowski inequality of mixed volumes of convex bodies.

Theorem 2.1. Suppose that $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}(1 \leq k \leq n)$ are two linearly independent vector sets from $R^{n}$, respectively. Then

$$
\begin{equation*}
V_{[X, Y]}^{2} \leq V_{[X]} V_{[Y]} \tag{2.1}
\end{equation*}
$$

with equality holds if and only if the hyperplane $\pi_{[X]} \| \pi_{[Y]}$. In particular, when $k=n$, the equality holds.

Proof. Let $e_{1}, e_{2}, \ldots, e_{n}$ be a standard orthogonal basis in $R^{n}$. Then

$$
\left\{e_{i_{1}} \wedge e_{i_{2}} \wedge \cdots \wedge e_{i_{k}}: 1 \leq i_{1}<\cdots<i_{k} \leq n\right\}
$$

is a standard orthogonal basis of $\bigwedge^{k} R^{n}$.
Since $x_{1} \wedge \cdots \wedge x_{k}, y_{1} \wedge \cdots \wedge y_{k} \in \wedge^{k} R^{n}$, let

$$
\left\langle x_{1} \wedge \cdots \wedge x_{k}, y_{1} \wedge \cdots \wedge y_{k}\right\rangle=\operatorname{det}\left(\left\langle x_{\alpha}, y_{\beta}\right\rangle\right)_{1 \leq \alpha<\beta \leq k}
$$

Then $\langle$,$\rangle is a bilinear form in the space \bigwedge^{k} R^{n}$. It is easy to prove that $\langle$,$\rangle is the$ Euclidean inner product in $\bigwedge^{k} R^{n}$.

Since

$$
\left\|x_{1} \wedge \cdots \wedge x_{k}\right\|=V_{[X]}, \quad\left\|y_{1} \wedge \cdots \wedge y_{k}\right\|=V_{[Y]}
$$

and

$$
\left|\left\langle x_{1} \wedge \cdots \wedge x_{k}, y_{1} \wedge \cdots \wedge y_{k}\right\rangle\right|=V_{[X, Y]}^{2}
$$

by applying the Cauchy inequality to the above two equalities, (2.1) follows.
When $k<n$, it is easy to see the equality of (2.1) if and only if

$$
x_{1} \wedge \cdots \wedge x_{k}=\lambda y_{1} \wedge \cdots \wedge y_{k}
$$

where $\lambda \neq 0$ is a constant, equivalently, $\pi_{[X]} \| \pi_{[Y]}$.
When $k=n$, the space $\bigwedge^{k} R^{n}$ is one-dimensional, it implies that the equality of (2.1) holds.

To estimate the difference of $V_{[X, Y]}^{2}$ and $V_{[X]} V_{[Y]}$, we define the dispersion by

$$
\delta=V_{[X]} V_{[Y]}-V_{[X, Y]}^{2}
$$

Obviously, we have
(1) $\delta \geq 0$.
(2) If $\pi_{[X]} \| \pi_{[Y]}$, then $\delta=0$.

For the dispersion of inequality (2.1), we have the following result.

Theorem 2.2 Suppose that $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}(1 \leq k \leq n)$ are two vector sets from $R^{n}$, respectively, and $u, v, p, q$ are real non-negative numbers with $q \leq p$. If

$$
p V_{[X]}^{2}<u^{2} \quad \text { and } \quad p V_{[Y]}^{2}<v^{2}
$$

then

$$
\begin{equation*}
(p-q) \delta \geq\left(u^{2}-p V_{[X]}^{2}\right)^{1 / 2}\left(v^{2}-p V_{[Y]}^{2}\right)^{1 / 2}+p V_{[X]} V_{[Y]}-u v \tag{2.2}
\end{equation*}
$$

with equality holds if and only if the hyperplane $\pi_{[X]} \| \pi_{[Y]}$ and $v V_{[X]}=u V_{[Y]}$.

Proof. Since

$$
u^{2}-(p-q) V_{[X]}^{2} \geq u^{2}-p V_{[X]}^{2}>0
$$

let

$$
\begin{align*}
f(x) & =\left[u^{2}-(p-q) V_{[X]}^{2}\right] x^{2}-2\left[u v-(p-q) V_{[X]} V_{[Y]}\right] x+\left[v^{2}-(p-q) V_{[Y]}^{2}\right] \\
& =(u x-v)^{2}-(p-q)\left(x V_{[X]}-V_{[Y]}\right)^{2} . \tag{2.3}
\end{align*}
$$

According to the above suppose we have $u \neq 0$, furthermore,

$$
f\left(\frac{v}{u}\right)=-(p-q)\left(\frac{v}{u} V_{[X]}-V_{[Y]}\right)^{2} \leq 0
$$

Since, $f(x) \rightarrow+\infty(x \rightarrow+\infty)$ and $f(x) \rightarrow+\infty(x \rightarrow-\infty)$, therefore, $f(x)$ has two different real zeros belonging to $(-\infty, v / u)$ and $(v / u,+\infty)$ respectively, or, has a zero of order 2, i.e., $x_{1,2}=v / u$. Hence, the discriminant of the above quadratic (2.3) is non-negative, i.e.,

$$
\left[u^{2}-(p-q) V_{[X]}^{2}\right]\left[v^{2}-(p-q) V_{[Y]}^{2}\right] \leq\left[u v-(p-q) V_{[X]} V_{[Y]}\right]^{2}
$$

Since $u v-(p-q) V_{[X]} V_{[Y]}>0$, and using Theorem 2.1, we have that

$$
\begin{equation*}
\left[u^{2}-(p-q) V_{[X]}^{2}\right]^{1 / 2}\left[v^{2}-(p-q) V_{[Y]}^{2}\right]^{1 / 2} \leq u v-(p-q) V_{[X, Y]}^{2} \tag{2.4}
\end{equation*}
$$

On the other hand, implying the Cauchy inequality, we obtain

$$
\begin{align*}
{\left[u^{2}-(p\right.} & \left.-q) V_{[X]}^{2}\right]^{1 / 2}\left[v^{2}-(p-q) V_{[Y]}^{2}\right]^{1 / 2} \\
& =\left[\left(u^{2}-p V_{[X]}^{2}\right)+q V_{[X]}^{2}\right]^{1 / 2}\left[\left(v^{2}-p V_{[Y]}^{2}\right)+q V_{[Y]}^{2}\right]^{1 / 2} \\
& \geq\left(u^{2}-p V_{[X]}^{2}\right)^{1 / 2}\left(v^{2}-p V_{[Y]}^{2}\right)^{1 / 2}+q V_{[X]} V_{[Y]} . \tag{2.5}
\end{align*}
$$

Combining (2.4) and (2.5), we get that

$$
\begin{equation*}
u v-p V_{[X, Y]}^{2}+q V_{[X, Y]}^{2} \geq\left(u^{2}-p V_{[X]}^{2}\right)^{1 / 2}\left(v^{2}-p V_{[Y]}^{2}\right)^{1 / 2}+q V_{[X]} V_{[Y]} \tag{2.6}
\end{equation*}
$$

Rearranging (2.6), the desired (2.2) follows.
From the conditions of equalities (2.4) and (2.5), we obtain that equality (2.2) holds if and only if the hyperplane $\pi_{[X]} \| \pi_{[Y]}$ and $v V_{[X]}=u V_{[Y]}$.

When $q=0$, we get the following inequality which is analogous to the Aczél inequality.

Corollary 1. Under the hypotheses of Theorem 2.2, we have that

$$
\left(u^{2}-p V_{[X]}^{2}\right)\left(v^{2}-p V_{[Y]}^{2}\right) \leq\left(u v-p V_{[X, Y]}^{2}\right)^{2}
$$

with equality holds if and only if the hyperplane $\pi_{[X]} \| \pi_{[Y]}$ and $v V_{[X]}=u V_{[Y]}$.

## 3. Some Results Involving Two Simplices

The quantity relations involving two simplices have been an interesting subject. The well-known Neuberg-Pedoe inequality is the first inequality involving two triangles [20]. Following Pedoe, a number of inequalities for two simplices have been established (see [15], [21], and [29]). Yang and Zhang in [28] generalized the Neuberg-Pedoe inequality to $R^{n}$. In [28] Yang and Zhang effectively applied the well-known Cayley-Menger determinant to obtain their elegant result.

Let $\mathcal{A}=\left\{A_{0}, A_{1}, \ldots, A_{m}\right\}(m \geq n)$ be a set of points in $R^{n}$, and let $\rho_{i j}=$ $\left\|A_{i} A_{j}\right\|(0 \leq i, j \leq m)$, then the Cayley-Menger determinant (see [2]) of $\mathcal{A}$ is defined by

$$
M(\mathcal{A})=\left|\begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & 0 & \rho_{01}^{2} & \cdots & \rho_{0 m}^{2} \\
1 & \rho_{10}^{2} & 0 & \cdots & \rho_{1 m}^{2} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
1 & \rho_{m 1}^{2} & \rho_{m 2}^{2} & \cdots & 0
\end{array}\right|
$$

When $\mathcal{A}$ is the vertex set of an $n$-simplex (i.e., $m=n$ ) with volume $V$, there is a famous result which combines the Cayley-Menger determinant with the volume of simplex as follows (see [28]):

$$
V^{2}=\frac{(-1)^{n} M(\mathcal{A})}{2^{n+1} n!^{2}}
$$

Now we introduce the mixed Cayley-Menger determinant of two point sets as follows.
Definition 2. Suppose $\mathcal{A}=\left\{A_{0}, A_{1}, \ldots, A_{m}\right\}$ and $\mathcal{B}=\left\{B_{0}, B_{1}, \ldots, B_{m}\right\} \quad(m \geq n)$ are two point sets in $R^{n}$ and $d_{i j}=\overrightarrow{A_{i} B_{j}}(0 \leq i, j \leq m)$. Let

$$
M(\mathcal{A}, \mathcal{B})=\left\lvert\, \begin{array}{llll}
0 & 1 & \cdots & 1  \tag{3.1}\\
1 & & & d_{i j}^{2} \\
\vdots & & \left.\right|_{0 \leq i, j \leq m} \\
1 &
\end{array}\right.
$$

Then $M(\mathcal{A}, \mathcal{B})$ is called the mixed Cayley-Menger determinant of the point sets $\mathcal{A}$ and $\mathcal{B}$.

For the point set $\mathcal{A}=\left\{A_{0}, A_{1}, \ldots, A_{m}\right\}(m \geq n)$, let $a_{i}={\overrightarrow{A_{0} A_{i}}}_{i}(i=1,2, \ldots, m)$. We call $X=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ the edge-vector set of $\mathcal{A}$ at $A_{0}$. There is a relationship between the mixed Cayley-Menger determinant $M(\mathcal{A}, \mathcal{B})$ and the mixed volume of two edge-vector sets as follows.

Theorem 3.1. Let $M(\mathcal{A}, \mathcal{B})$ be the mixed Cayley-Menger determinant of two point sets $\mathcal{A}=\left\{A_{0}, A_{1}, \ldots, A_{m}\right\}$ and $\mathcal{B}=\left\{B_{0}, B_{1}, \ldots, B_{m}\right\}(m \geq n)$ in $R^{n}$, let $X$ and $Y$ be two edge-vector sets of $\mathcal{A}$ at $A_{0}$ and $\mathcal{B}$ at $B_{0}$, respectively, and let $V_{[X, Y]}$ be the mixed volume of $X$ and $Y$. Then

$$
\begin{equation*}
|M(\mathcal{A}, \mathcal{B})|=2^{m+1} V_{[X, Y]}^{2} . \tag{3.2}
\end{equation*}
$$

Proof. For convenience, we denote $a_{0}=\overrightarrow{A_{0} A_{0}}$ and $b_{0}=\overrightarrow{B_{0} B_{0}}$. According to the definition of determinant $M(\mathcal{A}, \mathcal{B})$, we have

$$
\begin{aligned}
& =\left|\begin{array}{ccc}
0 & 1 & \ldots \\
1 & & 1 \\
\vdots & & \boxed{-2\left\langle a_{i}, b_{j}\right\rangle} \\
1 & &
\end{array}\right|=(-2)^{m+1}\left|\begin{array}{cccc}
0 & -1 & \ldots & -1 \\
1 & & & \\
\vdots & & \left\langle a_{i}, b_{j}\right\rangle \\
1 & &
\end{array}\right| \\
& =\operatorname{det}\left(\left\langle a_{i}, b_{j}\right\rangle\right)_{0 \leq i, j \leq m}+(-2)^{m+1}\left|\begin{array}{cccc}
0 & -1 & \cdots & -1 \\
1 & & & \\
\vdots & & \left\langle a_{i}, b_{j}\right\rangle \\
1 & &
\end{array}\right| \\
& =(-2)^{m+1}\left|\begin{array}{cccc}
1 & -1 & \cdots & -1 \\
1 & & & \\
\vdots & & \left\langle a_{i}, b_{j}\right\rangle &
\end{array}\right| \\
& =(-2)^{m+1}\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
1 & & \\
\vdots & & \left\langle a_{i}, b_{j}\right\rangle+1 \\
1 & &
\end{array}\right|_{1 \leq i, j \leq m}
\end{aligned}
$$

$$
\begin{aligned}
& =(-2)^{m+1}\left|\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
1 & & \left\langle\left\langle a_{i}, b_{j}\right\rangle\right. \\
\vdots &
\end{array}\right|_{1 \leq i, j \leq m} \\
& 1
\end{aligned}
$$

According to the definition of the mixed volume $V_{[X, Y]}$, we can get (3.2).
Corollary 2. Under the hypotheses of Theorem 3.1, if $m \geq n+1$, then $M(\mathcal{A}, \mathcal{B})=0$.

From Theorem 3.1, and noting the volume formula of a simplex, we obtain the following theorem immediately.

Theorem 3.2. Let $\mathcal{A}=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$ and $\mathcal{B}=\left\langle B_{0}, B_{1}, \ldots, B_{n}\right\rangle$ be two $n$-simplices with the volumes $V_{\mathcal{A}}$ and $V_{\mathcal{B}}$ in $R^{n}$. Then

$$
\begin{equation*}
|M(\mathcal{A}, \mathcal{B})|=2^{n+1} n!^{2} V_{\mathcal{A}} V_{\mathcal{B}} \tag{3.3}
\end{equation*}
$$

Let $\mathcal{A}=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$ and $\mathcal{B}=\left\langle B_{0}, B_{1}, \ldots, B_{n}\right\rangle$ be two $n$-simplices in $R^{n}$ and let $d_{i j}={\overrightarrow{A_{i} B_{j}}}^{(0 \leq i, j \leq n) \text {. Then the matrix }}$

$$
D(\mathcal{A}, \mathcal{B})=\left(d_{i j}^{2}\right)_{(n+1) \times(n+1)}
$$

is called the mixed distance matrix of $\mathcal{A}$ and $\mathcal{B}$.
When $m=n$, let $\mathcal{A}=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$ be an $n$-simplex, and let $a_{i}=\overrightarrow{A_{0} A_{i}}(i=$ $1, \ldots, n)$. Then $X=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ is the edge-vector set of the simplex $\mathcal{A}$ at vertex $A_{0}$.

Theorem 3.3. Let $R_{\mathcal{A}}$ and $R_{\mathcal{B}}$ be the circumradius of two $n$-simplices $\mathcal{A}$ and $\mathcal{B}$ in $R^{n}$, let $X$ and $Y$ be two edge-vector sets of $\mathcal{A}$ at $A_{0}$ and $\mathcal{B}$ at $B_{0}$, respectively, and let $V_{[X, Y]}$ be the mixed volume of $X$ and $Y$. Then

$$
\begin{equation*}
|\operatorname{det} D(\mathcal{A}, \mathcal{B})|=\frac{1}{2^{n+1}}\left|R_{\mathcal{A}}^{2}+R_{\mathcal{B}}^{2}-d^{2}\right| V_{[X, Y]}^{2} \tag{3.4}
\end{equation*}
$$

where $d={\overrightarrow{O_{\mathcal{A}} O}}_{\mathcal{B}}$, here, $O_{\mathcal{A}}$ and $O_{\mathcal{B}}$ are the circumcenters of $\mathcal{A}$ and $\mathcal{B}$, respectively.
Proof. Let $\mathbb{A}=\left\{O_{\mathcal{B}}, A_{0}, \ldots, A_{n}\right\}$ and $\mathbb{B}=\left\{O_{\mathcal{A}}, B_{0}, \ldots, B_{n}\right\}$ be two $(n+2)$ points sets. According to Corollary 2, we get

$$
M(\mathbb{A}, \mathbb{B})=\left\lvert\, \begin{array}{ccccc}
0 & 1 & 1 & \cdots & 1 \\
1 & d^{2} & R_{\mathcal{B}}^{2} & \cdots & R_{\mathcal{B}}^{2} \\
1 & R_{\mathcal{A}}^{2} & & & \\
\vdots & \vdots & & d_{i j}^{2} & \left.\right|_{0 \leq i, j \leq n}=0 . \\
1 & R_{\mathcal{A}}^{2} & & & \\
&
\end{array}{ }=0\right.
$$

Using the properties of the determinant, we can get

$$
\left(d^{2}-R_{\mathcal{A}}^{2}-R_{\mathcal{B}}^{2}\right) M(\mathcal{A}, \mathcal{B})-\operatorname{det} D(\mathcal{A}, \mathcal{B})=0
$$

Applying Theorem 3.2, (3.4) follows.
Corollary 3. Let $\mathcal{A}$ and $\mathcal{B}$ be two $n$-simplices inscribing a unit sphere. Then

$$
\begin{equation*}
\frac{|\operatorname{det} D(\mathcal{A}, \mathcal{B})|}{V_{[X, Y]}^{2}}=2^{n+2} \tag{3.5}
\end{equation*}
$$

For a $k$-simplex $\mathcal{A}=\left\langle A_{0}, A_{1}, \ldots, A_{k}\right\rangle$ with $k$-dimensional volume $V$, let

$$
\delta_{i j}=\frac{1}{2}\left(\left\|A_{0} A_{i}\right\|^{2}+\left\|A_{0} A_{j}\right\|^{2}-\left\|A_{i} A_{j}\right\|^{2}\right) \quad(1 \leq i, j \leq k)
$$

Then there is the following useful formula:

$$
V=\frac{1}{k!} \operatorname{det}\left(\delta_{i j}\right)_{1 \leq i, j \leq k}
$$

Now we give a generalization of this formula involving two simplices.
Theorem 3.4. Let $\mathcal{A}=\left\langle A_{0}, A_{1}, \ldots, A_{k}\right\rangle$ and $\mathcal{B}=\left\langle A_{0}, B_{1}, \ldots, B_{k}\right\rangle$ be two $k$-simplices which have a common vertex $A_{0}$, with $k$-dimensional volumes $V_{\mathcal{A}}$ and $V_{\mathcal{B}}$, respectively. Put

$$
q_{i j}=\frac{1}{2}\left(\left\|A_{0} A_{i}\right\|^{2}+\left\|A_{0} B_{j}\right\|^{2}-\left\|A_{i} B_{j}\right\|^{2}\right) \quad i, j \in\{1,2, \ldots, k\}
$$

Then

$$
\begin{equation*}
\operatorname{det}\left(q_{i j}\right)_{k \times k} \leq k!^{2} V_{\mathcal{A}} V_{\mathcal{B}} \tag{3.6}
\end{equation*}
$$

with equality holds if and only if the hyperplane $\pi_{A_{k}} \| \pi_{B_{k}}$, where $\pi_{A_{k}}$ is the hyperplane containing $A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{k}}\left(0 \leq i_{1}, \ldots, i_{k} \leq k\right)$. In particular, when $k=n$, then

$$
\begin{equation*}
\operatorname{det}\left(q_{i j}\right)_{n \times n}=n!^{2} V_{\mathcal{A}} V_{\mathcal{B}} \tag{3.7}
\end{equation*}
$$

Proof. Taking $x_{i}=\overrightarrow{A_{0} A_{i}}, \quad y_{i}={\overrightarrow{A_{0} B}}_{i}(i=1,2, \ldots, k)$ in Theorem 2.1 and noting that

$$
\left\langle x_{i}, y_{j}\right\rangle=\left\|x_{i}\right\|\left\|y_{j}\right\| \cos \alpha_{i j}=q_{i j}
$$

where $\alpha_{i j}$ is the angle between $x_{i}$ and $y_{j}$, the desired (3.6) follows.
From the condition of Theorem 2.1, we obtain (3.7).

## 4. The Vertex Angles of Simplices and the Sine Theorem

For an $n$-simplex $\Omega=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$, let $\Omega_{i}=\left\langle A_{0}, \ldots, A_{i-1}, A_{i+1} \ldots, A_{n}\right\rangle$ be its ( $n-1$ )-dimensional facet whose area is $S_{i}$, with $h_{i}$ the altitude of $\Omega$ from the vertex $A_{i}(i=0,1, \ldots, n)$ and $\varphi_{i j}$ the internal dihedral angle between $\Omega_{i}$ and $\Omega_{j}$. Paper [1] introduces the concept of the vertex angle of a simplex.

Bartoš in [1] gave the definition of the vertex angles of an $n$-dimensional simplex as follows:

Suppose that $\left\{e_{0}, e_{1}, \ldots, e_{n}\right\}$ is the set of the unit outer normal vector offacets of $\Omega$. The vertex angle at $A_{i}$ can be defined by

$$
\varphi_{i}=\arcsin \operatorname{det}\left(e_{0}, \ldots, e_{i-1}, e_{i+1}, \ldots, e_{n}\right) \quad(i=0,1, \ldots, n)
$$

Bartoš established the following sine theorem based on his definition (see [1]).

## Theorem 4.1.

$$
\begin{equation*}
S_{0} \cdots S_{i-1} S_{i+1} \cdots S_{n} \sin \varphi_{i}=\frac{(n V)^{n-1}}{(n-1)!} \quad(i=0,1, \ldots, n) \tag{4.1}
\end{equation*}
$$

The above sine theorem has reappeared several times in different forms and different proofs. Quite recently, it played an important role in the investigation of geometric inequalities (see [5], [14], and [24]).

In this section we give a new and simple proof of the sine theorem by applying Theorem 2.1.

Proof of Theorem 4.1. Let

$$
\begin{aligned}
X & =\left\{{\left.\overrightarrow{A_{i} A_{0}}, \ldots, \vec{A}_{i} \vec{A}_{i-1}, \vec{A}_{i} \vec{A}_{i+1}, \ldots, \overrightarrow{A_{i} A_{n}}\right\}}^{Y}=\left\{e_{0}, \ldots, e_{i-1}, e_{i+1}, \ldots, e_{n}\right\} \quad(i=0,1, \ldots, n),\right.
\end{aligned}
$$

noting that

$$
\left\langle\overrightarrow{A_{i} A_{j}}, e_{k}\right\rangle=\delta_{j k}\left( \pm h_{j}\right) \quad(j, k \neq i)
$$

where

$$
\delta_{j k}= \begin{cases}1, & j=k \\ 0, & j \neq k\end{cases}
$$

Then

$$
\begin{gathered}
V_{[X, Y]}^{2}=\left|\operatorname{det}\left(\left\langle{\overrightarrow{A_{i}} A_{j}}^{2}, e_{k}\right\rangle\right)_{j, k \neq i}\right|=h_{0} \cdots h_{i-1} h_{i+1} \cdots h_{n}, \\
V_{[X]} V_{[Y]}=n!V \sin \varphi_{i} .
\end{gathered}
$$

Employing Theorem 2.1,

$$
n!V \sin \varphi_{i}=h_{0} \cdots h_{i-1} h_{i+1} \cdots h_{n}=\frac{(n V)^{n}}{S_{0} \cdots S_{i-1} S_{i+1} \cdots S_{n}}
$$

The proof is finished.
In [12] Leng and Zhang introduced the concept of $k$-order vertex angles of an $n$ simplex $\Omega=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$ in $R^{n}$ as follows:

Suppose that $\left\{e_{0}, e_{1}, \ldots, e_{n}\right\}$ is the set of the unit outer normal vector of facets of $\Omega$. Let $e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{k}}\left(0 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n\right)$ be $k$ vectors among this set. We call

$$
\theta_{i_{1} i_{2} \cdots i_{k}}=\arcsin \sqrt{\operatorname{det}\left(\left\langle e_{i_{r}}, e_{i_{s}}\right\rangle\right)_{k \times k}}, \quad i_{r}, i_{s} \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}
$$

the $k$-order vertex angle at vertex set $\left\{A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{k}}\right\}$ of $\Omega$.
Paper [26] extended the concept of the $k$-order vertex angles of a simplex to two simplices, and introduced the concept of the $k$-order mixed vertex angles of two simplices.

Let $\Omega=\left\langle A_{0}, A_{1}, \ldots, A_{n}\right\rangle$ and $\Omega^{\prime}=\left\langle A_{0}^{\prime}, A_{1}^{\prime}, \ldots, A_{n}^{\prime}\right\rangle$ denote two $n$-simplices in $R^{n}$, and let $\Omega_{i}=\left\langle A_{0}, \ldots, A_{i-1}, A_{i+1}, \ldots, A_{n}\right\rangle$ and $\Omega_{i}^{\prime}=\left\langle A_{0}^{\prime}, \ldots, A_{i-1}^{\prime}, A_{i+1}^{\prime} \ldots, A_{n}^{\prime}\right\rangle$ be their $(n-1)$-dimensional facets $(i=0,1, \ldots, n)$, respectively.

Definition 3. Suppose that $\left\{e_{0}, e_{1}, \ldots, e_{n}\right\}$ and $\left\{e_{0}^{\prime}, e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right\}$ are two sets of the unit outer normal vector of facets of two simplices $\Omega$ and $\Omega^{\prime}$, respectively. Let

$$
\tilde{\theta}_{i_{1} i_{2} \cdots i_{k}}=\arcsin \sqrt{\left|\operatorname{det}\left(\left\langle e_{i_{r}}, e_{i_{s}}^{\prime}\right\rangle\right)_{k \times k}\right|}, \quad i_{r}, i_{s} \in\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} .
$$

We call $\tilde{\theta}_{i_{1} i_{2} \cdots i_{k}}$ the $k$-order mixed vertex angle at the vertex set $\left\{A_{i_{1}}, A_{i_{2}}, \ldots, A_{i_{k}}\right\}$ of $\Omega$ and the vertex set $\left\{A_{i_{1}}^{\prime}, A_{i_{i}}^{\prime}, \ldots, A_{i_{k}}^{\prime}\right\}$ of $\Omega^{\prime}$. In particular, $\widetilde{\varphi}_{i j}$ denotes the mixed internal dihedral angle between $\Omega_{i}$ and $\Omega_{j}^{\prime}$, and $\widetilde{\varphi}_{i}$ denotes the $n$-order mixed vertex angle at the vertices $A_{i}$ and $A_{i}^{\prime}$.

It is easy to see that the $k$-order mixed vertex angles are just $k$-order vertex angles when $\Omega=\Omega^{\prime}$.

For $k$-order mixed vertex angles, we establish the following inequalities.

## Theorem 4.2.

$$
\begin{equation*}
\sin ^{2} \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \leq \sin \theta_{i_{1} i_{2} \cdots i_{k}} \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime} \tag{4.2}
\end{equation*}
$$

with equality holds if and only if the hyperplane $\pi_{k} \| \pi_{k^{\prime}}$, where $\pi_{k}$ is the hyperplane containing $\left\{e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{k}}\right\}$.

Proof. Taking $x_{i}=e_{i}, y_{i}=e_{i}^{\prime}\left(i=i_{1}, i_{2}, \ldots, i_{k}\right)$ in Theorem 2.1, we obtain the proof of the theorem.

Using the known fact (see [8]),

$$
\prod_{0 \leq i_{1}<\cdots<i_{k} \leq n} \sin \theta_{i_{1} i_{2} \cdots i_{k}} \leq\left[\frac{(n+1)^{k}}{(k+1)^{n}}\right]^{((n+1) / n) C_{n}^{k}}
$$

with equality holds if and only if $\Omega$ is regular.
From (4.2) and the above inequality, we obtain the following corollary:

## Corollary 4.

$$
\prod_{0 \leq i_{1}<\cdots<i_{k} \leq n} \sin \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \leq\left[\frac{(n+1)^{k}}{(k+1)^{n}}\right]^{((n+1) / n) C_{n}^{k}}
$$

with equality holds if and only if all the hyperplanes $\pi_{k} \| \pi_{k^{\prime}}$ and $\Omega$ and $\Omega^{\prime}$ are regular.

## Theorem 4.3.

$$
\begin{equation*}
\cos ^{2} \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \geq \cos \theta_{i_{1} i_{2} \cdots i_{k}} \cos \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime} \tag{4.3}
\end{equation*}
$$

with equality holds if and only if the hyperplane $\pi_{k} \| \pi_{k^{\prime}}$ and $\theta_{i_{1} i_{2} \cdots i_{k}}=\theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$ or $\theta_{i_{1} i_{2} \cdots i_{k}}=\pi-\theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$.

Proof. Let $u=v=p=1, q=0$, then taking $x_{i}=e_{i}, y_{i}=e_{i}^{\prime}\left(i=i_{1}, i_{2}, \ldots, i_{k}\right)$ in Theorem 2.2, the desired proof of Theorem 4.3 is finished.

Theorem 4.4. Let $\widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}}$ be a $k$-order mixed vertex angle of two $n$-simplices $\Omega$ and $\Omega^{\prime}$, and let $m_{0}, m_{1}, \ldots, m_{n}$ be $n+1$ real positive constants. Then

$$
\begin{equation*}
\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n}\left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \leq \frac{(n-1)!}{k!(n-k)!n^{k-1}}\left(\sum_{i=0}^{n} m_{i}\right)^{k} \tag{4.4}
\end{equation*}
$$

Equality (4.4) occurs if and only if all the hyperplanes $\pi_{k} \| \pi_{k^{\prime}}, \sin \theta_{i_{1} i_{2} \cdots i_{k}}=$ $c \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$ (where $0 \leq c \leq 1$ ), and all the following equalities hold:

$$
\begin{equation*}
\frac{m_{t}}{\sum_{i=0}^{n} m_{i}}=\frac{\cos \varphi_{r s}}{n\left(\cos \varphi_{r s}+\cos \varphi_{r t} \cos \varphi_{s t}\right)}=\frac{\cos \varphi_{r s}^{\prime}}{n\left(\cos \varphi_{r s}^{\prime}+\cos \varphi_{r t}^{\prime} \cos \varphi_{s t}^{\prime}\right)} \tag{4.5}
\end{equation*}
$$

(where $0 \leq r, s, t \leq n$, and $r, s, t$ are pairwise unequal). In particular, the equality holds when all the hyperplanes $\pi_{k} \| \pi_{k^{\prime}}, \sin \theta_{i_{1} i_{2} \cdots i_{k}}=c \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$ (where $0 \leq c \leq 1$ ), $\Omega$ and $\Omega^{\prime}$ are regular, and $m_{0}=m_{1}=\cdots=m_{n}$.

Proof. Let $A$ be the metric matrix of $\Omega$, that is,

$$
A=\left(\left\langle e_{i}, e_{j}\right\rangle\right)_{i, j=0}^{n}=\left(\begin{array}{cccc}
1 & & -\cos \varphi_{i j} & \\
& 1 & & \\
& & \ddots & \\
-\cos \varphi_{i j} & & 1
\end{array}\right)_{(n+1) \times(n+1)}
$$

Then $A$ is a positive semi-definite symmetric matrix of rank $n$ [28].
Let

$$
C=\left(\begin{array}{cccc}
m_{0} & & -\sqrt{m_{i} m_{j}} \cos \varphi_{i j} & \\
& m_{1} & & \\
& & \ddots & m_{n}
\end{array}\right)_{(n+1) \times(n+1)}
$$

Since the matrix $C$ has the form $D A D$ where $D$ is diagonal with diagonal entries $\sqrt{m_{i}}, C$ is a positive semi-definite symmetric matrix. It is easy to see that the rank of $C$ is $n$. So one of the eigenvalues of $C$ is zero, and the remaining $n$ eigenvalues are positive. Without loss of generality, we assume that $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n-1}$ are positive eigenvalues of $C$, and $\lambda_{n}$ is a zero eigenvalue of $C$.

Let $E_{k}(C)$ be the sum of all the $k \times k$ principal minors of $C$, and let $S_{k}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right)$ be the $k$ th elementary symmetric polynomial of the eigenvalues $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}$.

According to the fairly well-known fact

$$
E_{k}(C)=S_{k}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right)
$$

(see $(1.2,10)$ of $[9])$, Maclaurin's inequality, and noting $\lambda_{n}=0$, we have

$$
\begin{aligned}
\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n} & \left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \theta_{i_{1} i_{2} \cdots i_{k}} \\
& =E_{k}(C)=S_{k}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right)=S_{k}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n-1}\right) \\
& \leq\left[S_{1}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n-1}\right) /\binom{n}{1}\right]^{k}\binom{n}{k} \\
& =\left[S_{1}\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n}\right) /\binom{n}{1}\right]^{k}\binom{n}{k} \\
& =\left[E_{1}(C) /\binom{n}{1}\right]^{k}\binom{n}{k}=\left(\frac{1}{n} \sum_{i=1}^{n} m_{i}\right)^{k}\binom{n}{k}
\end{aligned}
$$

It is clear that the above equality holds if and only if

$$
\lambda_{0}=\lambda_{1}=\cdots=\lambda_{n-1}=\frac{1}{n} \operatorname{tr} C=\frac{1}{n} \sum_{i=0}^{n} m_{i}
$$

Let

$$
B=\left(\frac{1}{n} \sum_{i=0}^{n} m_{i}\right) I_{n+1}-C, \quad \text { where } \quad I_{n+1} \text { is an }(n+1) \times(n+1) \text { unit matrix. }
$$

This is equivalent to saying that the matrix $B$ has a non-zero eigenvalue $(1 / n) \sum_{i=0}^{n} m_{i}$ and $n$ zero eigenvalues, namely, the rank of $B$ is 1 , this is also equivalent to saying that $n+1$ row vectors of $B$ are collinear. Equivalently,

$$
\frac{(1 / n) \sum_{i=0}^{n} m_{i}-m_{r}}{\sqrt{m_{r} m_{t}} \cos \varphi_{r t}}=\frac{\sqrt{m_{r} m_{t}} \cos \varphi_{r t}}{(1 / n) \sum_{i=0}^{n} m_{i}-m_{t}}=\frac{\sqrt{m_{r} m_{s}} \cos \varphi_{r s}}{\sqrt{m_{s} m_{t}} \cos \varphi_{s t}}
$$

(where $0 \leq r, s, t \leq n$, and $r, s, t$ are pairwise unequal). Rearranging this, we obtain

$$
\frac{m_{t}}{\sum_{i=0}^{n} m_{i}}=\frac{\cos \varphi_{r s}}{n\left(\cos \varphi_{r s}+\cos \varphi_{r t} \cos \varphi_{s t}\right)}
$$

Similarly,

$$
\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n}\left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime} \leq\left(\frac{1}{n} \sum_{i=1}^{n} m_{i}\right)^{k}\binom{n}{k} .
$$

The equality holds if and only if

$$
\frac{m_{t}}{\sum_{i=0}^{n} m_{i}}=\frac{\cos \varphi_{r s}^{\prime}}{n\left(\cos \varphi_{r s}^{\prime}+\cos \varphi_{r t}^{\prime} \cos \varphi_{s t}^{\prime}\right)}
$$

where $0 \leq r, s, t \leq n$, and $r, s, t$ are pairwise unequal). Using Theorem 3.2 and Cauchy's inequality, we get

$$
\left.\begin{array}{rl}
\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n} & \left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \\
& \leq \sum_{0 \leq i_{1}<\cdots<i_{k} \leq n}\left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin \theta_{i_{1} i_{2} \cdots i_{k}} \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime} \\
& \leq\left[\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n}\left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \theta_{i_{1} i_{2} \cdots i_{k}}\right]^{1 / 2} \\
& \times\left[\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n}\left(\prod_{1 \leq j \leq k} m_{i_{j}}\right) \sin ^{2} \theta_{i_{1}}^{\prime} i_{1} \cdots i_{2}\right.
\end{array}\right]^{1 / 2} .
$$

Meanwhile, we obtain that equality (4.4) holds if and only if the hyperplane $\pi_{k} \| \pi_{k^{\prime}}$, $\sin \theta_{i_{1} i_{2} \cdots i_{k}}=c \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$ (where $0 \leq c \leq 1$ ), and all the equalities in(4.5) hold.

In particular, when $m_{0}=m_{1}=\cdots=m_{n}$ and $\Omega$ and $\Omega^{\prime}$ are regular, noting $\cos \varphi_{r s}=$ $\cos \varphi_{r s}^{\prime}=(1 / n)(r \neq s),(4.5)$ obviously hold.

From Theorem 4.4, we can easily derive the following interesting inequalities for the mixed vertex angles of two $n$-simplices.

Corollary 5. Let $\widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}}$ be a $k$-order mixed vertex angle of two $n$-simplices $\Omega$ and $\Omega^{\prime}$, then

$$
\sum_{0 \leq i_{1}<\cdots<i_{k} \leq n} \sin ^{2} \widetilde{\theta}_{i_{1} i_{2} \cdots i_{k}} \leq \frac{n!}{k!(n-k)!}\left(1+\frac{1}{n}\right)^{k}
$$

with equality holds if and only if all the hyperplanes $\pi_{k} \| \pi_{k^{\prime}}, \sin \theta_{i_{1} i_{2} \cdots i_{k}}=c \sin \theta_{i_{1} i_{2} \cdots i_{k}}^{\prime}$ (where $0 \leq c \leq 1$ ), and $\Omega$ and $\Omega^{\prime}$ are regular.

Corollary 6. Let $\widetilde{\varphi}_{i j}$ be the mixed internal dihedral angle between $(n-1)$-dimensional facets $\Omega_{i}$ and $\Omega_{j}^{\prime}$. Then

$$
\sum_{0 \leq i<j \leq n} m_{i} m_{j} \sin ^{2} \widetilde{\varphi}_{i j} \leq \frac{n-1}{2 n}\left(\sum_{i=1}^{n} m_{i}\right)^{2}
$$

with equality holds if and only if all the hyperplanes $\pi_{\left[e_{i}, e_{j}\right]} \| \pi_{\left[e_{i}^{\prime}, e_{j}^{\prime}\right]}, \sin \varphi_{i, j}=c \sin \varphi_{i, j}^{\prime}$, and condition (4.5) holds.

Corollary 7. Under the conditions of Corollary 6, we have

$$
\sum_{0 \leq i<j \leq n} \sin ^{2} \widetilde{\varphi}_{i j} \leq \frac{(n+1)\left(n^{2}-1\right)}{2 n}
$$

with equality holds if and only if all the hyperplanes $\pi_{\left[e_{i}, e_{j}\right]} \| \pi_{\left[e_{i}^{\prime}, e_{j}^{\prime}\right]}, \sin \varphi_{i, j}=c \sin \varphi_{i, j}^{\prime}$, and $\Omega$ and $\Omega^{\prime}$ are regular.

Corollary 8. Let $\widetilde{\varphi}_{i}(i=0,1, \ldots, n)$ be the mixed vertex angles of $\Omega$ and $\Omega^{\prime}$. Then

$$
\sum_{i=0}^{n} \sin ^{2} \widetilde{\varphi}_{i} \leq\left(1+\frac{1}{n}\right)^{n}
$$

with equality holds if and only if all the hyperplanes $\Omega_{i} \| \Omega_{i}^{\prime}$ and $\Omega$ and $\Omega^{\prime}$ are regular.

## 5. Inverse Forms of the Hadamard Inequality

Let $M=\left(m_{i j}\right)_{n \times n}$ be an $n \times n$ positive Hermitian matrix. The classical Hadamard inequality states that

$$
\operatorname{det} M \leq \prod_{i=1}^{n} m_{i i}
$$

and the equality holds if and only if $M$ is diagonal with entries $m_{i i}$.
Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a linearly independent vector set from $R^{n}$, and let $V\left(\Pi_{[X]}\right)$ be the $n$-dimensional volume of the $n$-parallelotope $\Pi_{[X]}$ which has $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ as edge-vectors, then the geometric form of the classical Hadamard inequality is as follows:

$$
\begin{equation*}
V\left(\Pi_{[X]}\right) \leq \prod_{i=1}^{n}\left\|x_{i}\right\| \tag{5.1}
\end{equation*}
$$

Let $\Pi_{\left[\hat{x}_{i}\right]}$ be the facet of $\Pi_{[X]}$ which lies in a hyperplane $\pi_{i}$ (i.e., an $(n-1)$-parallelotope which does not contain the vector $x_{i}$ ). Szasz has generalized the Hadamard inequality as follows (see [3]):

$$
\begin{equation*}
V^{n-1}\left(\Pi_{[X]}\right) \leq \prod_{i=1}^{n} V\left(\Pi_{\left[\hat{x}_{i}\right]}\right) . \tag{5.2}
\end{equation*}
$$

The equalities in (5.1) and (5.2) occur if and only if $\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ is a set of orthogonal non-zero vectors in $R^{n}$.

The other generalizations of the Hadamard inequality to the block matrices and to other types of matrices were obtained by Fisher, Johnson, Markham, Veljan, and others (see [4], [10], [11], and [13]). The estimates for the ratio $\operatorname{det} M / \prod_{i=1}^{n} m_{i i}$ were investigated by Johnson, Newman, Dixon, Reznikov, and others (see [3] and [22]). Some eigenvalues estimates of Wolkowitz and Styan could also be interpreted as estimates of det $M$ (see [25]).

Let $y_{i}$ be the orthogonal component of $x_{i}$ with respect to $\pi_{i}$. Then we call $y_{i}$ the altitude vector on $\Pi_{\left[\hat{x}_{i}\right]}(i=1,2, \ldots, n)$.

For any linearly independent vector set $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, it is easy to prove that there exists an $n$-parallelotope $\Pi_{[X]}^{*}$ which has $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ as $n$ altitude vectors (see [13]).

In [13] Leng and Zhou proved the inverse forms of the Hadamard inequality and the Szasz inequality as Theorem 5.1 following. In this paper we give a new and simple proof.

Theorem 5.1. Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a set of linearly independent vectors from $R^{n}$ and let $\Pi_{[X]}^{*}$ be an n-parallelotope which has $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ as the $n$ altitude vectors. Furthermore, let $\Pi_{\left[\hat{x}_{i}\right]}^{*}$ be the ( $n-1$ )-parallelotope which has $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}$ as $(n-1)$ altitude vectors. Then

$$
\begin{gather*}
V\left(\Pi_{[X]}^{*}\right) \geq \prod_{i=1}^{n}\left\|x_{i}\right\|  \tag{5.3}\\
V^{n-1}\left(\Pi_{[X]}^{*}\right) \geq \prod_{i=1}^{n} V\left(\Pi_{\left[\hat{x}_{i}\right]}^{*}\right) \tag{5.4}
\end{gather*}
$$

The equalities in (5.3) and (5.4) occur if and only if $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a set of orthogonal non-zero vectors in $R^{n}$.

To prove Theorem 5.1, we first prove the following lemma.
Lemma 5.2. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}(k \leq n)$ be a set of linearly independent vectors from $R^{n}$, and let $\Pi_{[X]}$ and $\Pi_{[X]}^{*}$ be as in Theorem 5.1. Then

$$
\begin{equation*}
V\left(\Pi_{[X]}\right) V\left(\Pi_{[X]}^{*}\right)=\left(\prod_{i=1}^{k}\left\|x_{i}\right\|\right)^{2} \tag{5.5}
\end{equation*}
$$

where $V\left(\Pi_{[X]}\right)$ and $V\left(\Pi_{[X]}^{*}\right)$ are $k$-dimensional volumes in $R^{n}$.
Proof. Let $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ be the set of $k$ edge-vectors of $\Pi_{[X]}^{*}$, namely, $\Pi_{[X]}^{*}=$ $\Pi_{[Y]}$. According to the definition of $\Pi_{[X]}^{*}$, we have

$$
\left\langle x_{i}, y_{j}\right\rangle=\delta_{i j}\left\|x_{i}\right\|^{2}, \quad \text { where } \quad \delta_{i j}= \begin{cases}1, & i=j \\ 0, & i \neq j\end{cases}
$$

It is easy to see that

$$
\begin{gathered}
V_{[X, Y]}^{2}=\left|\operatorname{det}\left(\left\langle x_{i}, y_{j}\right\rangle\right)_{k \times k}\right|=\prod_{i=1}^{k}\left\|x_{i}\right\|^{2} \\
V\left(\Pi_{[X]}\right) V\left(\Pi_{[X]}^{*}\right)=V_{[X]} V_{[Y]}
\end{gathered}
$$

Obviously, two vector sets $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ lie in a common $k$-dimensional hyperplane. Using the condition of equality in (2.1), the proof is completed.

Proof of Theorem 5.1. Taking $k=n$ in Lemma 5.2 and employing inequality (5.1), we obtain

$$
\left(\prod_{i=1}^{n}\left\|x_{i}\right\|\right)^{2}=V\left(\Pi_{[X]}^{*}\right) V\left(\Pi_{[X]}\right) \leq V\left(\Pi_{[X]}^{*}\right) \prod_{i=1}^{n}\left\|x_{i}\right\| .
$$

Rearranging the above inequality, (5.3) is proved.
Taking $k=n-1$ in Lemma 5.2, i.e., applying Lemma 5.2 to set $\left\{x_{1}, \ldots, x_{i-1}, x_{i+1}\right.$, $\left.\ldots, x_{n}\right\}$, we get

$$
V\left(\Pi_{\left[\hat{x}_{i}\right]}^{*}\right) V\left(\Pi_{\left[\hat{x}_{i}\right]}\right)=\prod_{\substack{j=1 \\ j \neq i}}^{n}\left\|x_{i}\right\|^{2}
$$

It follows that

$$
\prod_{i=1}^{n} V\left(\Pi_{\left[\hat{x}_{i}\right]}^{*}\right) V\left(\Pi_{\left[\hat{x}_{i}\right]}\right)=\left(\prod_{i=1}^{n}\left\|x_{i}\right\|\right)^{2(n-1)}=V^{n-1}\left(\Pi_{[X]}^{*}\right) V^{n-1}\left(\Pi_{[X]}\right)
$$

Applying inequality (5.2), then (5.4) follows.
In succession, we carry on studing the estimation of the volumes of parallelotopes.
For the given $n$-parallelotope $\Pi_{[X]}$ which has $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ as edge vectors, let $\Pi_{\left[\hat{x}_{i}\right]}$ be the facet of $\Pi_{[X]}$ which lies in a hyperplane $\pi_{i}$, let $H=\left\{h_{1}, h_{2}, \ldots, h_{n}\right\}$ be $n$ altitude vectors, and let $\gamma_{i}$ be the angle between edge vector $x_{i}$ and hyperplane $\pi_{i}(1 \leq i \leq n)$. We denote the $n$-parallelotope $\Pi_{[X]}^{\perp}$ which has $h_{1}, h_{2}, \ldots, h_{n}$ as $n$ edge vectors, namely, $\Pi_{[X]}^{\perp}=\Pi_{[H]}$.

Theorem 5.3. Let n-parallelotopes $\Pi_{[X]}$ and $\Pi_{[X]}^{\perp}$ be as above, then

$$
\begin{equation*}
V\left(\Pi_{[X]}\right) V\left(\Pi_{[X]}^{\perp}\right)=\left(\prod_{i=1}^{n}\left\|x_{i}\right\| \sin \gamma_{i}\right)^{2} \tag{5.6}
\end{equation*}
$$

Proof. According to the definition of $\Pi_{[X]}^{\perp}$, we know that $h_{i} \perp \pi_{i}, \quad\left\|h_{i}\right\|=\left\|x_{i}\right\| \sin \gamma_{i}$ $(1 \leq i \leq n)$, and

$$
\left\langle h_{i}, x_{j}\right\rangle=\delta_{i j}\left\|h_{i}\right\|^{2}
$$

where $\delta_{i j}$ is as previously stated.
Similar to the proof of Lemma 5.2,

$$
V\left(\Pi_{[X]}\right) V\left(\Pi_{[X]}^{\perp}\right)=V_{[X, H]}=\prod_{i=1}^{n}\left\|h_{i}\right\|^{2}
$$

and (5.6) follows.
From Theorems 5.1 and 5.3, it is easy to obtain the following result.

Corollary 9. Under the above hypotheses, we have

$$
\begin{equation*}
V\left(\Pi_{[X]}^{\perp}\right) \leq V\left(\Pi_{[X]}\right) \leq V\left(\Pi_{[X]}^{*}\right) \tag{5.7}
\end{equation*}
$$

The equalities occur if and only if $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a set of orthogonal non-zero vectors in $R^{n}$.

To understand the ulterior relations between $\Pi_{[X]}^{*}, \Pi_{[X]}^{\perp}$, and $\Pi_{[X]}$, we define the edge-vertex angle and altitude-vertex angle of an $n$-parallelotope as follows:

Definition 4. Let $h_{i}$ be the altitude vector on $\Pi_{\left[\hat{x}_{i}\right]}(i=1,2, \ldots, n)$ of parallelotope $\Pi_{[X]}$ which has $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ as $n$ edge vectors. Let

$$
\alpha=\arcsin \sqrt{\operatorname{det}\left(\left\langle\frac{x_{i}}{\left\|x_{i}\right\|}, \frac{x_{j}}{\left\|x_{j}\right\|}\right\rangle\right)_{1 \leq i, j \leq n}}
$$

we call $\alpha$ an edge-vertex angle of the parallelotope $\Pi_{[X]}$.
Let

$$
\beta=\arcsin \sqrt{\operatorname{det}\left(\left\langle\frac{h_{i}}{\left\|h_{i}\right\|}, \frac{h_{j}}{\left\|h_{j}\right\|}\right\rangle\right)_{1 \leq i, j \leq n}}
$$

we call $\beta$ an altitude-vertex angle of the parallelotope $\Pi_{[X]}$.

## Theorem 5.4.

$$
\begin{equation*}
\operatorname{Sin} \alpha \sin \beta=\prod_{i=1}^{n} \sin \gamma_{i} \tag{5.8}
\end{equation*}
$$

Proof. Since

$$
\begin{aligned}
& V\left(\Pi_{[X]}^{\perp}\right)=\sqrt{\operatorname{det}\left(\left\langle h_{i}, h_{j}\right\rangle\right)_{n \times n}}=\sin \beta \prod_{i=1}^{n}\left\|h_{i}\right\|=\sin \beta \prod_{i=1}^{n}\left\|x_{i}\right\| \sin \gamma_{i} \\
& V\left(\Pi_{[X]}\right)=\sqrt{\operatorname{det}\left(\left\langle x_{i}, x_{j}\right\rangle\right)_{n \times n}}=\sin \alpha \prod_{i=1}^{n}\left\|x_{i}\right\|
\end{aligned}
$$

According to Theorem 5.3, the proof is completed.
Theorem 5.5. Under the above hypotheses, then

$$
\begin{align*}
& \frac{V\left(\Pi_{[X]}\right)}{V\left(\Pi_{[X]}^{*}\right)}=\sin ^{2} \alpha,  \tag{5.9}\\
& \frac{V\left(\Pi_{[X]}^{\perp}\right)}{V\left(\Pi_{[X]}^{\perp}\right)}=\sin ^{2} \beta,  \tag{5.10}\\
& \frac{V\left(\Pi_{[X]}^{\perp}\right)}{V\left(\Pi_{[X]}^{*}\right)}=\sin ^{2} \alpha \sin ^{2} \beta . \tag{5.11}
\end{align*}
$$

Proof. According to the definition of $V\left(\Pi_{[X]}\right)$, we have that

$$
V\left(\Pi_{[X]}\right)^{2}=\operatorname{det}\left(\left\langle x_{i}, x_{j}\right\rangle\right)_{n \times n}=\sin ^{2} \alpha \prod_{i=1}^{n}\left\|x_{i}\right\|^{2}
$$

Combining this with equality (5.5) in Lemma 5.2, equality (5.9) follows.
Using Theorems 5.3 and 5.4, we get that

$$
V\left(\Pi_{[X]}^{\perp}\right) V\left(\Pi_{[X]}\right)=\sin ^{2} \alpha \sin ^{2} \beta \prod_{i=1}^{n}\left\|x_{i}\right\|^{2}=\sin ^{2} \beta V\left(\Pi_{[X]}\right)^{2}
$$

Rearranging it, equality (5.10) follows.
Combining (5.9) with (5.10), we get (5.11).

At last, we study the relationship of $V\left(\Pi_{[X]} \cup \Pi_{[Y]}\right)$ and $V_{[X, Y]}$. In [16] Leng et al. introduce the concept of a parallelotope-stack.

Let $\Pi_{[X]}$ and $\Pi_{[Y]}$ be two k-parallelotopes in $R^{n}$. The union $\Pi_{[X]} \cup \Pi_{[Y]}$ is called the parallelotope-stack of $\Pi_{[X]}$ and $\Pi_{[Y]}$ if there is a hyperplane $H$ such that the two parallelotopes lie in opposite half-spaces bounded by $H$ and $H$ contains a facet of each.

Theorem 5.6. Let $X=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ be two sets of linearly independent vectors, let $\Pi_{[X]}$ and $\Pi_{[Y]}$ be the $k$-parallelotopes which takes $X$ and $Y$ as $k$ edge vectors, respectively. Suppose that $\Pi_{[X]} \cup \Pi_{[Y]}$ is the parallelotope-stack. Then

$$
\begin{equation*}
V_{[X, Y]} \leq \frac{1}{2} V\left(\Pi_{[X]} \cup \Pi_{[Y]}\right) \tag{5.12}
\end{equation*}
$$

Proof. According to the definition of parallelotope-stack $\Pi_{[X]} \cup \Pi_{[Y]}$ of $\Pi_{[X]}$ and $\Pi_{[Y]}$ in $R^{n}$, we infer

$$
V\left(\Pi_{[X]} \cup \Pi_{[Y]}\right)=V\left(\Pi_{[X]}\right)+V\left(\Pi_{[Y]}\right)
$$

On the other hand, it is easy to see that

$$
V\left(\Pi_{[X]}\right)=V_{[X]}, \quad V\left(\Pi_{[Y]}\right)=V_{[Y]}
$$

Applying Theorem 1, we obtain that

$$
V_{[X]}+V_{[Y]} \geq 2 \sqrt{V_{[X]} V_{[Y]}} \geq 2 V_{[X, Y]}
$$

and this implies (5.12).
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