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Abstract
A class of optimal three-weight [qk − 1, k + 1, qk−1(q − 1) − 1] cyclic codes over
IFq , with k ≥ 2, achieving the Griesmer bound, was presented by Heng and Yue (IEEE
Trans InfTheory62(8):4501–4513, 2016. https://doi.org/10.1109/TIT.2016.2550029).
In this paper we study some of the subfield codes of this class of optimal cyclic codes
when k = 2. The weight distributions of the subfield codes are settled. It turns out
that some of these codes are optimal and others have the best known parameters. The
duals of the subfield codes are also investigated and found to be almost optimal with
respect to the sphere-packing bound. In addition, the covering structure for the studied
subfield codes is determined. Some of these codes are found to have the important
property that any nonzero codeword is minimal, which is a desirable property that
is useful in the design of a secret sharing scheme based on a linear code. Moreover,
a specific example of a secret sharing scheme based on one of these subfield codes
is given. Finally, a class of optimal two-weight linear codes over IFq , achieving the
Griesmer bound, whose duals are almost optimal with respect to the sphere-packing
bound is presented. Through a different approach, this class of optimal two-weight
linear codes was reported very recently by Heng (IEEE Trans Inf Theory 69(2):978–
994, 2023. https://doi.org/10.1109/TIT.2022.3203380). Furthermore, it is shown that
these optimal codes can be used to construct strongly regular graphs.

A short version of this paper appeared in the Proceedings of LATIN 2022 [1].
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1 Introduction

Let IFq be the finite field with q elements. An [n, l, d] linear code, C, over IFq is an
l-dimensional subspace of IFnq with minimum Hamming distance d. It is called cyclic
if (c0, c1, . . . , cn−1) ∈ C implies (cn−1, c0, . . . , cn−2) ∈ C. Further, the linear code C
is called optimal if there is no [n, l, d ′] code with d ′ > d, and almost optimal if there
is an optimal [n, l, d + 1] code [1].

Recently, a class of optimal three-weight [qk − 1, k + 1, qk−1(q − 1) − 1] cyclic
codes over IFq achieving the Griesmer boundwas presented in [2], which generalizes a
result in [3] from k = 2 to arbitrary positive integer k ≥ 2. Further, the q0-ary subfield
codes of two families of q-ary optimal linear codes were studied in [4], with q0 being a
power of a prime such that q is in turn a power of q0 (that is, IFq0 is a proper subfield of
IFq ). Also, some basic results on subfield codes were derived and the subfield codes of
ovoid codes were determined in [5]. In addition, the subfield codes of several families
of linear codes were obtained in [6], and the subfield codes of hyperoval and conic
codes were studied in [7]. The basic idea in these last four references is to consider
the subfield code of an optimal, or almost optimal, linear code over IFq and expect the
subfield code over IFq0 to have also good parameters. In all cases, subfield codes with
very attractive parameters were found.

Thus, the first objective of this paper is to study the q0-ary subfield codes for a
subclass of the optimal three-weight cyclic codes reported in [2] and determine their
weight distributions. It turns out that the studied subfield codes also have three nonzero
weights, which is of interest as linear codes with few weights have a wide range of
applications in many research fields such as authentication codes [8], secret sharing
schemes [9–13], association schemes [14], strongly walk-regular graphs [15, 16], and
design of frequency hopping sequences [17]. Aswewill see, some of the subfield codes
are optimal and others have the best known parameters. The duals of the subfield codes
are also investigated and found to be almost optimal with respect to the sphere-packing
bound.

The second objective is to determine the covering structure for the studied subfield
codes. By means of the Ashikhmin–Barg Lemma (see [18]) we show that some of
these codes have the important property that all their nonzero codewords are minimal,
which is a desirable property that is useful in the design of a secret sharing scheme
based on a linear code. Moreover, a specific example of a secret sharing scheme based
on one of these subfield codes is given.

Finally, the third objective is to present a class of optimal two-weight linear codes
over IFq , achieving the Griesmer bound, whose duals are almost optimal with respect
to the sphere-packing bound. This class of codes is obtained by extending some of
the optimal three-weight cyclic codes reported in [2]. It is important to highlight that,
by means of a different approach, this class of optimal two-weight linear codes was
also obtained very recently in [19, Theorem 6.3]. Furthermore, it is shown that these
optimal codes can be used to construct strongly regular graphs.
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This work is organized as follows: In Sect. 2, we fix some notation and recall some
definitions and some known results to be used in subsequent sections. Section3 is
devoted to presenting preliminary results. In Sect. 4 we determine the subfield codes
of a subclass of already known optimal three-weight cyclic codes. In Sect. 5, we
investigate the covering structure for the studied subfield codes and present a specific
example of a secret sharing scheme based on one of these codes. In Sect. 6, a class of
optimal two-weight linear codes over any finite field whose duals are almost optimal
is presented. Moreover, it is shown that these codes can be used to construct strongly
regular graphs. Finally, Sect. 7 is devoted to conclusions.

2 Notation, Definitions and Known Results

Unless otherwise specified, throughout this work we will use the following:
Notation. Let q0 = pt , where t is a positive integer and p is a prime number. For an
integer r > 1 we are going to fix q = qr0 = ptr . For an integer k > 1, let IFqk be the
finite extension of degree k of the finite field IFq and let γ be a primitive element of
IFqk . Let F be a finite field of characteristic p and E a finite extension of F . Then we
will denote by “TrE/F" the trace mapping from E to F , while “Tr" will denote the
absolute trace mapping from E to the prime field IFp.

The weight enumerator of a linear code C of length n is defined as 1+ A1z+ · · ·+
Anzn , while the sequence {1, A1, . . . , An} is called its weight distribution, where Ai

(1 ≤ i ≤ n) denotes the number of codewords in C with Hamming weight i . If
�{1 ≤ i ≤ n : Ai �= 0} = M , then C is called an M-weight code.

Let C be a linear code of length n over IFq . The dual code, C⊥, of C is the linear
code defined by

C⊥ := {v ∈ IFnq : 〈v, c〉 = 0, for all c ∈ C}

where 〈·,·〉 denotes the standard inner product in the vector space IFnq . It is known that
if C is an [n, l] linear code, then C⊥ is an [n, n − l] linear code. Moreover, the linear
code C is said to be projective if the minimum Hamming distance of C⊥ is at least
3. Now, denote by the sequence {1, A⊥

1 , . . . , A⊥
n } the weight distribution of the dual

code C⊥ and fix m = n(q − 1). Then, the first four Pless power moments (see [20, pp.
259-260]) for C are:

n∑

i=1

Ai = ql − 1,

n∑

i=1

i Ai = ql−1(m − A⊥
1 ),

n∑

i=1

i2Ai = ql−2[m(m + 1) − (2(m + 1) − q)A⊥
1 + 2A⊥

2 ],
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n∑

i=1

i3Ai = ql−3[m(m(m + 3) − q + 2) − (3m(m − q + 3) + q2 − 6q + 6)A⊥
1

+6(m − q + 2)A⊥
2 − 6A⊥

3 ]. (1)

The Pless power moments relate the weight distribution of a linear code to that of
its dual code. In this paper we use these identities to determine, given the weight
distribution of a linear code, the minimum Hamming distance of its dual code.

When constructing an [n, l, d] code over IFq , from an economical point of view, it
is desirable that its length n be minimal for given values of l, d and q. A lower bound
for the length n in terms of these values is as follows (see for example [20, Theorem
2.7.4, p. 81]):

Theorem 1 (Griesmer bound) Let C be an [n, l, d] linear code over IFq . Then

n ≥
l−1∑

i=0

⌈
d

qi

⌉

where 
x� denotes the smallest integer greater than or equal to x.

Another well-known bound for linear codes was given in [21, Theorem 6, p. 19].

Theorem 2 (Sphere-packing bound) An [n, l, d] linear code over IFq must satisfy

ql

⎛

⎜⎜⎝

⌊
d−1
2

⌋

∑

i=0

(q − 1)i
(
n

i

)
⎞

⎟⎟⎠ ≤ qn

where �x denotes the largest integer less than or equal to x.

The sphere-packing bound is useful, for example, to find out if a code with certain
parameters exists. In the present work we use it to determine the maximum value that
the minimum Hamming distance of a code can take given its length and dimension.

The canonical additive character of IFq is defined as follows

χ(x) := e2π
√−1Tr(x)/p for all x ∈ IFq .

Let a ∈ IFq . The orthogonality relation for the canonical additive character χ of IFq
is given by (see for example [22, Chapter 5]):

∑

x∈IFq
χ(ax) =

⎧
⎨

⎩

q if a = 0,

0 otherwise.

This property plays an important role in numerous applications of finite fields. Among
them, this property is useful for determining the Hamming weight of a given vector
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over a finite field; for example, if w(·) stands for the usual Hamming weight function
and if v = (a0, a1, . . . , an−1) ∈ IFnq , then

w(v) = n − 1

q

n−1∑

i=0

∑

x∈IFq
χ(ai x). (2)

We now recall the class of optimal three-weight cyclic codes for which we are
interested in obtaining their subfield and extended codes.

Theorem 3 [2, Theorem 11] Let e1 and e2 be positive integers and let C(q,k,e1,e2) be
the cyclic code of length qk − 1 over IFq given by

C(q,k,e1,e2) = {c(a, b) : a ∈ IFq , b ∈ IFqk
}

(3)

where

c(a, b) :=
(
aγ

qk−1
q−1 e1 j + TrIFqk /IFq

(
bγ e2 j

))qk−2

j=0
.

If gcd( q
k−1
q−1 , e2) = 1 and gcd(q − 1, ke1 − e2) = 1, then C(q,k,e1,e2) is an optimal

three-weight [qk − 1, k + 1, qk−1(q − 1) − 1] cyclic code, achieving the Griesmer
bound, with weight enumerator

1 + (q − 1)(qk − 1)zq
k−1(q−1)−1 + (qk − 1)zq

k−1(q−1) + (q − 1)zq
k−1. (4)

In addition, if q > 2, its dual code is a [qk − 1, qk − k − 2, 3] cyclic code.
Remark 1 In [23, Theorem 1] it was shown that the integers e1 and e2 in the previous
theorem can be any integers.

Let C be an [n, l] linear code over IFq . The following describes a way to construct a
new [n, l ′] linear code, C(q0), over IFq0 (see [5]). LetG be a generator matrix of C. Take
a basis of IFq = IFqr0 over IFq0 and represent each entry of G as an r ×1 column vector
of IFrq0 with respect to this basis. Replace each entry ofG with the corresponding r ×1
column vector of IFrq0 . With this method, G is modified into an lr × n matrix over IFq0
generating a new linear code, C(q0), over IFq0 of length n, called subfield code. It is
known that the subfield code C(q0) is independent of both the choice of the basis of
IFq over IFq0 and the choice of the generator matrix G of C (see [5, Theorems 2.1 and
2.6]). Also, it is clear that the dimension l ′ of C(q0) satisfies l ′ ≤ lr .

Remark 2 We recall that the subfield subcode of a linear code, C, over IFq is the subset
of codewords in C whose components are all in IFq0 (see for example [20, p. 116]). In
consequence, observe that a subfield code and a subfield subcode are different codes
in general. In addition, note that the subfield codes defined here are also different from
the subfield codes in [24, Subsection 4.1] defined as one-weight irreducible cyclic
codes (see Proposition 4.1 therein).
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For what follows, we are interested in obtaining the weight distributions for the
subfield codes of a subclass of the optimal three-weight cyclic codes in Theorem 3.
To that end, the following is a useful result that will allow us to represent the q0-ary
subfield code, C(q0), of a q-ary linear code, C, in terms of the trace function.

Lemma 1 [5, Theorem 2.5] Let C be an [n, l] linear code over IFq . Let G =
[gi j ]1≤i≤l,1≤ j≤n be a generator matrix of C. Then, the trace representation of the
subfield code C(q0) is given by

C(q0) :=
{(

TrIFq/IFq0

(
l∑

i=1

ai gi1

)
, . . . ,TrIFq/IFq0

(
l∑

i=1

ai gin

))
: a1, . . . , al ∈ IFq

}
.

3 Preliminary Results

Throughout this and the next section we are interested in obtaining the weight distri-
butions for the subfield codes of a subclass of the optimal cyclic codes in Theorem 3

when k = 2. Thus, for these two sections we fix k = 2. That is, q2−1
q−1 = q + 1 and

〈γ 〉 = IF∗
q2
.

Note that if C(q,2,e1,e2) is an optimal cyclic code in Theorem 3 then, in accordance

with Lemma 1, its subfield code, C(q0)
(q,2,e1,e2)

, is given by (recall that q = qr0):

C(q0)
(q,2,e1,e2)

=
{
c(a, b)(q0) : a ∈ IFq , b ∈ IFq2

}
(5)

where

c(a, b)(q0) :=
(
TrIFq/IFq0

(
aγ (q+1)e1 j

)
+ TrIFq2/IFq0

(
bγ e2 j

))q2−2

j=0
. (6)

Remark 3 Like C(q,2,e1,e2), C(q0)
(q,2,e1,e2)

is also a cyclic code of length q2 − 1. Fur-

thermore, if ha(x) ∈ IFq0 [x] is the minimal polynomial of γ −a (see [21, Ch. 4])
and if d is the smallest positive integer such that aqd0 ≡ a (mod q2 − 1), then
observe that deg(ha(x)) = d. Therefore, h(q+1)e1(x) �= he2(x), h(q+1)e1(x)he2(x)

is the parity-check polynomial of C(q0)
(q,2,e1,e2)

(see [21, Ch. 7]), and if l ′ is its dimen-
sion, then l ′ = d1 + d2, where d1 and d2 are the smallest positive integers such that
(q + 1)e1q

d1
0 ≡ (q + 1)e1 (mod q2 − 1) and e2q

d2
0 ≡ e2 (mod q2 − 1), respectively

(see [22, Part (v) of Theorem 3.33]).

In order to obtain the weight distributions of the subfield codes of the form
C(q0)

(q,2,e1,e2)
, we will need the following preliminary result.
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Lemma 2 Let χ and χ ′ be the canonical additive characters of IFq and IFq2 , respec-
tively. For a ∈ IFq and b ∈ IFq2 , consider the exponential sum

Z(a, b) :=
∑

y∈IF∗
q0

∑

x∈IF∗
q2

χ(yaxq+1)χ ′(ybx).

Then

Z(a, b) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(q0 − 1)(q2r0 − 1) if a = b = 0,
−(q0 − 1)(qr0 + 1) if a �= 0 and b = 0,

−(q0 − 1) if a = 0 and b �= 0,

−(q0 − 1)(qr0 + 1) if (a, b) �= (0, 0) and TrIFq/IFq0

(
bq+1

a

)
= 0,

q0(q
r−1
0 − 1) + 1 if (a, b) �= (0, 0) and TrIFq/IFq0

(
bq+1

a

)
�= 0.

Proof Clearly, Z(0, 0) = (q0 − 1)(q2r0 − 1). If a �= 0 and b = 0, then

Z(a, 0) =
∑

y∈IF∗
q0

∑

x∈IF∗
q2

χ(yaxq+1) = (q + 1)
∑

y∈IF∗
q0

∑

x∈IF∗
q

χ(yax)

= (q + 1)
∑

y∈IF∗
q0

(−1) = −(q + 1)(q0 − 1) = −(q0 − 1)(qr0 + 1).

Further, if a = 0 and b �= 0,

Z(0, b) =
∑

y∈IF∗
q0

∑

x∈IF∗
q2

χ ′(ybx) =
∑

y∈IF∗
q0

(−1) = −(q0 − 1).

Now, let ϕ be the canonical additive character of IFq0 and suppose that (a, b) �= (0, 0).
By the transitivity and linearity of the trace function, we have

Z(a, b) =
∑

y∈IF∗
q0

∑

x∈IF∗
q2

ϕ
(
yTrIFq/IFq0

(
axq+1

))
ϕ
(
yTrIFq2/IFq0

(bx)
)

=
∑

y∈IF∗
q0

∑

x∈IF∗
q2

ϕ
(
y
(
TrIFq/IFq0

(
axq+1 + TrIFq2/IFq (bx)

)))

=
∑

y∈IF∗
q0

∑

x∈IF∗
q2

ϕ

(
y

(
TrIFq/IFq0

(
axq

(
x + bq

a

)
+ bx

)))
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where the last equality holds because TrIFq2/IFq (bx) = bx+bq xq . Let B = IFq2\{ b
q

a }.
Thus, after applying the variable substitution x �→ w − bq

a , we obtain

Z(a, b) =
∑

y∈IF∗
q0

∑

w∈B
ϕ

(
y

(
TrIFq/IFq0

(
a

(
wq − bq

2

aq

)
w + b

(
w − bq

a

))))
.

However, bq
2 = b and aq = a. Thus, since B = IFq2 \ { bqa },

Z(a, b) =
∑

y∈IF∗
q0

∑

w∈B
ϕ

(
y

(
TrIFq/IFq0

(
awq+1 − bq+1

a

)))

= −
∑

y∈IF∗
q0

ϕ (0) +
∑

y∈IF∗
q0

ϕ

(
−yTrIFq/IFq0

(
bq+1

a

))

×
∑

w∈IFq2
ϕ
(
y
(
TrIFq/IFq0

(
awq+1

)))

= −(q0 − 1) +
∑

y∈IF∗
q0

ϕ

(
−yTrIFq/IFq0

(
bq+1

a

)) ∑

w∈IFq2
χ
(
yawq+1

)

where χ is the canonical additive character of IFq (note that wq+1 ∈ IFq ). But, since
a, y �= 0, we have

∑

w∈IFq2
χ
(
yawq+1

)
= 1 +

∑

w∈IF∗
q2

χ
(
yawq+1

)

= 1 + (q + 1)
∑

w∈IF∗
q

χ (yaw) = −q.

Therefore, finally, we obtain

Z(a, b) = −(q0 − 1) − q
∑

y∈IF∗
q0

ϕ

(
−yTrIFq/IFq0

(
bq+1

a

))

=
{

−(q0 − 1)(qr0 + 1) if TrIFq/IFq0

(
bq+1

a

)
= 0,

q0(q
r−1
0 − 1) + 1 otherwise.

��
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4 The Subfield Codes of a Subclass of Optimal Cyclic Codes

By means of the following result we now determine the subfield codes, along with
their weight distributions, for a subclass of the optimal three-weight cyclic codes in
Theorem 3.

Theorem 4 Let r > 1, e1 and e2 be positive integers and let C(q0)
(q,2,e1,e2)

be the subfield

code of length q2r0 − 1, over IFq0 , given by (5). Assume that gcd(q2 − 1, e2) = 1 and
gcd(q − 1, 2e1 − e2) = 1. Then the following assertions hold true:

(A) If (q − 1)|(q0 − 1)e1, then C(q0)
(q,2,e1,e2)

is an optimal three-weight cyclic code of

length q2r0 −1 and dimension 2r +1, over IFq0 , that belongs to the class of optimal
three-weight cyclic codes in Theorem 3 (therein k = 2r and q = q0).

(B) Let I be an integer such that Ie2 ≡ 1 (mod q2 − 1). If (q − 1) � (q0 − 1)e1
and Ie1 ≡ 1 (mod q − 1), then C(q0)

(q,2,e1,e2)
is a three-weight cyclic code of length

q2r0 − 1 and dimension 3r , over IFq0 , whose weight enumerator is

1 + qr−1
0 (q2r0 − 1)(q0 − 1)zq

r−1
0 (qr+1

0 −qr0−1) + (q2r0 − 1)zq
2r−1
0 (q0−1)

+qr−1
0 (qr0 − 1)(qr0 − q0 + 1)zq

r−1
0 (q0−1)(qr0+1). (7)

In addition, A⊥
1 = A⊥

2 = 0, and

A⊥
3 = (qr+2

0 − 3qr+1
0 + q20 + 3qr0 − 6q0 + 6)(q2r0 − 1)(q0 − 1)

6
.

That is, the dual code, C(q0)⊥
(q,2,e1,e2)

, of C(q0)
(q,2,e1,e2)

is a [q2r0 − 1, q2r0 − 3r − 1, 3]
cyclic code which is almost optimal with respect to the sphere-packing bound.

Proof First of all, since gcd( q
2−1
q−1 , e2) ≤ gcd(q2 − 1, e2) = 1 and gcd(q − 1, 2e1 −

e2) = 1, observe that C(q,2,e1,e2) indeed belongs to the class of optimal three-weight
cyclic codes in Theorem 3 (therein k = 2).

Part (A): Let e′
1 = (q0−1)e1

q−1 . Clearly (q + 1)e1 = q2−1
q0−1 e

′
1. Let h(q+1)e1(x) =

h q2−1
q0−1 e

′
1
(x), he2(x) ∈ IFq0 [x] be the minimal polynomials of γ

− q2−1
q0−1 e

′
1 and γ −e2 ,

respectively. Hence, in accordance with Remark 3, note that deg(h(q+1)e1(x)) = 1,

because q2−1
q0−1 e

′
1q0 ≡ q2−1

q0−1 e
′
1 (mod q2 − 1). Also, as 〈γ 〉 = 〈γ −e2〉 = IF∗

q2
= IF∗

q2r0
,

deg(he2(x)) = 2r . In consequence, C(q0)
(q,2,e1,e2)

has dimension 2r + 1. In fact, since

γ (q+1)e1 = γ
q2r0 −1
q0−1 e′

1 ∈ IF∗
q0 , note that the code C

(q0)
(q,2,e1,e2)

is given by the set (see (5))

{(
γ (q+1)e1 jTrIFq/IFq0

(a) + TrIFq2/IFq0

(
bγ e2 j

))q2−2

j=0
: a ∈ IFq , b ∈ IFq2

}
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=
⎧
⎨

⎩

(
a0γ

q2r0 −1
q0−1 e′

1 j + TrIF
q2r0

/IFq0

(
bγ e2 j

))q2r0 −2

j=0

: a0 ∈ IFq0 , b ∈ IFq2r0

⎫
⎬

⎭ . (8)

Clearly (q0 −1)|(ql0 −1), for every non-negative integer l (that is, ql0 ≡ 1 (mod q0 −
1)). Thus, since

qr0−1
q0−1 = qr−1

0 + qr−2
0 + · · · + q0 + 1, (q0 − 1)|( qr0−1

q0−1 − r). Therefore,

as e′
1 = (q0−1)e1

qr0−1 and q − 1 = qr0−1
q0−1 (q0 − 1), we have

gcd(q0 − 1, 2re′
1 − e2) = gcd(q0 − 1, 2re′

1 − e2 + 2(
qr0 − 1

q0 − 1
− r)e′

1)

= gcd(q0 − 1, 2
qr0 − 1

q0 − 1
e′
1 − e2)

= gcd(q0 − 1, 2e1 − e2) ≤ gcd(q − 1, 2e1 − e2) = 1.

That is, gcd(q0−1, 2re′
1−e2) = 1.Moreover, since gcd(q2−1, e2) = 1, we also have

gcd(
q2r0 −1
q0−1 , e2) = 1. This means, in consequence and in agreement with Theorem 3,

that C(q0)
(q,2,e1,e2)

is an optimal three-weight cyclic code of length q2r0 −1 and dimension
2r + 1 that belongs to such a theorem. In fact, from (8) and (3), note that

C(q0)
(q,2,e1,e2)

= C(q0,2r ,e′
1,e2)

,

where e′
1 = (q0−1)e1

q−1 .

Part (B):Note that, byRemark 3, C(q0)
(q,2,e1,e2)

is cyclic. Now, let h(q+1)e1(x), he2(x) ∈
IFq0 [x] be as before. Since (q − 1) � (q0 − 1)e1, observe that r is the smallest positive
integer such that (q + 1)e1qr0 = (qr0 + 1)e1qr0 ≡ (q + 1)e1 (mod q2r0 − 1). Thus,

deg(h(q+1)e1(x)) = r , and since deg(he2(x)) = 2r , the dimension of C(q0)
(q,2,e1,e2)

is 3r .
Let ϕ, χ and χ ′ be the canonical additive characters of IFq0 , IFq and IFq2 , respec-

tively. Let a ∈ IFq , b ∈ IFq2 , and c(a, b)(q0) ∈ C(q0)
(q,2,e1,e2)

. Hence, from (6) and by
the orthogonality relation for the character ϕ (see (2)), the Hamming weight of the
codeword c(a, b)(q0), w(c(a, b)(q0)), is equal to

q2 − 1 − 1

q0

∑

y∈IFq0

∑

w∈IF∗
q2

ϕ
(
y
(
TrIFq/IFq0

(aw(q+1)e1) + TrIFq2/IFq0

(
bwe2

)))

= q2 − 1 − 1

q0

∑

y∈IFq0

∑

w∈IF∗
q2

χ(yaw(q+1)e1)χ ′ (ybwe2
)

= (q0 − 1)(q2r0 − 1)

q0
− 1

q0

∑

y∈IF∗
q0

∑

w∈IF∗
q2

χ(yaw(q+1)e1)χ ′ (ybwe2
)
.
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But Ie2 ≡ 1 (mod q2 − 1) and Ie1 ≡ 1 (mod q − 1). Thus, after applying the
variable substitution w �→ xI , we get
∑

y∈IF∗
q0

∑

w∈IF∗
q2

χ(yaw(q+1)e1)χ ′(ybwe2) =
∑

y∈IF∗
q0

∑

x∈IF∗
q2

χ(yax (q+1)Ie1)χ ′(ybxIe2)

=
∑

y∈IF∗
q0

∑

x∈IF∗
q2

χ(yax (q+1))χ ′(ybx)

= Z(a, b)

where Z(a, b) is as in Lemma 2. In fact, due to this lemma, we have

w(c(a, b)(q0))=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0 if a = b = 0,
qr−1
0 (q0 − 1)(qr0 + 1) if a �= 0 and b = 0,

q2r−1
0 (q0 − 1) if a = 0 and b �= 0,

qr−1
0 (q0 − 1)(qr0 + 1) if (a, b) �= (0, 0) and TrIFq/IFq0

(
bq+1

a

)
= 0,

qr−1
0 (qr+1

0 − qr0 − 1) if (a, b) �= (0, 0) and TrIFq/IFq0

(
bq+1

a

)
�= 0,

which is in accordance with (7). Now observe that

Aqr−1
0 (q0−1)(qr0+1) = �{a ∈ IF∗

q} + �{(a, b) ∈ IF∗
q × IF∗

q2 : TrIFq/IFq0

(
bq+1

a

)
= 0}

= (q − 1) + (q − 1)(q + 1)(
q

q0
− 1)

= qr−1
0 (qr0 − 1)(qr0 − q0 + 1).

Similarly, the frequencies of the other weights of C(q0)
(q,2,e1,e2)

can be computed and we

omit the details here. Then the weight enumerator of C(q0)
(q,2,e1,e2)

follows.

Finally, note that A⊥
1 = 0, since otherwise C(q0)

(q,2,e1,e2)
would be the null code {0}.

Thus, a direct application of the last two identities in (1) shows that A⊥
2 = 0 and

that the value of A⊥
3 is the announced one. Lastly, by the sphere-packing bound (see

Theorem 2), it is not difficult to verify that for a code of length q2r0 − 1 and dimension
q2r0 − 3r − 1, its minimum Hamming distance can be at most 4. Therefore, the code

C(q0)⊥
(q,2,e1,e2)

is almost optimal since its minimum Hamming distance is 3. ��
Example 1 The following are some examples of Theorem 4.

(a) Let (q0, r , e1, e2) = (3, 2, 4, 1). Then q = 9 and clearly (q − 1)|(q0 − 1)e1.
Thus, owing to Part (A) of Theorem 4, the subfield code C(3)

(9,2,4,1) = C(3,4,1,1) is
an optimal three-weight cyclic code of length 80 and dimension 5, over IF3, whose
weight enumerator is

1 + 160z53 + 80z54 + 2z80.
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(b) Let (q0, r , e1, e2) = (2, 2, 1, 1). Then q = 4, I = 1, and clearly (q − 1) �

(q0 − 1)e1. Thus, owing to Part (B) of Theorem 4, the subfield code C(2)
(4,2,1,1) is a

binary three-weight [15, 6, 6] cyclic code with weight enumerator

1 + 30z6 + 15z8 + 18z10

while its dual code is an almost optimal [15, 9, 3] cyclic code with respect to the
sphere-packing bound, with A⊥

1 = A⊥
2 = 0 and A⊥

3 = 5.
(c) Let (q0, r , e1, e2) = (3, 2, 1, 1). Then q = 9, I = 1, and clearly (q − 1) �

(q0 − 1)e1. Thus, owing to Part (B) of Theorem 4, the subfield code C(3)
(9,2,1,1) is a

three-weight [80, 6, 51] cyclic code over IF3 with weight enumerator

1 + 480z51 + 80z54 + 168z60

while its dual code is an almost optimal [80, 74, 3] cyclic code with respect to the
sphere-packing bound, with A⊥

1 = A⊥
2 = 0 and A⊥

3 = 640.
(d) Let (q0, r , e1, e2) = (2, 4, 2, 2). Then q = 16 and I = 128. Clearly (q − 1) �

(q0 − 1)e1 and Ie1 ≡ 1 (mod q − 1). Thus, owing to Part (B) of Theorem 4, the
subfield code C(2)

(16,2,2,2) is a binary three-weight [255, 12, 120] cyclic code with
weight enumerator

1 + 2040z120 + 255z128 + 1800z136

while its dual code is an almost optimal [255, 243, 3] cyclic code with respect to
the sphere-packing bound, with A⊥

1 = A⊥
2 = 0 and A⊥

3 = 595.

Remark 4 According to the code tables at [25], note that the [15, 6, 6] code in (b) is
optimal, while the [80, 6, 51] code in (c) and its dual code are optimal. Finally, the
[255, 12, 120] code in (d) has the best known parameters.

By fixing k = 2, it is important to observe that the condition on the integer e2 ismore
restrictive in Theorem 4 (gcd(q2 − 1, e2) = 1) than in Theorem 3 (gcd(q + 1, e2) =
1). This implies, of course, that Theorem 4 can only determine the subfield codes
for a subclass of the optimal three-weight cyclic codes in Theorem 3. Specifically,
this means that there are optimal three-weight cyclic codes in Theorem 3, whose
subfield codes cannot be described through Theorem 4. For example, with the help of
a computer, it is not difficult to verify that the subfield code C(2)

(4,2,1,3) is a four-weight

binary cyclic code with weight enumerator 1 + 25z6 + 30z8 + 3z10 + 5z12 (for this
example note that gcd(q+1, e2) = 1, but gcd(q2−1, e2) �= 1). This subfield code, like
the subfield code in (b) Example 1, is optimal. However, unlike the dual of C(2)

(4,2,1,1),

the dual of C(2)
(4,2,1,3) is a binary optimal cyclic code with parameters [15, 9, 4]. This

example let us know that, beyond Theorem 4, there are still other optimal three-weight
cyclic codes whose subfield codes have good parameters.
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5 The Covering Structure of the Subfield Codes

For any c = (c0, c1, . . . , cn−1) ∈ IFnq0 , the support of c is defined by the set {i : 0 ≤
i ≤ n−1, ci �= 0}. Furthermore, for any two vectors c, c′ ∈ IFnq0 , c is said to cover c

′ if
the support of c contains that of c′. A nonzero codeword is called aminimal codeword
if it covers only its multiples in a linear code. The set of all minimal codewords in a
linear code is called the covering structure of the code.

Determining the covering structure of a linear code is in general a difficult but at
the same time interesting problem as it is closely related to the construction of secret
sharing schemes (see for example [9–13]). In this section we determine the covering
structure of the subfield codes in Theorem 4. As we will see, some of these codes
have the important property that any nonzero codeword is minimal. These codes are
suitable for constructing secret sharing schemeswith nice access structures.Moreover,
we present a specific example of a secret sharing scheme based on one of these subfield
codes.

There are several ways to construct secret sharing schemes by using linear codes.
One of them was proposed by Massey in [11, 12] and is presented below (see [10,
13]).

Let C be an [n, l] linear code over IFq0 . In the secret sharing scheme based on a
linear code C, the secret s is an element of IFq0 , which is called the secret space. There
is a dealer P0 and n−1 parties P1, P2, . . . , Pn−1 involved in the secret sharing scheme,
the dealer being a trusted person. LetG⊥ = (g⊥

0 , g⊥
1 , . . . , g⊥

n−1) be a generatormatrix
of the dual code, C⊥, of C such that g⊥

i is the i-th column vector of G⊥ and g⊥
i �= 0

for 0 ≤ i ≤ n−1. Then, the secret sharing scheme based on C is described as follows:

Step 1) In order to compute the shares with respect to a secret s, the dealer P0 chooses
randomly a vector u = (u0, u1, . . . , un−l−1) ∈ IFn−l

q0 such that s = ug⊥
0 .

There are altogether qn−l−1
0 such vectors u ∈ IFn−l

q0 .
Step 2) The dealer P0 treats u as an information vector and computes the correspond-

ing codeword t = uG⊥ = (t0, t1, . . . , tn−1) in C⊥. Then he sends ti to party
Pi as the share for every i (1 ≤ i ≤ n − 1).

Step 3) The secret s is recovered as follows: since t0 = ug⊥
0 = s, a set of shares

{ti1, ti2 , . . . , tim } can determine the secret s iff g⊥
0 is a linear combination of

{g⊥
i1
, g⊥

i2
, . . . , g⊥

im
}, where 1 ≤ i1 < i2 < · · · < im ≤ n − 1.

Clearly, if a group of participants D can recover the secret by combining their shares,
then any group of participants containing D can also recover the secret. The set
{i1, i2, . . . , im} is said to be a minimal access set if it can recover the secret s but
none of its proper subsets can do so. The access structure of the secret sharing scheme
refers to the set of all minimal access sets.

For a linear code C, the following lemma from [11] presents a one-to-one corre-
spondence between the set of minimal access sets of the secret sharing scheme based
on C and the set of minimal codewords in C whose first coordinate is 1.

Lemma 3 Let C be an [n, l] linear code over IFq0 . Then, the set {i1, i2, . . . , im} ⊆
{1, 2, . . . , n−1} with i1 < i2 < · · · < im is a minimal access set in the secret sharing
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scheme based on C iff there is a minimal codeword c = {c0, c1, . . . , cn−1} in C such
that the support of c is {0, i1, i2, . . . , im} and c0 = 1.

If c is a nonzero codeword whose first coordinate is 1 and the support of the
codeword c is {0, i1, i2, . . . , im} such that 1 ≤ i1 < i2 < · · · < im ≤ n − 1, we call
the set {i1, i2, . . . , im} the access support of the codeword c.

From the discussion above, determining the access structure of the secret sharing
scheme based on a linear code C is equivalent to determining the set of access supports
of the minimal codewords in C whose first coordinate is 1. Thus, in the following we
determine the covering structure of the subfield codes in Theorem 4. To that end, the
next results found in [18] will be useful.

Lemma 4 Let C be a linear code over IFq0 with minimum Hamming distance d. Then,

every codeword whose weight is less than or equal to dq0−q0+1
q0−1 must be a minimal

codeword.

The following lemma states that if the weights of a linear code are close enough to
each other, then all nonzero codewords of the code are minimal.

Lemma 5 (Ashikhmin–Barg Lemma) Let C be an [n, l] linear code over IFq0 , and let
wmin and wmax be the minimum and maximum nonzero weights of C, respectively. If

wmin

wmax
>

q0 − 1

q0

then all nonzero codewords of C are minimal.

We remark that the condition in the previous lemma is only a sufficient condition.
There are codes such that all their nonzero codewords are minimal without satisfying
this condition (see for example [13]).

Now, we are able to give the covering structure of the subfield codes in Theorem 4:

Theorem 5 Assume the same notation as in Theorem 4. Then the covering structure
of a subfield code of the form C(q0)

(q,2,e1,e2)
is as follows:

(a) If C(q0)
(q,2,e1,e2)

belongs to Part (A) of Theorem 4, then all its nonzero codewords with

weight q2r0 − 1 are not minimal, while the other nonzero codewords are minimal.

(b) If C(q0)
(q,2,e1,e2)

belongs to Part (B) of Theorem 4, then all its nonzero codewords are
minimal.

Proof Part (a): Clearly, all nonzero codewords with weight q2r0 − 1 are not minimal

as the length of C(q0)
(q,2,e1,e2)

is q2r0 − 1 (see Theorem 4). Now, since 2r > 2, it is not
difficult to verify that

q2r−1
0 (q0 − 1) ≤ q2r+1

0 − q2r0 − 2q0 + 1

q0 − 1
.
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Thus, since q2r−1
0 (q0 − 1) − 1 < q2r−1

0 (q0 − 1), it follows from Lemma 4 that the
assertion in Part (a) holds.

Part (b): Let wmin and wmax be as in Lemma 5. Thus, by (7), wmin = qr−1
0 (qr+1

0 −
qr0 − 1) and wmax = qr−1

0 (q0 − 1)(qr0 + 1). The result now follows directly from
Lemma 5. ��

Linear codeswhose nonzero codewords are allminimal are suitable for constructing
secret sharing schemes with nice access structures as described in the following:

Proposition 1 [13, Proposition 2] Let C be an [n, l] linear code over IFq0 and let
G = (g0, g1, . . . , gn−1) be a generator matrix of C such that gi is the i-th column
vector of G and gi �= 0 for 0 ≤ i ≤ n − 1. If each nonzero codeword of C is minimal,
then the access structure of the secret sharing scheme based on C is composed of
ql−1
0 minimal access sets, which is equal to the set of access supports of the nonzero
codewords in C with first coordinate 1. In addition, we have the following:

(a) If gi is a scalar multiple of g0, 1 ≤ i ≤ n−1, then participant Pi must be in every
minimal access set. Such a participant is called a dictatorial participant.

(b) If gi is not a scalar multiple of g0, 1 ≤ i ≤ n − 1, then participant Pi must be in
(q0 − 1)ql−2

0 out of ql−1
0 minimal access sets.

We end this section by presenting a specific example of a secret sharing scheme
based on one of the subfield codes in Theorem 4.

Example 2 Let (q0, r , e1, e2) = (2, 2, 1, 1). Then q = 4 and by (b) Example 1 we
know that the subfield codeC(2)

(4,2,1,1) is a binary three-weight [15, 6, 6] cyclic codewith
weight enumerator 1+30z6+15z8+18z10.We take IF16 = IF2(γ )with γ 4+γ +1 = 0.
With this choice, and by using the notation in Remark 3, h5(x) = x2 + x + 1 and
h1(x) = x4 + x3 + 1 (see [21, p. 99]). Therefore, (x15 − 1)/h5(x)h1(x) = x9 +
x6 + x5 + x4 + x + 1 and h5(x)h1(x) = x6 + x3 + x2 + x + 1 are the generator
and parity-check polynomials of C(2)

(4,2,1,1), respectively. In consequence, the generator

matrices, G and G⊥, for C(2)
(4,2,1,1) and its dual are:

G=

⎡

⎢⎢⎢⎢⎢⎢⎣

1 1 0 0 1 1 1 0 0 1 0 0 0 0 0
0 1 1 0 0 1 1 1 0 0 1 0 0 0 0
0 0 1 1 0 0 1 1 1 0 0 1 0 0 0
0 0 0 1 1 0 0 1 1 1 0 0 1 0 0
0 0 0 0 1 1 0 0 1 1 1 0 0 1 0
0 0 0 0 0 1 1 0 0 1 1 1 0 0 1

⎤

⎥⎥⎥⎥⎥⎥⎦
, G⊥ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 1 0 0 1 1 1 1
0 0 0 0 0 0 0 1 0 0 1 1 1 1 0
0 0 0 0 0 0 1 0 0 1 1 1 1 0 0
0 0 0 0 0 1 0 0 1 1 1 1 0 0 0
0 0 0 0 1 0 0 1 1 1 1 0 0 0 0
0 0 0 1 0 0 1 1 1 1 0 0 0 0 0
0 0 1 0 0 1 1 1 1 0 0 0 0 0 0
0 1 0 0 1 1 1 1 0 0 0 0 0 0 0
1 0 0 1 1 1 1 0 0 0 0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Thus, in the secret sharing scheme based on C(2)
(4,2,1,1), 14 participants and a dealer

are involved. Owing to Lemma 3, Part (b) of Theorem 5, and Proposition 1, there are
altogether ql−1

0 = 25 = 32 minimal access sets:

{4, 5, 6, 7, 8, 9, 11, 12, 13} {1, 2, 3, 4, 6, 7, 8, 10, 14} {1, 4, 10, 11, 14} {2, 5, 7, 8, 13}
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{2, 3, 4, 6, 10, 11, 12, 13, 14} {1, 2, 3, 7, 10, 11, 13} {5, 7, 9, 12, 14} {6, 7, 10, 11, 12}
{1, 2, 4, 5, 6, 8, 12, 13, 14} {1, 2, 4, 8, 9, 10, 11, 12, 13} {1, 2, 5, 11, 12} {1, 4, 5, 6, 9}
{1, 3, 4, 5, 7, 11, 12, 13, 14} {1, 3, 4, 6, 7, 9, 10, 12, 13} {2, 4, 7, 9, 10} {1, 6, 8, 10, 13}
{1, 3, 7, 8, 9, 10, 11, 12, 14} {1, 2, 3, 5, 6, 7, 9, 13, 14} {2, 3, 8, 10, 12} {3, 9, 10, 13, 14}
{2, 3, 5, 6, 8, 9, 11, 12, 14} {2, 6, 7, 8, 9, 10, 11, 13, 14} {3, 4, 5, 8, 14} {3, 5, 6, 11, 13}
{1, 2, 3, 4, 5, 7, 8, 9, 11} {1, 3, 5, 6, 7, 8, 12} {3, 4, 6, 8, 9, 10, 11} {2, 4, 5, 6, 7, 11, 14}
{4, 7, 8, 10, 12, 13, 14} {1, 2, 6, 9, 10, 12, 14} {1, 5, 8, 9, 11, 13, 14} {2, 3, 4, 5, 9, 12, 13} .

Moreover, in accordance with Part (b) of Proposition 1, note that any participant Pi
(1 ≤ i ≤ 14) appears in (q0 − 1)ql−2

0 = 16 out of ql−1
0 = 32 minimal access sets.

In order to appreciate the use of the previous minimal access sets, suppose that we
wish to “split" a 4-bit secret, s, into 4-bit shares for fourteen parties P1, P2, . . . , P14.
Following [11], s ∈ GF(24) = IF16 := {0, 1, 2, . . . , 9, a, b, c, d, e, f } and suppose
s = b = [1011]. The dealer randomly chooses four codewords c1, c2, c3 and c4, in
the dual code of C(2)

(4,2,1,1), with the condition that each bit in the secret s matches the
first component of one of these four codewords. Suppose that the dealer’s choice is:

c1 = [100101110111111],
c2 = [000000000000000],
c3 = [100010111101011],
c4 = [110100100100010].

By means of these codewords the dealer now proceeds to generate the 4-bit shares for
the fourteen parties:

1
0
1
1

0
0
0
1

0
0
0
0

1
0
0
1

0
0
1
0

1
0
0
0

1
0
1
1

1
0
1
0

0
0
1
0

1
0
1
1

1
0
0
0

1
0
1
0

1
0
0
0

1
0
1
1

1
0
1
0

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
b 1 0 9 2 8 b a 2 b 8 a 8 b a
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
s P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14

In thisway, the share for party P1 is 1, the share for party P2 is 0, and so on. Finally, note
that any of the aboveminimal access sets can recover the secret s = b. For example, by
using the shares for the minimal access set {1, 4, 5, 6, 9}, we get 1+2+8+b+b = b.

6 A Class of Optimal Two-Weight Linear Codes

Let C be an [n, l, d] linear code over IFq . The extended code, Ĉ, of C is the linear code
defined by (see for example [20, p. 14])

Ĉ :=
{
(c1, . . . , cn+1) ∈ IFn+1

q : (c1, . . . , cn) ∈ C with c1 + · · · + cn + cn+1 = 0
}

.
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It is known that Ĉ is an [n + 1, l, d̂] code, where d̂ = d or d + 1. Let Ĉ⊥ be the dual
code of Ĉ and let Âi and Â⊥

i , with 1 ≤ i ≤ n + 1, denote the number of codewords
with Hamming weight i in Ĉ and Ĉ⊥, respectively.

Through the following result we present a class of optimal two-weight linear codes
over any finite field whose duals are almost optimal.

Theorem 6 Let Ĉ(q,k,e1,e2) be the extended code of the cyclic code C(q,k,e1,e2) in The-
orem 3. If e1 = 0 (see Remark 1), then the extended code Ĉ(q,k,0,e2) is an optimal
two-weight [qk, k + 1, qk−1(q − 1)] linear code over IFq , achieving the Griesmer
bound, with weight enumerator

1 + q(qk − 1)zq
k−1(q−1) + (q − 1)zq

k
.

In addition, Â⊥
1 = Â⊥

2 = 0, and

Â⊥
3 = qk(qk − 1)(q − 1)(q − 2)

6
.

Therefore, if q > 2, then Ĉ(q,k,0,e2) is projective and its dual code, Ĉ⊥
(q,k,0,e2)

, is a

[qk, qk − k − 1, 3] linear code which is almost optimal with respect to the sphere-
packing bound.

Proof Recall that each codeword of the cyclic code C(q,k,0,e2) is of the form

c(a, b) =
(
a + TrIFqk /IFq

(
bxe2

))

x∈IF∗
qk

, with a ∈ IFq and b ∈ IFqk .

For each codeword c(a, b) in C(q,k,0,e2), let ĉ(a, b) denote the corresponding extended
codeword in Ĉ(q,k,0,e2).

In the following we determine the parameters and weight enumerator of Ĉ(q,k,0,e2).
By definition, the extended code Ĉ(q,k,0,e2) has length qk − 1 + 1 = qk and has the
same dimension as C(q,k,0,e2). Further, in [2, Theorems 7 and 11] it is shown that the
Hamming weight of a codeword in C(q,k,0,e2) is given by

w(c(a, b)) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if a = b = 0,
qk − 1 if a �= 0 and b = 0,

qk−1(q − 1) if a = 0 and b �= 0,
qk−1(q − 1) − 1 if (a, b) �= (0, 0).

Thus, in order to obtain the weight enumerator for Ĉ(q,k,0,e2) we will compute the sum
of coordinates of a codeword c(a, b) in each of the above cases. First, note that

∑

x∈IF∗
qk

a = (qk − 1)a ≡ −a (mod q).
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Also, since gcd( q
k−1
q−1 , e2) = 1 and gcd(q−1, e2) = 1, we have that gcd(qk −1, e2) =

1. Hence,

∑

x∈IF∗
qk

TrIFqk /IFq

(
bxe2

) =
∑

x∈IF∗
qk

TrIFqk /IFq (bx) = qk−1
∑

x∈IF∗
q

x = 0.

Therefore,

∑

x∈IF∗
qk

(
a + TrIFqk /IFq

(
bxe2

)) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if a = b = 0,
−a if a �= 0 and b = 0,
0 if a = 0 and b �= 0,
−a if (a, b) �= (0, 0).

Consequently,

w(̂c(a, b)) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if a = b = 0,
qk if a �= 0 and b = 0,
qk−1(q − 1) if a = 0 and b �= 0,
qk−1(q − 1) if (a, b) �= (0, 0).

Moreover, since Aqk−1 = (q − 1) (see (4)), we conclude that Âqk = (q − 1). Also,
as Aqk−1(q−1) = (qk − 1) and Aqk−1(q−1)−1 = (qk − 1)(q − 1), we have

Âqk−1(q−1) = (qk − 1) + (qk − 1)(q − 1) = q(qk − 1).

This completes the proof of the parameters and weight enumerator of the code
Ĉ(q,k,0,e2).

Now, observe that

⌈
qk−1(q − 1)

q0

⌉
+
⌈
qk−1(q − 1)

q

⌉
+ · · · +

⌈
qk−1(q − 1)

qk

⌉

= (qk − qk−1) + (qk−1 − qk−2) + · · · + (q − 1) + 1 = qk

which implies that Ĉ(q,k,0,e2) is optimal as it achieves theGriesmer bound (seeTheorem
1).

In addition, a direct application of the last three identities in (1) shows that Â⊥
1 =

Â⊥
2 = 0 and that the value of Â⊥

3 is the announced one. Clearly, if q > 2, then
Â⊥
3 �= 0 and Ĉ(q,k,0,e2) is a projective code. Finally, by the sphere-packing bound, it

is not difficult to verify that for a code of length qk and dimension qk − k − 1, its
minimumHamming distance can be at most 4. Therefore, the code Ĉ⊥

(q,k,0,e2)
is almost

optimal. ��
Remark 5 A class of optimal projective two-weight linear codes with the same param-
eters and weight distribution as the codes in Theorem 6 was recently presented in [19,
Theorem 6.3]. However, unlike what was done here, this class of codes is obtained by
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considering a particular type of almost difference sets. Moreover, at the end of [19,
Section VI] the author correctly asserts that the extended code of any cyclic code in
Theorem 3 has parameters [qk, k + 1, qk−1(q − 1) − 1] and three nonzero weights.
These three-weight codes are not optimal. However, by allowing e1 = 0 in Theorem
3, Theorem 6 shows us that the extended code obtained is a two-weight linear code
which results to be optimal.

Example 3 The following are some examples of the previous theorem.

(a) Let (q, k, e2) = (3, 2, 1). Thus, owing to Theorem 6, the extended code Ĉ(3,2,0,1)
is an optimal two-weight [9, 3, 6] linear code over IF3 with weight enumerator

1 + 24z6 + 2z9

on the other hand, its dual code is an almost optimal [9, 6, 3] linear code with
respect to the sphere-packing bound, with Â⊥

1 = Â⊥
2 = 0 and Â⊥

3 = 24.
(b) Let (q, k, e2) = (4, 2, 8). Thus, owing to Theorem 6, the extended code Ĉ(4,2,0,8)

is an optimal two-weight [16, 3, 12] linear code over IF4 with weight enumerator

1 + 60z12 + 3z16

on the other hand, its dual code is an almost optimal [16, 13, 3] linear code with
respect to the sphere-packing bound, with Â⊥

1 = Â⊥
2 = 0 and Â⊥

3 = 240.
(c) Let (q, k, e2) = (5, 3, 9). Thus, owing to Theorem 6, the extended code Ĉ(5,3,0,9) is

an optimal two-weight [125, 4, 100] linear code over IF5 with weight enumerator

1 + 620z100 + 4z125

on the other hand, its dual code is an almost optimal [125, 121, 3] linear code with
respect to the sphere-packing bound, with Â⊥

1 = Â⊥
2 = 0 and Â⊥

3 = 31000.
(d) Let (q, k, e2) = (3, 5, 7). Thus, owing to Theorem 6, the extended code Ĉ(3,5,0,7) is

an optimal two-weight [243, 6, 162] linear code over IF3 with weight enumerator

1 + 726z162 + 2z243

on the other hand, its dual code is an almost optimal [243, 237, 3] linear code with
respect to the sphere-packing bound, with Â⊥

1 = Â⊥
2 = 0 and Â⊥

3 = 19602.

Remark 6 According to the code tables at [25], all the dual codes in the previous
example are optimal.

It is well known that projective two-weight linear codes are closely related to finite
projective spaces and strongly regular graphs. What is remarkable is that results from
one area can immediately be translated into the other two (see [16]). In the following
we use the projective two-weight linear codes in Theorem 6 in order to determine the
strongly regular graphs associated to them.
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A graph is a set V of vertices provided with a symmetric relation ∼ on V called
adjacency, such that no v ∈ V is adjacent to itself. A pair of adjacent vertices v1, v2 ∈
V form an edge and, under these conditions, v1 is said to be a neighbor of v2 and vice
versa.

Let N , K , λ and μ be integers. A graph with N vertices is said to be strongly
regular with parameters (N , K , λ, μ) if it is regular of degree K (that is, each vertex
has exactly K neighbors), and any two distinct vertices have λ common neighbors if
they are adjacent and μ common neighbors if they are nonadjacent.

Calderbank and Kantor [16] proposed a way to construct strongly regular graphs
using projective two-weight linear codes. Let w1 and w2 be the weights of a q-ary
projective two-weight linear code C of length n and dimension l with generator matrix
G. To C we associate a graph as follows. Take as vertices the elements of the vector
space IFlq , where two different vertices v1 and v2 are adjacent iff v1 − v2 is a multiple
of a column in G. The graph obtained in this way is strongly regular [16, Theorems
3.1 and 3.2] with the following parameters [16, Corollary 3.7]:

N = ql , K = n(q − 1), μ = q2w1w2

ql

λ = K 2 + 3K − q(w1 + w2) − Kq(w1 + w2) + q2w1w2.

As a direct consequence of the above, we have the following:

Theorem 7 Assume the same notation as in Theorem 6. If q > 2, then the extended
code Ĉ(q,k,0,e2) generates a strongly regular graph with parameters (qk+1, qk(q −
1), qk(q − 2), qk(q − 1)).

We end this section by presenting an example of the construction of a strongly
regular graph from one of the extended codes in Theorem 6.

Example 4 Let (q, k, e2) = (3, 2, 1). By (a)Example 3weknow that the extended code
Ĉ(3,2,0,1) is a projective two-weight [9, 3, 6] linear code over IF3. Owing to Theorem 7,
the code Ĉ(3,2,0,1) generates a strongly regular graph with parameters (27, 18, 9, 18).
In order to construct this graphwe need a generatormatrix for Ĉ(3,2,0,1). Since C(3,2,0,1)
is cyclic, it is not difficult to verify (see for example [21, Ch. 7, Sec. 3]) that a generator
matrix for this code is given by

G =
⎡

⎣
2 1 2 2 0 1 0 0
0 2 1 2 2 0 1 0
0 0 2 1 2 2 0 1

⎤

⎦ .

Moreover, it is known that a generator matrix for Ĉ(3,2,0,1) can be derived from any
generator matrix of C(3,2,0,1) by adding an extra column such that the sum of the
elements of each row equals 0. Therefore,

Ĝ =
⎡

⎣
2 1 2 2 0 1 0 0 1
0 2 1 2 2 0 1 0 1
0 0 2 1 2 2 0 1 1

⎤

⎦ (9)
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Fig. 1 The (27, 18, 9, 18) strongly regular graph obtained from the extended code Ĉ(3,2,0,1). The vertices
012 and 221 are adjacent or neighbors because 2(012−221) = 212 appears in the third column of thematrix
Ĝ in (9). On the contrary, the vertices 012 and 000 are nonadjacent because the difference 012−000 = 012
does not appear as a multiple of a column in such a matrix

is a generator matrix for Ĉ(3,2,0,1).
Following the method described above, the vertices of the graph are the 27 vectors

of IF33 = {000, 001, 002, . . . , 222}. Further, two different vertices are adjacent iff their
difference is a multiple of a column in Ĝ. Figure1 shows the strongly regular graph
obtained in this way from the extended code Ĉ(3,2,0,1). The graph was plotted using
Maple 17.

7 Conclusions

In this paper we studied the q0-ary subfield codes of a subclass of optimal three-weight
cyclic codes of length q2 − 1 and dimension 3 that belongs to the class of codes in
Theorem 3. We proved that some of these subfield codes are optimal three-weight
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cyclic codes of length q2−1 and dimension 2r +1 (where q = qr0) that belong, again,
to the class of optimal three-weight cyclic codes in Theorem 3 (Part (A) of Theorem
4). For the other subfield codes studied here we showed that they are three-weight
cyclic codes of length q2 − 1 whose dimension is now 3r (Part (B) of Theorem 4).
For the latter subfield codes, we also determined the minimum Hamming distance
for their duals, and with this, we concluded that these duals are almost optimal with
respect to the sphere-packing bound. Furthermore, it was shown that some subfield
codes in Part (B) of Theorem 4 are optimal and others have the best known parameters
according to the code tables at [25] (Example 1 and Remark 4). However, as pointed
out at the end of Sect. 4, there is evidence of the existence of other subfield codes with
good parameters. Therefore, as further work, it would be interesting to study those
other subfield codes.

In adittion, as an application of linear codeswith fewweights, the covering structure
of the subfield codes in Theorem 4 was determined (Theorem 5) and used to present
a specific example of a secret sharing scheme based on one of these subfield codes at
the end of Sect. 5 (Example 2).

Finally, by extending some of the optimal three-weight cyclic codes in Theorem 3,
a class of optimal two-weight linear codes over IFq , achieving the Griesmer bound,
whose duals are almost optimal with respect to the sphere-packing bound was pre-
sented (Theorem 6). Through the analysis of several examples it is suggested that
such duals are optimal (Example 3 and Remark 6). We also used the extended codes
in Theorem 6 to construct strongly regular graphs (Theorem 7 and Example 4). It is
important to note that the parameters and weight distribution of the codes in Theorem
6 are the same as those of a class of codes in Example SU1 in [16] (therein l = k + 1
and t = k). Also, as pointed out in Remark 5, they are the same for the class of codes
in [19, Theorem 6.3]. Thus, as future work, it would be interesting to show if these
codes are equivalent to each other.

Author Contributions All authors contributed equally to the conceptualisation, writing, and refinement of
this manuscript.

Funding This manuscript is partially supported by PAPIIT-UNAM IN107423. The first author has also
received research support from CONAHCyT, México.

Declarations

Conflict of interest Both authors declare that they have no conflict of interest.

OpenAccess This article is licensedunder aCreativeCommonsAttribution 4.0 InternationalLicense,which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included
in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If
material is not included in the article’s Creative Commons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

123

http://creativecommons.org/licenses/by/4.0/


Algorithmica (2023) 85:3973–3995 3995

References

1. Hernández, F., Vega, G.: On the subfield codes of a subclass of optimal cyclic codes and their covering
structures. In: Castañeda, A., Rodríguez-Henríquez, F. (eds.) LATIN 2022: Theoretical Informatics,
pp. 255–270. Springer, Cham (2022). https://doi.org/10.1007/978-3-031-20624-5_16

2. Heng, Z., Yue, Q.: Several classes of cyclic codes with either optimal three weights or a few weights.
IEEE Trans. Inf. Theory 62(8), 4501–4513 (2016). https://doi.org/10.1109/TIT.2016.2550029

3. Vega, G.: A characterization of a class of optimal three-weight cyclic codes of dimension 3 over any
finite field. Finite Fields Their Appl. 42, 23–38 (2016). https://doi.org/10.1016/j.ffa.2016.07.001

4. Heng, Z., Wang, Q., Ding, C.: Two families of optimal linear codes and their subfield codes. IEEE
Trans. Inf. Theory 66(11), 6872–6883 (2020). https://doi.org/10.1109/TIT.2020.3006846

5. Ding, C., Heng, Z.: The subfield codes of ovoid codes. IEEE Trans. Inf. Theory 65(8), 4715–4729
(2019). https://doi.org/10.1109/TIT.2019.2907276

6. Carlet, C., Charpin, P., Zinoviev, V.: Codes, bent functions and permutations suitable for DES-like
cryptosystems. Des. Codes Cryptogr. 15, 125–156 (1998). https://doi.org/10.1023/A:1008344232130

7. Heng, Z., Ding, C.: The subfield codes of hyperoval and conic codes. Finite Fields Their Appl. 56,
308–331 (2019). https://doi.org/10.1016/j.ffa.2018.12.006

8. Ding, C., Wang, X.: A coding theory construction of new systematic authentication codes. Theor.
Comput. Sci. 330(1), 81–99 (2005). https://doi.org/10.1016/j.tcs.2004.09.011

9. Carlet, C., Ding, C., Yuan, J.: Linear codes from perfect nonlinear mappings and their secret sharing
schemes. IEEE Trans. Inf. Theory 51(6), 2089–2102 (2005). https://doi.org/10.1109/TIT.2005.847722

10. Li, C., Qu, L., Ling, S.: On the covering structures of two classes of linear codes from perfect nonlinear
functions. IEEE Trans. Inf. Theory 55(1), 70–82 (2009). https://doi.org/10.1109/TIT.2008.2008145

11. Massey, J.L.: Minimal codewords and secret sharing. In: Proceedings of the 6th Joint Swedish-Russian
International Workshop on Information Theory, pp. 276–279 (1993)

12. Massey, J.L.: Someapplications of coding theory in cryptography. In:Codes andCiphers:Cryptography
and Coding IV, pp. 33–47 (1995)

13. Yuan, J., Ding, C.: Secret sharing schemes from three classes of linear codes. IEEE Trans. Inf. Theory
52(1), 206–212 (2006). https://doi.org/10.1109/TIT.2005.860412

14. Calderbank, A.R., Goethals, J.-M.: Three-weight codes and association schemes. Philips J. Res. 39(4–
5), 143–152 (1984)

15. Shi, M., Solé, P.: Three-weight codes, triple sum sets, and strongly walk regular graphs. Des. Codes
Cryptogr. 87, 2395–2404 (2019). https://doi.org/10.1007/s10623-019-00628-7

16. Calderbank, R., Kantor, W.M.: The geometry of two-weight codes. Bull. Lond. Math. Soc. 18(2),
97–122 (1986). https://doi.org/10.1112/blms/18.2.97

17. Ding, C., Yin, J.: Sets of optimal frequency-hopping sequences. IEEE Trans. Inf. Theory 54(8), 3741–
3745 (2008). https://doi.org/10.1109/TIT.2008.926410

18. Ashikhmin, A., Barg, A.: Minimal vectors in linear codes. IEEE Trans. Inf. Theory 44(5), 2010–2017
(1998). https://doi.org/10.1109/18.705584

19. Heng, Z.: Projective linear codes from some almost difference sets. IEEE Trans. Inf. Theory 69(2),
978–994 (2023). https://doi.org/10.1109/TIT.2022.3203380

20. Huffman,W.C., Pless,V.: Fundamentals ofError-CorrectingCodes.CambridgeUniv. Press,Cambridge
(2003)

21. MacWilliams, F.J., Sloane, N.J.A.: The Theory of Error-Correcting Codes. North-Holland, Amsterdam
(1977)

22. Lidl, R., Niederreiter, H.: Finite Fields. Cambridge Univ. Press, Cambridge (1983)
23. Vega, G.: An extended characterization of a class of optimal three-weight cyclic codes over any finite

field. Finite Fields Their Appl. 48, 160–174 (2017). https://doi.org/10.1016/j.ffa.2017.07.010
24. Schmidt, B., White, C.: All two-weight irreducible cyclic codes? Finite Fields Their Appl. 8(1), 1–17

(2002). https://doi.org/10.1006/ffta.2000.0293
25. Grassl, M.: Bounds on the minimum distance of linear codes and quantum codes. http://www.

codetables.de. Accessed 2 Feb 2023

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123

https://doi.org/10.1007/978-3-031-20624-5_16
https://doi.org/10.1109/TIT.2016.2550029
https://doi.org/10.1016/j.ffa.2016.07.001
https://doi.org/10.1109/TIT.2020.3006846
https://doi.org/10.1109/TIT.2019.2907276
https://doi.org/10.1023/A:1008344232130
https://doi.org/10.1016/j.ffa.2018.12.006
https://doi.org/10.1016/j.tcs.2004.09.011
https://doi.org/10.1109/TIT.2005.847722
https://doi.org/10.1109/TIT.2008.2008145
https://doi.org/10.1109/TIT.2005.860412
https://doi.org/10.1007/s10623-019-00628-7
https://doi.org/10.1112/blms/18.2.97
https://doi.org/10.1109/TIT.2008.926410
https://doi.org/10.1109/18.705584
https://doi.org/10.1109/TIT.2022.3203380
https://doi.org/10.1016/j.ffa.2017.07.010
https://doi.org/10.1006/ffta.2000.0293
http://www.codetables.de
http://www.codetables.de

	The Subfield and Extended Codes of a Subclass of Optimal Three-Weight Cyclic Codes
	Abstract
	1 Introduction
	2 Notation, Definitions and Known Results
	3 Preliminary Results
	4 The Subfield Codes of a Subclass of Optimal Cyclic Codes
	5 The Covering Structure of the Subfield Codes
	6 A Class of Optimal Two-Weight Linear Codes
	7 Conclusions
	References




