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#### Abstract

We consider a heteroscedastic sequence space setup with polynomially increasing variances of observations that allows to treat a number of inverse problems, in particular multivariate ones. We propose an adaptive estimator that attains simultaneously exact asymptotic minimax constants on every ellipsoid of functions within a wide scale (that includes ellipoids with polynomially and exponentially decreasing axes) and, at the same time, satisfies asymptotically exact oracle inequalities within any class of linear estimates having monotone non-increasing weights. The construction of the estimator is based on a properly penalized blockwise Stein's rule, with weakly geometically increasing blocks. As an application, we construct sharp adaptive estimators in the problems of deconvolution and tomography.


## 1. Introduction

Let $X$ be a separable Hilbert space with inner product $(\cdot, \cdot)$ and the norm $\|\cdot\|$. Consider the operator equation $g=A f$ where $A$ is a known linear operator from $D \subseteq X$ into Range $(A) \subseteq X$. Inverse problem with random noise consists in statistical estimation of $f$ from noisy observations of $g$. Symbolically, the statistical model can be written in the form

$$
\begin{equation*}
Y=A f+\varepsilon \xi \tag{1.1}
\end{equation*}
$$

where $\xi$ is a random $X$-valued noise, $0<\varepsilon<1$ is a small parameter (the noise level) and $Y$ is the observation. Often $D=X=L_{2}(T)$ where $T$ is an interval in $\mathbb{R}^{k}, f: T \rightarrow \mathbb{R}$ and $A$ is the integral operator defined by

$$
\begin{equation*}
A f(t)=\int_{T} K(t, x) f(x) d x \tag{1.2}
\end{equation*}
$$
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where $K(t, x)$ is a given kernel. If $K(t, x)=K(t-x)$, we get a deconvolution problem. If $A$ is a compact operator the problem is ill-posed since the inverse of $A$ is not bounded.

In this paper $\xi$ is gaussian, and the writing (1.1) is understood in the sense that for any $u \in X$, the random variable

$$
\begin{equation*}
Y(u)=(A f, u)+\varepsilon \xi(u) \tag{1.3}
\end{equation*}
$$

is observable, where $\xi(u)$ is a gaussian random variable on a probability space $(\Omega, \mathcal{A}, \mathbf{P})$, with mean 0 and variance $\|u\|^{2}$. We also assume that $\mathbf{E}\{\xi(u) \xi(v)\}=$ $(u, v)$, for any $u, v \in X$, where $\mathbf{E}$ is the expectation w.r.t. $\mathbf{P}$.

The study of inverse problems with random noise was initiated in 1960-ies [Sudakov and Khalfin (1964), Bakushinskii (1969)] and has been in the focus of recent statistical literature. Several methods of statistical estimation were proposed: the Tikhonov-Phillips type regularization techniques, recursive estimation procedures in Hilbert space, projection (or Galerkin) methods [see Wahba (1977, 1990), Vapnik (1982), O’Sullivan (1986), Vainikko and Veretennikov (1986), Johnstone and Silverman (1990), Korostelev and Tsybakov (1993), Donoho (1995), Mair and Ruymgaart (1996), Efromovich and Kolchinskii (1998), Johnstone (1999), Mathé and Pereverzev (1999) and the references cited therein].

Here we deal with weighted projection methods. A natural way of projection for ill-posed problems is associated with the singular value decomposition (SVD) of $A$. Denote $A^{*}$ the adjoint of $A$ and assume that $A^{*} A$ is a compact operator on $X$ with eigenvalues $\left\{b_{k}^{2}\right\}, b_{k}>0, k=1,2, \ldots$, and with orthonormal system of eigenfunctions $\left\{\phi_{k}\right\}$. Clearly, $\left\|A \phi_{k}\right\|=b_{k}$. Set

$$
\psi_{k}=\frac{A \phi_{k}}{\left\|A \phi_{k}\right\|}=b_{k}^{-1} A \phi_{k}
$$

The system $\left\{\psi_{k}\right\}$ is orthonormal. Furthermore,

$$
\begin{equation*}
A \phi_{k}=b_{k} \psi_{k}, \quad A^{*} \psi_{k}=b_{k} \phi_{k} \tag{1.4}
\end{equation*}
$$

We may also write, for any $f$ in $D$,

$$
\begin{gather*}
A f=\sum_{k} b_{k}^{-1}\left(A f, \psi_{k}\right) A \phi_{k}=\sum_{k} b_{k}\left(f, \phi_{k}\right) \psi_{k}  \tag{1.5}\\
f=\sum_{k} b_{k}^{-1}\left(A f, \psi_{k}\right) \phi_{k}+u, \tag{1.6}
\end{gather*}
$$

where $u \in \operatorname{ker} A$ and the series converge in $\|\cdot\|$. The relations (1.4) - (1.5) yield the SVD of $A$.

Typically (1.6) holds with $u=0$, due to boundary or periodicity conditions. This is the case in the examples considered below, where we may write

$$
\begin{equation*}
f=\sum_{k} b_{k}^{-1}\left(A f, \psi_{k}\right) \phi_{k} . \tag{1.7}
\end{equation*}
$$

Then the projection (or Galerkin) estimator $\hat{f}$ for $f$ has the form of a truncated series (1.7) where the unknown coefficient $\left(A f, \psi_{k}\right)$ is replaced by the observed value $y_{k}=Y\left(\psi_{k}\right)$ :

$$
\hat{f}=\sum_{k=1}^{n} b_{k}^{-1} y_{k} \phi_{k}
$$

and $n$ is the number to be chosen. One may consider a more general class of weighted projection estimates

$$
\begin{equation*}
\hat{f}=\sum_{k=1}^{\infty} \lambda_{k} b_{k}^{-1} y_{k} \phi_{k} \tag{1.8}
\end{equation*}
$$

where $\lambda_{k}$ are some weights, $0 \leq \lambda_{k} \leq 1$. In particular, a typical version of the Tikhonov-Phillips method corresponds to the weights

$$
\begin{equation*}
\lambda_{k}=\frac{1}{1+C k^{\tau}} \tag{1.9}
\end{equation*}
$$

where $C>0$ and $\tau>0$. Optimizing over $\lambda_{k}$, in general, should produce estimators with better quality than the simple projection or Tikhonov-Phillips techniques. The quality of estimation is evaluated in terms of the mean squared risk w.r.t. the norm in $X$. To define the risk in a convenient form, we need some notation.

Using (1.3) and (1.4) we may write

$$
\begin{equation*}
y_{k}=b_{k} \theta_{k}+\varepsilon \xi_{k}, \quad k=1,2, \ldots \tag{1.10}
\end{equation*}
$$

where $\xi_{k}=\xi\left(\psi_{k}\right)$ are i.i.d. standard normal random variables and $\theta_{k}=\left(f, \phi_{k}\right)$. We call (1.10) the sequence space model corresponding to (1.1).

Thus, we have a correspondence between (1.1) and (1.10) if the bases $\left\{\phi_{j}\right\}$, $\left\{\psi_{j}\right\}$ arise from the SVD of $A$. Note, however, that the model (1.10) is not confined to this case and it appears in many other situations. For example, some well-posed inverse problems with noise can be reduced to (1.10) with $b_{k} \rightarrow \infty$ (rather than $b_{k} \rightarrow 0$ characteristic for the ill-posed problems). Furthermore, the problems with direct observations and dependent noise can be reduced to the same model, see Johnstone (1999).

The mean squared risk of the linear estimator (1.8) is

$$
\mathcal{R}(\hat{f}, f)=\mathbf{E}_{f}\|\hat{f}-f\|^{2}=\mathbf{E}_{\theta}\left(\sum_{k}\left(\hat{\theta}_{k}-\theta_{k}\right)^{2}\right)=\mathbf{E}_{\theta}\|\hat{\theta}-\theta\|^{2},
$$

where $\hat{\theta}=\left\{\hat{\theta}_{k}\right\}_{k=1}^{\infty}, \hat{\theta}_{k}=b_{k}^{-1} \lambda_{k} y_{k}, \theta=\left\{\theta_{k}\right\}_{k=1}^{\infty}$, and the notation $\|\cdot\|$ means the $\ell_{2}$-norm when applied to $\theta$-vectors in the sequence space. Here and later $\mathbf{E}_{f}$ and $\mathbf{E}_{\theta}$ denote the expectations w.r.t. $Y$ and $y=\left(y_{1}, y_{2}, \ldots\right)$ respectively for models (1.1) and (1.10). Analyzing the risk $\mathcal{R}(\hat{f}, f)$ of the estimator (1.8) for the model (1.1) is equivalent, under our assumptions, to analyzing the risk $\mathbf{E}_{\theta}\|\hat{\theta}-\theta\|^{2}$ for the sequence space model (1.10).

The aim of this paper is twofold. First, given a class $\Lambda$ of weight sequences $\left\{\lambda_{k}\right\}$, we propose adaptive estimators of $f$ that mimic asymptotically the best linear
oracle in $\Lambda$. The oracle inequalities are proved for an arbitrary subclass $\Lambda$ of the class of all monotone non-increasing weights $\Lambda_{\text {mon }}$ or piecewise constant weights $\Lambda^{*}$. Second, we consider the adaptive estimation of $f$ in a minimax setting. We assume that $f$ belongs to one of the functional classes corresponding to ellipsoids $\Theta$ in the space of coefficients $\left\{\theta_{k}\right\}$ :

$$
\Theta=\Theta(a, Q)=\left\{\theta: \sum_{k=1}^{\infty} a_{k}^{2} \theta_{k}^{2} \leq Q\right\}
$$

where $a=\left\{a_{k}\right\}$ is a non-negative sequence that tends to infinity, and $Q>0$. Such classes arise naturally in various inverse problems, they include as special cases the (weighted) Sobolev classes and classes of analytic functions. We assume that the statistician does not know the parameters $(a, Q)$ of the "true" ellipsoid, and only a general information on the possible values $(a, Q)$ is available. This defines a scale of ellipsoids. We show that the same method of estimation guarantees sharp minimax adaptation, i.e. it achieves the exact asymptotics of minimax risk, whatever is the true ellipsoid in a given scale. The minimax results are obtained as a direct consequence of the oracle inequalities.

Minimax estimation for statistical inverse problem (1.1) (or for its sequence space analogue (1.10)) was discussed in a number of papers. Optimal rates of convergence in this problem are obtained for the $L_{2}$-risk [Johnstone and Silverman (1990), Korostelev and Tsybakov (1989, 1991, 1993), Koo (1993), Donoho (1995), Mair and Ruymgaart (1996)] and for the pointwise risk [Donoho and Low (1992), Korostelev and Tsybakov (1991, 1993), Chow, Ibragimov and Khasminskii (1999)]. Exact asymptotics of the minimax $L_{2}$-risks are known in the deconvolution problem with somewhat different setup [Ermakov (1989)], in the inverse Cauchy or Dirichlet problems for partial differential equations [Golubev and Khasminskii (1999a, b)] and in tomography, for minimax $L_{2}$-risks among linear estimators [Johnstone and Silverman (1990)]. Exact asymptotics for pointwise risks on the classes of analytic functions in tomography are due to Cavalier (1998a, b).

Adaptive minimax estimation in (1.1) has been studied quite recently. Adaptive rates of convergence under pointwise risk are analyzed by Goldenshluger (1998) (deconvolution problem) and Cavalier (1998a) (tomography). Johnstone (1999) studies adaptation in $\ell_{2}$ by wavelet-vaguelette decomposition on the Besov scale of classes and proposes an estimator that mimics the optimal soft thresholding rule. Efromovich and Kolchinskii (1998) deal with adaptive rates for the $L_{2}$-risk when the operator $A$ is not known and is estimated from an additional learning sample. A result on minimax adaptation in (1.1) with exact asymptotical constant among all estimators is due to Efromovich (1997) who considers the deconvolution problem with logarithmic convergence rates and supersmooth kernels (which corresponds to exponentially decreasing $b_{k}$ in (1.10) and polynomially increasing $a_{k}$ ). Tsybakov (2000) considers the problem where both $a_{k}$ and $b_{k}$ are exponential and shows that the $L_{2}$-adaptive rates in this case are logarithmically worse than the optimal rates.

Here we consider the general sequence space setup (1.10) with polynomially decreasing $b_{k}$ that allows to treat as special cases a number of inverse problems, in particular multivariate ones (deconvolution, tomography, inverse Cauchy problems
for partial differential equations etc.). We propose an estimator that attains simultaneously exact asymptotic constants on every ellipsoid $\Theta(a, Q)$ within a wide scale (including both polynomial and exponential $\left\{a_{k}\right\}$ ) and, at the same time, satisfies asymptotically exact oracle inequalities for every $\theta \in \ell_{2}$ and with any class of estimates having monotone weights $\left\{\lambda_{k}\right\}$.

Our approach is designed for models that allow the sequence space representation (1.10). For ill-posed inverse problems it supposes the exact knowledge of the eigenfunctions $\phi_{k}, \psi_{k}$ in the SVD (1.4) - (1.5) and of the singular values $b_{k}$. This is the case in many problems of mathematical physics. If the SVD is not available, one can use a projection onto general Galerkin bases $\phi_{k}, \psi_{k}$, which leads to the model of linear regression with growing number of parameters. This happens, for example, if the bases $\phi_{k}, \psi_{k}$ are imposed by the structure of a particular experiment and cannot be chosen by the statistician [see Mathé and Pereverzev (1999), Goldenshluger and Pereverzev (1999) for further discussion and results on the rates of convergence].

## 2. Linear minimax estimates in sequence space

Consider the sequence space model (1.10) where $y_{k}$ are the observations, $\xi_{k}$ are independent standard gaussian random variables, $0<\varepsilon<1, b=\left(b_{1}, b_{2}, \ldots\right)$ is a known sequence, $b_{k}>0, k=1,2, \ldots$, and $\theta=\left(\theta_{1}, \theta_{2}, \ldots\right) \in \ell_{2}$ is an unknown parameter of interest.

Introduce the class of linear estimators :

$$
\hat{\theta}=\hat{\theta}(h)=\left(\hat{\theta}_{1}, \hat{\theta}_{2}, \ldots\right), \quad \hat{\theta}_{k}=h_{k} y_{k}, \quad k=1,2, \ldots
$$

where $h=\left(h_{1}, h_{2}, \ldots\right)$ is an arbitrary sequence. Since $\hat{\theta}$ is uniquely determined by $h$ we will sometimes use the name "estimator" for the sequence $h$ itself.

The mean squared risk of the linear estimator $\hat{\theta}(h)$ has the form

$$
\begin{equation*}
R_{\varepsilon}(h, \theta)=\mathbf{E}_{\theta}\|\hat{\theta}(h)-\theta\|^{2}=\sum_{k=1}^{\infty}\left(\left(1-b_{k} h_{k}\right)^{2} \theta_{k}^{2}+\varepsilon^{2} h_{k}^{2}\right) \tag{2.1}
\end{equation*}
$$

if $h$ is such that the right hand side is finite. For fixed $\theta \in \ell_{2}$ the minimum of $R_{\varepsilon}(h, \theta)$ is attained on the linear oracle $h^{L}=\left(h_{1}^{L}, h_{2}^{L}, \ldots\right)$ where

$$
h_{k}^{L}=\frac{b_{k} \theta_{k}^{2}}{\varepsilon^{2}+b_{k}^{2} \theta_{k}^{2}}=b_{k}^{-1} \frac{\theta_{k}^{2}}{\varepsilon^{2} b_{k}^{-2}+\theta_{k}^{2}}
$$

The oracle cannot be realized from the data since it depends on the unknown $\theta$. We write also $h^{L}=h^{L}(\theta)$.

The linear minimax risk $r_{\varepsilon}^{L}(\Theta)$ on the ellipsoid $\Theta=\Theta(a, Q)$ is defined by

$$
r_{\varepsilon}^{L}(\Theta)=\inf _{h} \sup _{\theta \in \Theta} R_{\varepsilon}(h, \theta)
$$

and the minimax risk $r_{\varepsilon}(\Theta)$ is defined by

$$
r_{\varepsilon}(\Theta)=\inf _{\hat{t}} \sup _{\theta \in \Theta} \mathbf{E}_{\theta}\|\hat{t}-\theta\|^{2}
$$

where $\inf _{\hat{t}}$ denotes the infimum over all estimators.
The estimator $\hat{\theta}\left(h^{*}\right)$ is called linear minimax estimator on $\Theta$ if it satisfies

$$
\sup _{\theta \in \Theta} R_{\varepsilon}\left(h^{*}, \theta\right)=\inf _{h} \sup _{\theta \in \Theta} R_{\varepsilon}(h, \theta)
$$

Pinsker (1980) shows that linear minimax estimators on ellipsoids $\Theta$ are asymptotically minimax among all estimators. To define linear minimax estimators, introduce some notation. Let $w_{\varepsilon}$ be a solution of the equation

$$
\begin{equation*}
\varepsilon^{2} \sum_{k=1}^{\infty} b_{k}^{-2} a_{k}\left(1-w_{\varepsilon} a_{k}\right)_{+}=c_{\varepsilon} Q \tag{2.2}
\end{equation*}
$$

where $x_{+}=\max (0, x)$. If the sequence $a_{k} \rightarrow \infty$ is monotone non-decreasing, the solution $w_{\varepsilon}$ is unique and defined by

$$
\begin{equation*}
w_{\varepsilon}=\frac{\sum_{k=1}^{n} b_{k}^{-2} a_{k}}{Q \varepsilon^{-2}+\sum_{k=1}^{n} b_{k}^{-2} a_{k}^{2}}, \tag{2.3}
\end{equation*}
$$

where $n=n_{\varepsilon}(\Theta)$ is finite integer:

$$
\begin{equation*}
n=\max \left\{k: a_{k} \leq w_{\varepsilon}^{-1}\right\}=\max \left\{l: \varepsilon^{2} \sum_{k=1}^{l} b_{k}^{-2} a_{k}\left(a_{l}-a_{k}\right) \leq Q\right\} \tag{2.4}
\end{equation*}
$$

The following theorem is due to Pinsker (1980).
Theorem 1. Let $\left\{a_{k}\right\}$ be a sequence of non-negative numbers, $a_{k} \rightarrow \infty$, and let $b_{k}>0, k=1,2, \ldots$. Then the linear minimax estimator $h^{*}=\left\{h_{k}^{*}\right\}$ on $\Theta(a, Q)$ is given by

$$
\begin{equation*}
h_{k}^{*}=b_{k}^{-1}\left(1-w_{\varepsilon} a_{k}\right)_{+} \tag{2.5}
\end{equation*}
$$

and the linear minimax risk is

$$
\begin{equation*}
r_{\varepsilon}^{L}(\Theta)=\varepsilon^{2} \sum_{k=1}^{\infty} b_{k}^{-2}\left(1-w_{\varepsilon} a_{k}\right)_{+} \tag{2.6}
\end{equation*}
$$

Furthermore, if

$$
\begin{equation*}
\frac{\max _{k: a_{k}<d} b_{k}^{-2}}{\sum_{k: a_{k}<d} b_{k}^{-2}}=o(1), \quad d \rightarrow \infty \tag{2.7}
\end{equation*}
$$

then

$$
\begin{equation*}
r_{\varepsilon}(\Theta)=r_{\varepsilon}^{L}(\Theta)(1+o(1)) \tag{2.8}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.
Thus, under the condition (2.7), the linear minimax estimator given by (2.5) is asymptotically minimax among all estimators. Also the weights of the linear minimax estimator satisfy $h_{k}^{*}=0$ for all $k>n_{\varepsilon}(\Theta)$.

## 3. The method of adaptation and oracle inequalities

An ideal goal of adaptation in the sequence space model (1.10) would be to find a data-driven estimator $\tilde{\theta}$ of $\theta$ that
(i) mimics asymptotically the risk of the linear oracle $h^{L}(\theta)$ for almost all $\theta \in \ell_{2}$ ("almost" means here that some $\theta$ should be obviously excluded, for example, $\theta=0$ ), and
(ii) attains asymptotically the minimax risk over any ellipsoid $\Theta$.

We attain this goal only partly : we construct $\tilde{\theta}$ satisfying (ii) for a large scale of ellipsoids and satisfying slightly restricted versions of (i) where the linear oracle $h^{L}(\theta)$ is replaced by the linear monotone oracle or linear blockwise oracle with rather general blocks.

Consider the class of monotone sequences

$$
\begin{equation*}
\Lambda_{m o n}=\left\{\lambda=\left\{\lambda_{k}\right\} \in \ell_{2}: 1 \geq \lambda_{1} \geq \ldots \geq \lambda_{k} \ldots \geq 0\right\} \tag{3.1}
\end{equation*}
$$

and the class of weights

$$
\begin{equation*}
\mathcal{H}_{\text {mon }}=\left\{h=\left\{h_{k}\right\}: h_{k}=b_{k}^{-1} \lambda_{k},\left\{\lambda_{k}\right\} \in \Lambda_{\text {mon }}\right\} . \tag{3.2}
\end{equation*}
$$

The linear monotone oracle $h^{\text {mon }}=h^{\text {mon }}(\theta)$ is defined as a solution of

$$
R_{\varepsilon}\left(h^{\text {mon }}, \theta\right)=\inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta)
$$

If the coefficients $\theta_{k}$ are monotone non-increasing, we have $h^{L}(\theta)=h^{\text {mon }}(\theta)$.
The class $\mathcal{H}_{\text {mon }}$ contains most of interesting examples of weight sequences $\left\{h_{k}\right\}$. The projection weights $h_{k}=b_{k}^{-1} I\{k \leq n\}$, where $n$ is an integer, and the Tikhonov-Phillips weights (1.9) belong to $\mathcal{H}_{\text {mon }}$. Next, typically $b_{k}$ are monotone non-increasing and $a_{k}$ in the definition of the ellipsoid are monotone non-decreasing. Then the Pinsker weights (2.5) belong to $\mathcal{H}_{\text {mon }}$. It can be shown that some minimax solutions on other bodies in $\ell_{2}$ than ellipsoids (e.g. hyperrectangles) are also in $\mathcal{H}_{\text {mon }}$.

We look for an adaptive estimator $\tilde{\theta}=\left(\tilde{\theta}_{1}, \tilde{\theta}_{2}, \ldots\right)$ of the form

$$
\begin{equation*}
\tilde{\theta}_{k}=\tilde{h}_{k} y_{k} \tag{3.3}
\end{equation*}
$$

where $\tilde{h}_{k}=\tilde{h}_{k}(y)$ are some data-driven weights.
A well-known idea of choosing $\tilde{h}_{k}$ is based on the unbiased estimation of the risk (Mallows (1973), Akaike (1973) and Stein (1981)). In fact, the $\ell_{2}$-error of the linear estimator $\hat{\theta}$ is

$$
\|\hat{\theta}(h)-\theta\|^{2}=\sum_{k} \theta_{k}^{2}+\sum_{k} h_{k}^{2} y_{k}^{2}-2 \sum_{k} h_{k} y_{k} \theta_{k}
$$

Thus, for any fixed $h$, the function

$$
\mathcal{J}(h)=\sum_{k}\left(h_{k}^{2} y_{k}^{2}-2 h_{k} b_{k}^{-1}\left(y_{k}^{2}-\varepsilon^{2}\right)\right)
$$

satisfies

$$
\begin{equation*}
\mathbf{E}_{\theta}(\mathcal{J}(h))=\mathbf{E}_{\theta}\|\hat{\theta}(h)-\theta\|^{2}-\sum_{k} \theta_{k}^{2} . \tag{3.4}
\end{equation*}
$$

In other words, the function $\mathcal{J}(h)$ is (up to the summand $\sum_{k} \theta_{k}^{2}$ independent of $h$ ) an unbiased estimator of the risk $R_{\varepsilon}(h, \theta)$.

Now, given a class $\mathcal{H}$ of sequences $\left\{h_{k}\right\}$ (not necessarily $\mathcal{H}=\mathcal{H}_{\text {mon }}$ ), we may define the sequence of adaptive weight coefficients $\tilde{h}(\mathcal{H})$ as follows

$$
\begin{equation*}
\tilde{h}(\mathcal{H})=\underset{h \in \mathcal{H}}{\operatorname{argmin}} \mathcal{J}(h) . \tag{3.5}
\end{equation*}
$$

It is clear that $\tilde{h}(\mathcal{H})$ depends on the data $y_{k}, k=1,2, \ldots$, and not on the unknown parameter $\theta=\left\{\theta_{k}\right\}$. Denote $h^{\mathcal{H}}=h^{\mathcal{H}}(\theta)$ the oracle for the class $\mathcal{H}$ :

$$
R_{\varepsilon}\left(h^{\mathcal{H}}, \theta\right)=\inf _{h \in \mathcal{H}} R_{\varepsilon}(h, \theta) .
$$

For the problems of "direct" estimation (where $b_{k} \equiv 1, k=1,2, \ldots$ ) it is known that, under a proper choice of $\mathcal{H}$, the adaptive estimator $\tilde{\theta}$ defined by (3.3) and (3.5) achieves the required behavior : it is asymptotically minimax on ellipsoids $\Theta$ and has the asymptotic risk at least as small as that of the linear monotone oracle (Golubev (1987, 1990, 1992), Golubev and Nussbaum (1992), Oudshoorn (1997)). Other methods of adaptive weighting in the "direct" case that achieve the same properties are suggested by Efroimovich and Pinsker (1984) and Nemirovski (2000). In particular, Nemirovski (2000) uses a randomized method. Results on linear monotone oracles in the "direct" case for somewhat different setup can be found in Beran and Dümbgen (1998).

We show that, for polynomial (or quasipolynomial) $\left\{b_{k}\right\}$ the estimator $\tilde{\theta}$ defined by (3.3) and (3.5) can be modified to have the same adaptivity properties as in the direct case. Namely, we consider as $\mathcal{H}$ the class of coefficients with piecewise constant $\lambda_{k}=b_{k} h_{k}$ over suitably chosen blocks, and we apply a properly penalized Stein's rule in every block.

Define

$$
\begin{equation*}
\mathcal{H}^{*}=\left\{h=\left\{h_{k}\right\}: h_{k}=b_{k}^{-1} \lambda_{k},\left\{\lambda_{k}\right\} \in \Lambda^{*}\right\} \tag{3.6}
\end{equation*}
$$

where $\Lambda^{*}$ is the set of piecewise constant sequences,

$$
\begin{align*}
\Lambda^{*} & =\left\{\lambda \in \ell_{2}: 0 \leq \lambda_{k} \leq 1, \lambda_{k}=\lambda_{\kappa_{j}}, \forall k \in\left[\kappa_{j}, \kappa_{j+1}-1\right],\right. \\
j & \left.=0, \ldots, J-1, \lambda_{k}=0, k>N\right\}, \tag{3.7}
\end{align*}
$$

and $J, N, \kappa_{j}, j=0, \ldots, J$, are integers such that $\kappa_{0}=1, \kappa_{J}=N+1, \kappa_{j}>\kappa_{j-1}$. Denote $I_{j}=\left\{k \in\left[\kappa_{j-1}, \kappa_{j}-1\right]\right\}$ and $T_{j}=\kappa_{j}-\kappa_{j-1}$ for $j=1, \ldots, J$.

Note that the solution $\tilde{h}^{*}$ of the minimization problem

$$
\mathcal{J}\left(\tilde{h}^{*}\right)=\min _{h \in \mathcal{H}^{*}} \mathcal{J}(h)
$$

is given by $\tilde{h}^{*}=\left(\tilde{h}_{1}^{*}, \tilde{h}_{2}^{*}, \ldots\right)$, where

$$
\tilde{h}_{k}^{*}= \begin{cases}b_{k}^{-1}\left(1-\frac{\sigma_{j}^{2}}{\|\overline{\|}\|_{(j)}^{2}}\right)_{+}, & k \in I_{j}, j=1, \ldots, J  \tag{3.8}\\ 0, & k>N\end{cases}
$$

with $x_{+}=\max (0, x)$,

$$
\begin{gather*}
\sigma_{j}^{2}=\varepsilon^{2} \sum_{k \in I_{j}} b_{k}^{-2}, \quad\|\bar{y}\|_{(j)}^{2}=\sum_{k \in I_{j}} \bar{y}_{k}^{2}  \tag{3.9}\\
\bar{y}_{k}=b_{k}^{-1} y_{k}=\theta_{k}+\varepsilon b_{k}^{-1} \xi_{k}, \quad \bar{y}=\left\{\bar{y}_{k}\right\} \tag{3.10}
\end{gather*}
$$

and

$$
\begin{equation*}
\Delta_{j}=\frac{\max _{k \in I_{j}} b_{k}^{-2}}{\sum_{k \in I_{j}} b_{k}^{-2}} \tag{3.11}
\end{equation*}
$$

The weights (3.8) define a blockwise Stein's rule. The blockwise Stein's estimator is $\tilde{\theta}^{*}=\left(\tilde{\theta}_{1}^{*}, \tilde{\theta}_{2}^{*}, \ldots\right)$ where $\tilde{\theta}_{k}^{*}=\tilde{h}_{k}^{*} y_{k}$.

We now modify the weights $\tilde{h}^{*}$ and define $\tilde{h}=\left(\tilde{h}_{1}, \tilde{h}_{2}, \ldots\right)$ by

$$
\tilde{h}_{k}= \begin{cases}b_{k}^{-1}\left(1-\frac{\sigma_{j}^{2}\left(1+\varphi_{j}\right)}{\|\bar{y}\|_{(j)}^{2}}\right)_{+}, & k \in I_{j}, j=1, \ldots, J \\ 0, & k>N\end{cases}
$$

where $\varphi_{j}>0$ is some penalty term.
Finally, the adaptive estimate that we propose has the form $\tilde{\theta}=\left(\tilde{\theta}_{1}, \tilde{\theta}_{2}, \ldots\right)$ where

$$
\tilde{\theta}_{k}= \begin{cases}\bar{y}_{k}\left(1-\frac{\sigma_{j}^{2}\left(1+\varphi_{j}\right)}{\|\bar{y}\|_{(j)}^{2}}\right)_{+}, & k \in I_{j}, j=1, \ldots, J  \tag{3.12}\\ 0, & k>N\end{cases}
$$

This estimator can be interpreted as a penalized blockwise Stein's rule. The penalizing factor $\left(1+\varphi_{j}\right)$ forces the estimator to contain fewer nonzero coefficients $\tilde{\theta}_{k}$ than for the usual blockwise Stein's rule (3.8): our estimator is more "sparse". However, we consider the case where the values $\varphi_{j}$ are small and $\max _{1 \leq j \leq J} \varphi_{j} \rightarrow 0$, as $\varepsilon \rightarrow 0$. Therefore, the difference from Stein's rule is not very strong. The choice of the penalty $\varphi_{j}$ in the examples considered below is $\varphi_{j}=\Delta_{j}^{\gamma}$, where $0<\gamma<1 / 2$.

The assumption $\gamma<1 / 2$ is important, as shows an inspection of the proof: $\gamma=1 / 2$ already will not suffice to get the same order of remainder terms in oracle inequalities. Intuitively, this effect is easy to explain. If $b_{k}$ decreases as a power of $k$ we have: standard deviation $\left(Z_{j}\right) / \operatorname{expectation}\left(Z_{j}\right) \sim \Delta_{j}^{1 / 2}$ where $Z_{j}$ is the stochastic error term corresponding to $j$ th block. Hence, to control the variability of stochastic terms, one needs a penalty $\varphi_{j}$ that is slightly larger than $\Delta_{j}^{1 / 2}$. The choice $\varphi_{j}=\Delta_{j}^{\gamma}$, where $0<\gamma<1 / 2$, is sufficient. Other choices are possible that give similar first order asymptotics but with somewhat different remainder terms, for example, the penalty $\varphi_{j}=C \sqrt{\Delta_{j} \log \frac{1}{\Delta_{j}}}$, with $C>0$ large enough (cf. Birgé and Massart (2001) for the case $b_{k} \equiv 1$ ).

Assume that the sequence $\left\{b_{k}\right\}$, the blocks $I_{1}, I_{2}, \ldots I_{J}$ and the penalties $\varphi_{j}$ satisfy the following conditions.
(A1) There exists a constant $c_{1}>0$ independent of $\varepsilon$, such that

$$
\sum_{j=1}^{J}\left(\max _{k \in I_{j}} b_{k}^{-2}\right) \exp \left(-\frac{\varphi_{j}^{2}}{16 \Delta_{j}\left(1+2 \sqrt{\varphi_{j}}\right)^{2}}\right) \leq c_{1}
$$

(A2) For all $j=1, \ldots J$, we have

$$
\Delta_{j} \leq \frac{1-\varphi_{j}}{4}
$$

Assumption (A1) is satisfied if $b_{k}$ are polynomially decreasing and the blocks $I_{j}$ are growing sufficiently fast as $j$ grows. On the other hand, it does not hold if $b_{k}$ are exponentially decreasing, since in this case $\Delta_{j} \nrightarrow 0$ as $j \rightarrow \infty, \varphi_{j}$ are bounded (in view of (A2)), and thus the sum in (A1) is not bounded as $J=J(\varepsilon) \rightarrow \infty$.

A natural simplification of these assumptions would consist to suppose that the $b_{k}$ are of the same order within a block $I_{j}: \max _{I_{j}} b_{k}^{-2} / \min _{I_{j}} b_{k}^{-2} \leq C$ for a constant $C$. Then instead of $\Delta_{j}$ we can substitute in the above formulas $1 / T_{j}$ where $T_{j}$ is the size of the $j$ th block. A motivation of the more general formulation involving $\Delta_{j}$ lies in multivariate applications. We will see in particular that in the context of tomography (Section 5.2) we have $\max _{I_{j}} b_{k}^{-2} / \min _{I_{j}} b_{k}^{-2} \rightarrow \infty$ and nevertheless the assumptions (A1) and (A2) hold.

The next proposition yields a first oracle inequality. It states that the adaptive estimator (3.12) is at least as good as the blockwise constant oracle $h^{\mathcal{H}^{*}}(\theta)$ (up to small residual terms), for any $\theta \in \ell_{2}$.
Proposition 1. Let $\mathcal{H}^{*}$ be the class of all piecewise constant rules (3.6) and let $\tilde{\theta}$ be the estimator defined in (3.12). Assume (A1) and (A2). Then for any $\theta \in \ell_{2}$ and any $0<\varepsilon<1$ we have

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq(1+\varphi(\varepsilon)) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta)+8 c_{1} \varepsilon^{2}
$$

where $\varphi(\varepsilon)=\max _{1 \leq j \leq J}\left(2 \varphi_{j}+16 \Delta_{j} / \varphi_{j}\right)$.
Remark that we choose $\varphi_{j} \rightarrow 0$ as $j \rightarrow \infty$ and $J \rightarrow \infty$. Then, to satisfy (A1), one needs that $\Delta_{j}=o\left(\varphi_{j}^{2}\right)$. Thus, (A2) holds automatically for $j$ large enough, and $\varphi(\varepsilon) \leq C \max _{1 \leq j \leq J} \varphi_{j}$ for some $C>0$.

Proposition 1 has the following asymptotic corollary.
Corollary 1. Let $b_{k} \rightarrow 0$ as $k \rightarrow \infty$, and $\varphi(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Let the sequence $\theta \in \ell_{2}$ have the infinite number of non-zero coefficients $\theta_{k}$. Then, under the assumptions of Proposition 1,

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq(1+o(1)) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta)
$$

as $\varepsilon \rightarrow 0$.

Proof of Proposition 1 and Corollary 1 is given in Section 6.
Remark 1. Proposition 1 and Corollary 1 deal with general blocks $I_{j}$. For example, these results apply to the wavelet setup considered by Johnstone (1999) where the blocks are the resolution levels of size $T_{j}=2^{j}$, the coefficients $b_{k}$ are constant within each block and decrease with $j$ as a power of $T_{j}: b_{k} \equiv T_{j}^{-\beta}, \forall k \in I_{j}$, with some $\beta>0$. In this case assumptions (A1) and (A2) are valid with $\varphi_{j}=\Delta_{j}^{\gamma}$, and we get that the estimator (3.12) is asymptotically at least as good as the levelwise constant wavelet oracle. Moreover, Proposition 1 allows to cover a more realistic situation where $C_{1} T_{j}^{-\beta} \leq b_{k} \leq C_{2} T_{j}^{-\beta}$ for some $C_{2}>C_{1}>0$.

The next step of our argument is to show that an oracle inequality similar to that of Proposition 1 holds for $\tilde{\theta}$, but with $\mathcal{H}_{\text {mon }}$ in place of $\mathcal{H}^{*}$. This is obtained as a consequence of Proposition 1 and of Lemma 1 stated below.

The following additional assumption is needed.
(A3) There exists $0<\eta_{\varepsilon}<1 / 2$ such that

$$
\max _{1 \leq j \leq J-1} \frac{\sigma_{j+1}^{2}}{\sigma_{j}^{2}} \leq 1+\eta_{\varepsilon}
$$

In the examples that we consider below $\eta_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Lemma 1. Let $r>0, N \geq \max \left\{m: \sum_{k=1}^{m} b_{k}^{-2} \leq r^{2} \varepsilon^{-2} \eta_{\varepsilon}^{-2}\right\}$, and let (A3) hold. If $\|\theta\| \leq r$ then, for any $0<\varepsilon<1$,

$$
\begin{equation*}
\inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta) \leq\left(1-\eta_{\varepsilon}\right)^{-2} \inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta)+\sigma_{1}^{2} \tag{3.13}
\end{equation*}
$$

Furthermore, if $h \in \mathcal{H}_{\text {mon }}$ and $\theta \in \ell_{2}$ are such that $R_{\varepsilon}(h, \theta) \leq r^{2}$, then there exists $\bar{h} \in \mathcal{H}^{*}$ such that, for any $0<\varepsilon<1$,

$$
\begin{equation*}
R_{\varepsilon}(\bar{h}, \theta) \leq\left(1-\eta_{\varepsilon}\right)^{-2} R_{\varepsilon}(h, \theta)+\sigma_{1}^{2} \tag{3.14}
\end{equation*}
$$

Proof of Lemma 1 is given in Section 6. It is inspired by the argument in Nemirovskii (2000), Section 6.3.3.

We need that the term $\sigma_{1}^{2}$ were small enough w.r.t. the main term $\inf _{h \in \mathcal{H}_{\text {mon }}}$ $R_{\varepsilon}(h, \theta)$. If this main term is $O\left(\varepsilon^{s}\right), \varepsilon \rightarrow 0$, for some $0<s<2$ and $b_{k}^{-1}=$ $O\left(k^{\beta}\right), k \rightarrow \infty$, for some $\beta>0$, the asymptotic negligibility of $\sigma_{1}^{2}$ is easily obtained by choosing $T_{1}$ of logarithmic order.

Proposition 1 and Lemma 1 entail the following oracle inequalities.
Proposition 2. Let $\tilde{\theta}$ be the estimator defined in (3.12). Assume (A1)-(A3), and let $r>0, N \geq \max \left\{m: \sum_{k=1}^{m} b_{k}^{-2} \leq r^{2} \varepsilon^{-2} \eta_{\varepsilon}^{-2}\right\}$. Then:
(i) For any $\theta$ such that $\|\theta\| \leq r$ and any $0<\varepsilon<1$ we have

$$
\begin{equation*}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq\left(1+\Gamma_{\varepsilon}\right) \inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta)+c_{2}\left(\varepsilon^{2}+\sigma_{1}^{2}\right) \tag{3.15}
\end{equation*}
$$

where $\Gamma_{\varepsilon}=\left(2 \eta_{\varepsilon}+\varphi(\varepsilon)\right) /\left(1-2 \eta_{\varepsilon}\right)$ and $c_{2}>0$ does not depend on $\theta, \varepsilon$.
(ii) For $h \in \mathcal{H}_{\text {mon }}$ and $\theta \in \ell_{2}$ such that $R_{\varepsilon}(h, \theta) \leq r^{2}$ and any $0<\varepsilon<1$ we have

$$
\begin{equation*}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq\left(1+\Gamma_{\varepsilon}\right) R_{\varepsilon}(h, \theta)+c_{2}\left(\varepsilon^{2}+\sigma_{1}^{2}\right) . \tag{3.16}
\end{equation*}
$$

We introduce now a construction of weakly geometrically increasing blocks $I_{j}$ where the conditions (A1) - (A3) are satisfied, provided $b_{k}$ decreases as a power of $k$. In the next section we will show that with this construction the estimator (3.12) is sharp minimax adaptive on a large scale of classes.

Let $v_{\varepsilon}$ be an integer valued function of $\varepsilon$ such that $v_{\varepsilon} \geq 2$ and $\nu_{\varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow 0$. A typical choice would be $\nu_{\varepsilon} \sim \log (1 / \varepsilon)$ or $\nu_{\varepsilon} \sim \log \log (1 / \varepsilon)$. Let

$$
\rho_{\varepsilon}=\frac{1}{\log v_{\varepsilon}}
$$

Clearly, $\rho_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$. Define the sequence $\left\{\kappa_{j}\right\}$ by

$$
\kappa_{j}= \begin{cases}1 & j=0,  \tag{3.17}\\ v_{\varepsilon} & j=1, \\ \kappa_{j-1}+\left\lfloor v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j-1}\right\rfloor & j=2,3, \ldots,\end{cases}
$$

where $\lfloor x\rfloor$ is the maximal integer that is strictly less than $x$. Let $N^{*}$ be any integer satisfying

$$
\begin{equation*}
N^{*} \geq \max \left\{m: \sum_{k=1}^{m} b_{k}^{-2} \leq \varepsilon^{-2} \rho_{\varepsilon}^{-3}\right\} . \tag{3.18}
\end{equation*}
$$

Then, for $\varepsilon$ small enough, $N^{*} \geq \max \left\{m: \sum_{k=1}^{m} b_{k}^{-2} \leq r^{2} \varepsilon^{-2} \rho_{\varepsilon}^{-2}\right\}, \forall r>0$. The following assumptions will be used: (B1) The blocks are $I_{j}=\left[\kappa_{j-1}, \kappa_{j}-1\right], j=$ $1, \ldots, J$, such that the values $\kappa_{j}$ satisfy (3.17), and $J=\min \left\{j: \kappa_{j}>N^{*}\right\}$ where $N^{*}$ satisfies (3.18).

Clearly, $N=k_{J}-1 \geq N^{*}$ if (B1) holds.
(B2) The penalty is $\varphi_{j}=\Delta_{j}^{\gamma}$, where $0<\gamma<1 / 2$.
We also assume that the values $b_{k}$ decrease as a power of $k$ :
(B3) There exist $\beta \geq 0, b_{\max }>0, b_{\min }>0$ such that $b_{\min } k^{-\beta} \leq b_{k} \leq$ $b_{\max } k^{-\beta}, k=1,2, \ldots$

The next result follows from Proposition 1.
Corollary 2. Let $\mathcal{H}^{*}$ be defined in (3.6) and $\tilde{\theta}$ be the estimator defined in (3.12). Assume (B1) - (B3). Then for any $\theta \in \ell_{2}$ and any $0<\varepsilon<\varepsilon_{1}$ we have

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq\left(1+c_{3}\left(\rho_{\varepsilon} \nu_{\varepsilon}\right)^{-\gamma}\right) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta)+c_{4} \varepsilon^{2}
$$

where the constants $0<\varepsilon_{1}<1, c_{3}>0$ and $c_{4}>0$ do not depend on $\theta, \varepsilon$.

Proof of Corollary 2 consists in checking the conditions (A1) and (A2) and it is given in the Appendix.

Note that (B1) - (B3) do not imply (A3), and to get oracle inequalities over $\mathcal{H}_{\text {mon }}$, as in Proposition 2, we need a stronger condition on $b_{k}$ :
(B4) The coefficients $b_{k}$ are positive and there exist $\beta \geq 0, b_{*}>0$ such that

$$
b_{k}=b_{*} k^{-\beta}(1+o(1)), k \rightarrow \infty .
$$

Corollary 3. Let $\tilde{\theta}$ be the estimator defined in (3.12). Assume (B1),(B2) and (B4), and let $r>0$ be fixed. Then :
(i) For any $\theta$ such that $\|\theta\| \leq r$ and any $0<\varepsilon<\varepsilon_{2}$ we have

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq\left(1+\tilde{\eta}_{\varepsilon}\right) \inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta)+c_{5} \varepsilon^{2} v_{\varepsilon}^{2 \beta+1},
$$

where the constants $0<\varepsilon_{2}<1$ and $c_{5}>0$ do not depend on $\theta$, $\varepsilon$, and $\tilde{\eta}_{\varepsilon}=$ $o(1), \varepsilon \rightarrow 0, \tilde{\eta}_{\varepsilon}$ does not depend on $\theta$. (ii) For $h \in \mathcal{H}_{\text {mon }}$ and $\theta \in \ell_{2}$ such that $R_{\varepsilon}(h, \theta) \leq r^{2}$ and any $0<\varepsilon<\varepsilon_{2}$ we have

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq\left(1+\tilde{\eta}_{\varepsilon}\right) R_{\varepsilon}(h, \theta)+c_{5} \varepsilon^{2} v_{\varepsilon}^{2 \beta+1} .
$$

Proof of this corollary is given in the Appendix.
Remark 3. Since $\rho_{\varepsilon} \nu_{\varepsilon} \rightarrow \infty$ and $\tilde{\eta}_{\varepsilon} \rightarrow 0$, the oracle inequalities of Corollaries 2, 3 are asymptotically exact. Note also that Proposition 2 and Corollary 3 yield asymptotically exact oracle inequalities on smaller classes than $\mathcal{H}_{\text {mon }}$. In particular, our estimator $\tilde{\theta}$ is asymptotically at least as good as the optimal projection estimator i.e. estimator in the class $\mathcal{H}_{\text {proj }}=\left\{h: \quad h_{k}=b_{k}^{-1} I(k \leq n), n=1,2, \ldots\right\}$ and the optimal Tikhonov-Phillips type estimator in the class $\mathcal{H}_{T P}=\left\{h: h_{k}=\right.$ $\left.\frac{b_{k}^{-1}}{1+C k^{\tau}}, \tau>0, C>0\right\}$.
Remark 4. Beran and Dümbgen (1998) show that the estimator $\tilde{h}\left(\mathcal{H}_{m o n}\right)$ for the case where $b_{k} \equiv 1$ can be computed numerically and has a piecewise-constant structure on random blocks. We believe that this is also true for general $b_{k}$ and it is possible to prove a result similar to Corollary 3 for this estimator (in the "direct" case where $b_{k} \equiv 1$ such a result is implicit in Golubev (1990)). Although, since the values of $\tilde{h}\left(\mathcal{H}_{\text {mon }}\right)$ on the blocks are monotone decreasing, this estimator will not mimic the blockwise constant oracle, unless $\theta$ has a special form, and thus it will not be useful, for example, in the wavelet context.

Remark 5. After this paper has been submitted, the paper of Cai (1999) was published that considers the estimator (3.12) for the "direct" case where $b_{k} \equiv 1$. The approach of Cai (1999) is different from ours: he suggests a fixed penalty $\varphi_{j}$ for all $j$ and logarithmically small blocks (rather than weakly geometrically increasing blocks as we do), and does not consider the oracle inequalities for monotone oracles. He studies rates of convergence rather than exact asymptotics of the risks.

## 4. Minimax sharp adaptation

In this section we apply the results of Section 3 to show that the estimator (3.12) with weakly geometrically increasing blocks $I_{j}$ is sharp adaptive in a minimax sense on the classes of ellipsoids.

Theorem 2. Let $\Theta=\Theta(a, Q)$ be an ellipsoid with monotone non-decreasing $a=\left\{a_{k}\right\}, a_{k} \rightarrow \infty$ and $Q>0$. Let the blocks $I_{j}$ satisfy $(B 1)$, the penalties satisfy (B2), and the coefficients $b_{k}$ satisfy (B4). Assume also that $\nu_{\varepsilon}$ is chosen so that

$$
\begin{equation*}
\frac{\varepsilon^{2} v_{\varepsilon}^{2 \beta+1}}{r_{\varepsilon}(\Theta)}=o(1), \varepsilon \rightarrow 0 \tag{4.1}
\end{equation*}
$$

Then the estimator $\tilde{\theta}=\left\{\tilde{\theta}_{k}\right\}$ defined in (3.12) is asymptotically minimax on $\Theta$ among all estimators, i.e.

$$
\begin{equation*}
\sup _{\theta \in \Theta} \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}=r_{\varepsilon}(\Theta)(1+o(1)) \tag{4.2}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.
Proof. This is a simple consequence of Corollary 3 and Theorem 1. In fact, note that under the assumptions of Theorem 2 the minimax sequence of weights $h^{*}$ defined in (2.5) satisfies $h^{*} \in \mathcal{H}_{\text {mon }}$. Next, since $a_{k}$ is monotone non-decreasing, $a_{k} \rightarrow \infty$, and $b_{k}$ satisfies (B3), we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} r_{\varepsilon}(\Theta)=0 \tag{4.3}
\end{equation*}
$$

by Theorem 2 of Pinsker (1980). Hence,

$$
\sup _{\theta \in \Theta} R_{\varepsilon}\left(h^{*}, \theta\right)=r_{\varepsilon}^{L}(\Theta)=r_{\varepsilon}(\Theta)(1+o(1))=o(1)
$$

as $\varepsilon \rightarrow 0$ where we used (2.8) and (4.3). Thus, the assumptions of Corollary 3 (ii) are satisfied for $h=h^{*}, \theta \in \Theta$ and $r=1$ if $\varepsilon$ is small enough, and we may write

$$
\begin{equation*}
\sup _{\theta \in \Theta} \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq(1+o(1)) \sup _{\theta \in \Theta} R_{\varepsilon}\left(h^{*}, \theta\right)+c_{6} \varepsilon^{2} v_{\varepsilon}^{2 \beta+1} \tag{4.4}
\end{equation*}
$$

This, together with (4.1), yields

$$
\sup _{\theta \in \Theta} \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq r_{\varepsilon}^{L}(\Theta)(1+o(1))
$$

which is equivalent to (4.2), in view of (2.8) and of the definition of $r_{\varepsilon}(\Theta)$.
Note that Theorem 2 states a sharp adaptivity property of $\tilde{\theta}$ : this estimator is sharp asymptotically minimax on every ellipsoid $\Theta=\Theta(a, Q)$ satisfying (4.1), while no prior knowledge about $a$ and $Q$ is required to define $\tilde{\theta}$. Moreover, no "ellipsoidal" structure appears in the definition of $\tilde{\theta}$. In fact, minimax results similar to Theorem 2 can be formulated for other classes than ellipsoids (for example, for hyperrectangles), provided the minimax solution $h^{*}$ belongs to $\mathcal{H}_{\text {mon }}$.

Remark also that the condition (4.1) is quite weak. It suffices to choose $\nu_{\varepsilon}$ smaller than some iterated logarithm of $1 / \varepsilon$, in order to satisfy these conditions for most of usual examples of ellipsoids $\Theta$.

Corollary 4. Let $\Theta=\Theta(a, Q)$ be any ellipsoid with monotone non-decreasing $a=\left\{a_{k}\right\}$ such that $k^{\alpha_{0}} \leq a_{k} \leq \exp \left(\alpha k^{r}\right), \forall k$, for some $\alpha_{0}>0, \alpha>0, r \geq$ 1, $Q>0$. Assume (B1), (B2) and (B4) with $\nu_{\varepsilon}=\max (\lfloor\log \log 1 / \varepsilon\rfloor, 2)$. Then the estimator $\tilde{\theta}$ defined in (3.12) satisfies (4.2).

Proof. The fastest convergence rate of the minimax risk $r_{\varepsilon}(\Theta)$ to 0 is attained for the ellipsoid $\Theta$ with $a_{k}=\exp \left(\alpha k^{r}\right)$, and this rate equals $\varepsilon^{2}\left(\log \frac{1}{\varepsilon}\right)^{\frac{2 \beta+1}{r}}$. Therefore, for any ellipsoid $\Theta$ satisfying the assumptions of Corollary 4, we have

$$
\varepsilon^{2}\left(\log \frac{1}{\varepsilon}\right)^{\frac{2 \beta+1}{r}} / r_{\varepsilon}(\Theta)=O(1), \varepsilon \rightarrow 0
$$

This, together with the definition of $v_{\varepsilon}$, yields (4.1).
One can also get uniform results over certain scales of ellipsoids. We give now such uniform results for the Sobolev scale (polynomially increasing $a_{k}$ ) and the scale of classes of analytic functions (exponentially increasing $a_{k}$ ).

Theorem 3. (Sobolev scale of classes). Let $\Theta_{\alpha}(Q)=\Theta(a, Q)$ where $a=\left\{k^{\alpha}\right\}$, $\alpha>0, Q>0$. Assume (B1), (B2) and (B4), with $\nu_{\varepsilon}=\max (\lfloor\log \log 1 / \varepsilon\rfloor, 2)$. Then the estimator $\tilde{\theta}$ defined in (3.12) satisfies
for any $0<\alpha_{1}<\alpha_{2}<\infty, 0<Q_{1}<Q_{2}<\infty$, where

$$
\begin{gathered}
r_{\varepsilon}^{*}(\alpha, Q)=C(\alpha, Q) \varepsilon^{\frac{4 \alpha}{2 \alpha+2 \beta+1}} \\
C(\alpha, Q)=(2 \beta+1)^{-1}(Q(2 \alpha+2 \beta+1))^{\frac{2 \beta+1}{2 \alpha+2 \beta+1}}\left(\frac{\alpha b_{*}^{-2}}{\alpha+2 \beta+1}\right)^{\frac{2 \alpha}{2 \alpha+2 \beta+1}}
\end{gathered}
$$

Proof. The fact that $r_{\varepsilon}^{L}(\Theta(Q))=r_{\varepsilon}^{*}(\alpha, Q)(1+o(1))$ is shown in Belitser and Levit (1995). It is easy to prove in the same way that somewhat stronger relation holds :

$$
\begin{equation*}
\sup _{(\alpha, Q) \in \mathcal{U}}\left|\frac{r_{\varepsilon}^{L}\left(\Theta_{\alpha}(Q)\right)}{r_{\varepsilon}^{*}(\alpha, Q)}-1\right|=o(1), \quad \varepsilon \rightarrow 0 \tag{4.6}
\end{equation*}
$$

where $\mathcal{U}=\left[\alpha_{1}, \alpha_{2}\right] \times\left[Q_{1}, Q_{2}\right]$. Moreover,

$$
\begin{equation*}
\sup _{(\alpha, Q) \in \mathcal{U}} \frac{\varepsilon^{2} \nu_{\varepsilon}^{2 \beta+1}}{r_{\varepsilon}^{*}(\alpha, Q)}=o(1), \quad \varepsilon \rightarrow 0 \tag{4.7}
\end{equation*}
$$

Now, we apply the same argument as in the proof of Theorem 2, taking in (4.4) the weights $h^{*}=h^{*}(\alpha, Q)$ that are computed via (2.5) for $\Theta_{\alpha}(Q)$. Using (4.6), (4.7) and the fact that $o(1)$ and $c_{6}$ in (4.4) do not depend on $\alpha$ and $Q$, we find
$\sup _{(\alpha, Q) \in \mathcal{U}} \sup _{\theta \in \Theta_{\alpha}(Q)} \frac{\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}}{r_{\varepsilon}^{*}(\alpha, Q)} \leq(1+o(1)) \sup _{(\alpha, Q) \in \mathcal{U}} \frac{r_{\varepsilon}^{L}\left(\Theta_{\alpha}(Q)\right)}{r_{\varepsilon}^{*}(\alpha, Q)}+o(1)=1+o(1)$,
as $\varepsilon \rightarrow 0$. On the other hand, using (2.8) for $\alpha=\alpha_{1}, Q=Q_{1}$ and (4.6), we obtain

$$
\begin{aligned}
\sup _{(\alpha, Q) \in \mathcal{U}} \sup _{\theta \in \Theta_{\alpha}(Q)} \frac{\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}}{r_{\varepsilon}^{*}(\alpha, Q)} & \geq \sup _{\theta \in \Theta_{\alpha_{1}}\left(Q_{1}\right)} \frac{\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}}{r_{\varepsilon}^{*}\left(\alpha_{1}, Q_{1}\right)} \\
& \geq \frac{r_{\varepsilon}\left(\Theta_{\alpha_{1}}\left(Q_{1}\right)\right)}{r_{\varepsilon}^{*}\left(\alpha_{1}, Q_{1}\right)}=1+o(1), \quad \varepsilon \rightarrow 0
\end{aligned}
$$

We now consider the classes of analytical and supersmooth functions that correspond to ellipsoids $\Theta(a, Q)$ with $a_{k}=\exp \left(\alpha k^{r}\right), \alpha>0, r \geq 1$.

Theorem 4. Let $\Theta_{\alpha, r}(Q)=\Theta\left(\left\{\exp \left(\alpha k^{r}\right)\right\}, Q\right)$, where $\alpha>0, r \geq 1, Q>0$. Assume (B1), (B2) and (B4) with $\nu_{\varepsilon}=\max (\lfloor\log \log 1 / \varepsilon\rfloor, 2)$. Then the estimator $\tilde{\theta}$ defined in (3.12) satisfies

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{(\alpha, r, Q) \in W} \sup _{\theta \in \Theta_{\alpha, r}(Q)} \frac{\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}}{r_{\varepsilon}^{*}(\alpha, r, Q)}=1, \tag{4.8}
\end{equation*}
$$

where

$$
r_{\varepsilon}^{*}(\alpha, r, Q)=\frac{b_{*}^{-2}}{2 \beta+1} \varepsilon^{2}\left(\frac{1}{\alpha} \log \frac{1}{\varepsilon}\right)^{\frac{2 \beta+1}{r}}
$$

and the supremum in (4.8) is taken over $(\alpha, r, Q)$ in $W=\left[\alpha_{1}, \alpha_{2}\right] \times\left[r_{1}, r_{2}\right] \times$ [ $Q_{1}, Q_{2}$ ], where $0<\alpha_{1}<\alpha_{2}<\infty, 1 \leq r_{1}<r_{2}<\infty, 0<Q_{1}<Q_{2}<\infty$.

Proof. Direct calculations using (2.6) yield

$$
\sup _{(\alpha, r, Q) \in W}\left|\frac{r_{\varepsilon}^{L}\left(\Theta_{\alpha, r}(Q)\right)}{r_{\varepsilon}^{*}(\alpha, r, Q)}-1\right|=o(1), \quad \varepsilon \rightarrow 0
$$

The rest of the proof follows the same lines as in Theorem 3, and we omit it.

## 5. Examples

### 5.1. Deconvolution and estimation of derivatives

The above results allow to construct sharp adaptive estimators for deconvolution problem in Gausssian white noise. Optimal rates of convergence for this problem were obtained in different settings by Ermakov (1989), Donoho and Low (1992), Koo (1993), Korostelev and Tsybakov (1993), Donoho (1995), Johnstone (1999). Sharp asymptotics of the minimax risk in the Pinsker type framework is calculated by Ermakov (1989) and Efromovich (1997). Goldenshluger (1998) and Johnstone (1999) propose rate adaptive estimation methods for deconvolution. Efromovich (1997) shows that for the case of convolution kernels with exponentially decreasing Fourier transforms the usual projection estimate is sharp adaptive. Here we construct sharp adaptive estimators for deconvolution with polynomially decreasing Fourier coefficients of a kernel.

Consider the model

$$
\begin{equation*}
d Y(t)=g * f(t) d t+\varepsilon d W(t), \quad t \in[0,1] \tag{5.1}
\end{equation*}
$$

where we observe the process $\{Y(t), t \in[0,1]\}, g$ is a known 1-periodic filter in $L_{2}([0,1])$ (convolution kernel), $f$ is a 1-periodic signal in $L_{2}([0,1]), 0<\varepsilon<1$ is the level of the noise and $W(t)$ is the standard Wiener process. Let $\left\{\phi_{k}(t)\right\}$ be the usual trigonometric basis on $[0,1]$ :
$\phi_{1}(t) \equiv 1, \quad \phi_{2 k}(t)=\sqrt{2} \cos (2 \pi k t), \quad \phi_{2 k+1}(t)=\sqrt{2} \sin (2 \pi k t), \quad k=1,2, \ldots$.
The model (5.1) is equivalent to the sequence space model

$$
\begin{equation*}
y_{k}=b_{k} \theta_{k}+\varepsilon \xi_{k}, \quad k=1,2, \ldots, \tag{5.3}
\end{equation*}
$$

where $\xi_{k}=\int_{0}^{1} \phi_{k}(t) d W(t)$ are standard normal random variables and $\theta_{k}=$ $\int_{0}^{1} f(t) \phi_{k}(t) d t, b_{k}=\int_{0}^{1} g(t) \phi_{k}(t) d t$.

Assume that the filter $g$ has the Fourier coefficients $b_{k}$ that satisfy the assumption (B3).

Introduce the Sobolev class of functions

$$
\mathcal{W}(\alpha, Q)=\left\{f=\sum_{k=1}^{\infty} \theta_{k} \phi_{k}: \theta \in \Theta_{\alpha}^{*}(Q)\right\}
$$

where $\Theta_{\alpha}^{*}(Q)=\Theta(a, Q)$ with the sequence $a=\left\{a_{k}\right\}$ such that

$$
a_{k}=\left\{\begin{array}{ll}
(k-1)^{\alpha} & \text { for } k \text { odd, } \\
k^{\alpha} & \text { for } k \text { even, }
\end{array} \quad k=1,2, \ldots,\right.
$$

where $\alpha>0, Q>0$. If $\alpha$ is an integer, $W(\alpha, Q)=\left\{f: \int_{0}^{1}\left(f^{(\alpha)}(t)\right)^{2} d t \leq \pi^{2 \alpha} Q\right\}$ where $f^{(\alpha)}$ denotes the weak derivative of $f$ of order $\alpha$.

Consider also the classes of infinitely many times differentiable functions

$$
\mathcal{A}(\alpha, r, Q)=\left\{f=\sum_{k=1}^{\infty} \theta_{k} \phi_{k}: \theta \in \Theta_{\alpha, r}(Q)\right\}
$$

where $\alpha>0, r \geq 1, Q>0$. The case $r=1$ corresponds to usual classes of analytical functions.

The following result is a straightforward modification of Theorems 3, 4 .
Theorem 5. Let the Fourier coefficients $b_{k}$ of the filter $g$ satisfy (B4), the blocks $I_{j}$ satisfy (B1)and the penalty satisfies (B2), with $\nu_{\varepsilon}=\max (\lfloor\log \log 1 / \varepsilon\rfloor, 2)$. Then the estimator $\tilde{f}=\sum_{k=1}^{\infty} \tilde{\theta}_{k} \phi_{k}$, where $\tilde{\theta}$ is defined in (3.12) and $\left\{\phi_{k}\right\}$ is the trigonometric basis (5.2), satisfies
and

$$
\lim _{\varepsilon \rightarrow 0} \sup _{(\alpha, r, Q) \in W} \sup _{\theta \in \mathcal{A}(\alpha, r, Q)} \frac{\mathbf{E}_{\theta}\|\tilde{f}-f\|^{2}}{r_{\varepsilon}^{*}(\alpha, r, Q)}=1
$$

for any $0<\alpha_{1}<\alpha_{2}<\infty, 0<Q_{1}<Q_{2}<\infty$, where $r_{\varepsilon}^{*}(\alpha, Q), r_{\varepsilon}^{*}(\alpha, r, Q), W$ are as in Theorems 3 and 4.

Thus, $\tilde{f}$ is a sharp adaptive estimator in minimax sense simultaneously on Sobolev classes, classes of analytical functions and classes of supersmooth functions.

A special case of Theorem 5 corresponds to the adaptive estimation of derivatives. Assume that $g$ in (5.1) is such that the derivative $(g * f)^{(\beta)}=f$, where $\beta<\alpha$ is an integer. In view of the periodicity assumptions, this implies that the Fourier coefficients of $g * f$ have the form $b_{k} \theta_{k}$ with $b_{1}=0$, and

$$
b_{k}=\left\{\begin{array}{ll}
(-1)^{\beta / 2} \pi^{-\beta}(k-1)^{-\beta} & \text { for } k \text { odd, } \\
(-1)^{\beta / 2} \pi^{-\beta} k^{-\beta} & \text { for } k \text { even, }
\end{array} \quad k=2,3, \ldots,\right.
$$

if $\beta$ is even (if $\beta$ is odd, similar expression is obtained after some reordering of the Fourier coefficients). Thus, (B4) is satisfied, and Theorem 5 applies in this particular case. Note that for this case and for the scale of Sobolev classes a different method of minimax adaptive estimation is suggested by Efromovich (1998).

### 5.2. Tomography

The problem of tomography is to reconstruct a 2-dimensional function $f$ from observations of its integrals over lines. This problem appears in different fields, for example, in radiology. For references see Deans (1983) and Natterer (1986). Statistical aspects of the tomography problem have been studied by Johnstone and Silverman (1990), Korostelev and Tsybakov (1989,1991,1993), Donoho and Low (1992), Cavalier (1998a, b) among others. The main models analyzed in a statistical context are positron emission tomography (a density estimation type model) and X-ray tomography (a regression type model). Here we consider the X-ray tomography problem that can be formulated as the problem of estimating $f$ in (1.1) from the noisy data $Y$ where $A$ is the Radon transform operator.

Let $H=\{x \in \mathbb{R}:\|x\| \leq 1\}$ be the unit disk in $\mathbb{R}^{2}$, and let $\mu$ denote the Lebesgue measure in $\mathbb{R}^{2}$. Consider the integrals of a function $f: H \rightarrow \mathbb{R}$ over all the lines that intersect $H$. We parametrize the lines by the length $u \in[0,1]$ of the perpendicular from the origin to the line and by the orientation $\varphi \in[0,2 \pi)$ of this perpendicular.

Suppose that the function $f\left(x_{1}, x_{2}\right)$ belongs to $L_{1}(H, \mu) \cap L_{2}(H, \mu)$. Define the Radon transform $R f$ of the function $f$ by

$$
\begin{align*}
& R f(u, \varphi)=\frac{\pi}{2\left(1-u^{2}\right)^{\frac{1}{2}}} \int_{-\sqrt{1-u^{2}}}^{\sqrt{1-u^{2}}} f(u \cos \varphi-t \sin \varphi, u \sin \varphi+t \cos \varphi) d t \\
& \quad(u, \varphi) \tag{5.4}
\end{align*}
$$

where $S=\{(u, \varphi): 0 \leq u \leq 1,0 \leq \varphi<2 \pi\}$. With this definition, the Radon transform $\operatorname{Rf}(u, \varphi)$ is $\pi$ times the average of $f$ over the line segment (parametrized
by $(u, \varphi))$ that intersects $H$. It is natural to consider $R f$ as an element of $L_{2}\left(S, \mu_{0}\right)$ where $\mu_{0}$ is the measure defined by $d \mu_{0}(u, \varphi)=2 \pi^{-1}\left(1-u^{2}\right)^{\frac{1}{2}} d u d \varphi$.

The SVD of the Radon transform is well known (see Deans (1983) or Johnstone and Silverman (1990) for further references). To introduce it, define the set of double indices $\Gamma=\{v=(j, k): j \geq 0, k \geq 0\}$. An orthonormal complex-valued basis for $L_{2}(H, \mu)$ is given by

$$
\begin{equation*}
\tilde{\phi}_{v}(r, \theta)=\pi^{-\frac{1}{2}}(j+k+1)^{\frac{1}{2}} Z_{j+k}^{|j-k|}(r) e^{i(j-k) \theta}, v=(j, k) \in \Gamma,(r, \theta) \in H \tag{5.5}
\end{equation*}
$$

where $Z_{a}^{b}$ denotes the Zernike polynomial of degree $a$ and order $b$. The corresponding orthonormal functions in $L_{2}\left(S, \mu_{0}\right)$ are

$$
\begin{equation*}
\tilde{\psi}_{v}(u, \varphi)=\pi^{-\frac{1}{2}} U_{j+k}(u) e^{i(j-k) \varphi}, \quad v=(j, k) \in \Gamma, \quad(u, \varphi) \in S, \tag{5.6}
\end{equation*}
$$

where $U_{m}(\cos \theta)=\sin ((m+1) \theta) / \sin \theta$ are the Chebyshev polynomials of the second kind. We have $R \tilde{\phi}_{\nu}=b_{\nu} \tilde{\psi}_{\nu}$, with the singular values

$$
\begin{equation*}
b_{v}=\pi^{-1}(j+k+1)^{-\frac{1}{2}}, \quad v=(j, k) \in \Gamma \tag{5.7}
\end{equation*}
$$

Since we work with real functions, we identify the complex bases (5.5) and (5.6) with the equivalent real orthonormal bases $\left\{\phi_{\nu}\right\},\left\{\psi_{\nu}\right\}$ in a standard way,

$$
\phi_{v}= \begin{cases}\sqrt{2} \operatorname{Re}\left(\tilde{\phi}_{v}\right) & \text { if } j>k  \tag{5.8}\\ \tilde{\phi}_{v} & \text { if } j=k \\ \sqrt{2} \operatorname{Im}\left(\tilde{\phi}_{v}\right) & \text { if } j<k\end{cases}
$$

Consider the statistical model (1.3) where $A=R$ is the Radon transform operator. Using the SVD (5.5) - (5.7), and arguing as in Section 1, we reduce (1.3) to the sequence space model

$$
\begin{equation*}
y_{\nu}=b_{v} \theta_{\nu}+\varepsilon \xi_{\nu}, v=(j, k), j \geq 0, k \geq 0 \tag{5.9}
\end{equation*}
$$

where $\theta_{v}=\left(f, \phi_{\nu}\right)$, and $\xi_{v}$ are i.i.d. standard gausssian random variables.
Following Johnstone and Silverman (1990), consider the class of functions with polynomially decreasing coefficients $\theta_{\nu}$, i.e. the set

$$
\mathcal{F}(\alpha, Q)=\left\{f=\sum_{v \in \Gamma} \theta_{\nu} \phi_{v}: \sum_{v \neq 0}(j+1)^{2 \alpha}(k+1)^{2 \alpha} \theta_{v}^{2} \leq Q\right\}
$$

Johnstone and Silverman (1990) show that $\mathcal{F}(\alpha, Q)$ can be identified with the set of functions $f$ which have $2 \alpha$ weak derivatives (provided $2 \alpha$ is an integer) that are square integrable on $H$ with respect to the modified dominating measure $d \mu_{2 \alpha+1}(x)=\left(1-\|x\|^{2}\right)^{2 \alpha} d \mu(x)$. This is weaker than the square-integrability with respect to $\mu$ assumed for the usual Sobolev spaces.

Define $a_{v}=(j+1)^{\alpha}(k+1)^{\alpha}$, for $v=(j, k) \in \Gamma, j+k \neq 0$, and $a_{0}=0$. To obtain a non-decreasing sequence $\left\{a_{\nu}\right\}$ we order the set of indices $\Gamma$ in the direction
of increasing $|v|=(j+1)(k+1)$ (the multiple $v$ with the same value $|v|$ are ordered in the direction of increasing first coordinate $j$ ).

Define the blocks $I_{\ell}=\left\{\nu \in \Gamma: \kappa_{\ell-1} \leq|\nu| \leq \kappa_{\ell}-1\right\}$, which satisfy (B1). Let $n=|G|$ where $G \in \Gamma$ is given by $G=\max \left\{\eta \in \Gamma: \sum_{(\eta)} b_{v}^{-2} a_{\nu}\left(a_{\eta}-a_{\nu}\right) \leq\right.$ $\left.Q \varepsilon^{-2}\right\}$, with $(\eta)=\{v \in \Gamma: 0 \leq v \leq \eta\}$ and the inequality $v \leq \eta$ for $v, \eta \in \Gamma$ means the ordering as defined above.

The following lemma is an easy extension of Lemma 4.3 in Johnstone and Silverman (1990).

Lemma 2. For $r \geq 0$, as $|\eta| \rightarrow \infty$, we have

$$
\begin{gather*}
\sum_{(\eta)}(j+1)^{r}(k+1)^{r}=(r+1)^{-1}|\eta|^{r+1} \log |\eta|+O\left(|\eta|^{r+1}\right)  \tag{5.10}\\
\sum_{(\eta)}(j+k+1)(j+1)^{r}(k+1)^{r}=\frac{\pi^{2}}{3}(r+2)^{-1}|\eta|^{r+2}+O\left(|\eta|^{r+1} \log |\eta|\right), \tag{5.11}
\end{gather*}
$$

and

$$
\begin{equation*}
\sum_{(\eta)}(j+k+1)^{2}(j+1)^{r}(k+1)^{r}=c(r+3)^{-1}|\eta|^{r+3}+O\left(|\eta|^{r+2} \log |\eta|\right), \tag{5.12}
\end{equation*}
$$

where $c$ is a positive constant.
Using Lemma 2 we obtain

$$
\sum_{(G)} b_{v}^{-2} a_{v}\left(a_{G}-a_{v}\right)=\frac{\pi^{4} \alpha}{3(\alpha+2)(2 \alpha+2)}|G|^{2 \alpha+2}+O\left(|G|^{2 \alpha+1} \log |G|\right)
$$

Therefore

$$
n=\left(\frac{3(\alpha+2)(2 \alpha+2) Q}{\pi^{4} \alpha} \varepsilon^{-2}\right)^{\frac{1}{2 \alpha+2}}(1+o(1))
$$

and, according to (2.4),

$$
w_{\varepsilon}=n^{-\alpha}(1+o(1)) .
$$

Now, we compute the linear minimax risk $r_{\varepsilon}^{L}(\Theta)$. From (2.6) and Lemma 2 we get

$$
r_{\varepsilon}^{L}(\Theta)=\varepsilon^{2} \sum_{(G)} b_{v}^{-2}\left(1-w_{\varepsilon} a_{\nu}\right)=r_{\varepsilon}^{T}(\alpha, Q)(1+o(1))
$$

where

$$
r_{\varepsilon}^{T}(\alpha, Q)=\frac{1}{2}\left(\frac{\pi^{4} \alpha}{3(\alpha+2)}\right)^{\frac{2 \alpha}{2 \alpha+2}}((2 \alpha+2) Q)^{\frac{2}{2 \alpha+2}} \varepsilon^{\frac{4 \alpha}{2 \alpha+2}}
$$

These expressions coincide with those in Johnstone and Silverman (1990), up to constant factors. However, the model that we consider here is different: it is a regression type model, while Johnstone and Silverman (1990) study the positron emission tomography (a density type model).

Using Lemma 2 it is easy to check (2.7) and to conclude (by Theorem 1) that the optimal linear estimator attains the minimax risk among all the estimators.

Note that we cannot use the results of Section 4 to prove that $\tilde{f}=\sum_{v} \tilde{\theta}_{\nu} \phi_{v}$ (with $\tilde{\theta}$ as in (3.12)) is a minimax adaptive estimator on the scale of classes $\mathcal{F}(\alpha, Q)$. In fact, the conditions (B3) or (B4) are not satisfied in this two-dimensional structure. However, the conditions (A1) - (A3) hold and we can apply directly the oracle inequalities of Proposition 2. The details of this agrument are omitted: we use Lemma 2 and act as in the proof of Corollaries 2 and 3 to check (A1) - (A3). As a result, the following analog of Theorem 3 is obtained.

Theorem 6. Let $\tilde{f}=\sum_{\nu \in \Gamma} \tilde{\theta}_{\nu} \phi_{\nu}$ be the estimator of the function $f$, where $\tilde{\theta}$ is defined in (3.12), $\left\{\phi_{k}\right\}$ is the basis (5.8) and $b_{v}$ is as in (5.7). Let the blocks $I_{j}$ satisfy (B1) with $\nu_{\varepsilon}=\max (\lfloor\log \log 1 / \varepsilon\rfloor, 2)$. Then
for any $0<\alpha_{1}<\alpha_{2}<\infty, 0<Q_{1}<Q_{2}<\infty$.

## 6. Proofs

Proof of Proposition 1. We have

$$
\begin{gather*}
\inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta) \geq \sum_{j=1}^{J} \min _{t_{j}}\left(\sum_{k \in I_{j}}\left(\left(1-b_{k} t_{j}\right)^{2} \theta_{k}^{2}+\varepsilon^{2} t_{j}^{2}\right)\right)+\sum_{k>N} \theta_{k}^{2} \\
=\sum_{j=1}^{J} \frac{\sigma_{j}^{2}\|\theta\|_{(j)}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}+\sum_{k>N} \theta_{k}^{2} \tag{6.1}
\end{gather*}
$$

where $\|\theta\|_{(j)}^{2}=\sum_{k \in I_{j}} \theta_{k}^{2}$. Also,

$$
\begin{equation*}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2}=\sum_{j=1}^{J} \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2}+\sum_{k>N} \theta_{k}^{2} \tag{6.2}
\end{equation*}
$$

To prove Proposition 1 we bound the risks

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2}=\mathbf{E}_{\theta} \sum_{k \in I_{j}}\left(\tilde{\theta}_{k}-\theta_{k}\right)^{2}
$$

by the respective summands in the last but one sum in (6.1), modulo small remainders terms.

Fix $j \in\{1, \ldots, J\}$. The risk $\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2}$ will be upper bounded differently for the two following cases :

$$
\mathbf{1}^{\circ} .\|\theta\|_{(j)}^{2}<\varphi_{j} \sigma_{j}^{2} / 2
$$

$$
\mathbf{2}^{\circ} .\|\theta\|_{(j)}^{2} \geq \varphi_{j} \sigma_{j}^{2} / 2
$$

Bound on the risk under $1^{\circ}$. If $1^{\circ}$ holds, write using Lemma 6,

$$
\begin{equation*}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \leq\|\theta\|_{(j)}^{2}+\mathbf{E}_{\theta}\left(W\left(\|\bar{y}\|_{(j)}^{2}\right) I\left(\bar{A}_{j}\right)\right), \tag{6.3}
\end{equation*}
$$

where

$$
W(x)=-x+2 \sigma_{j}^{2}+\frac{\sigma_{j}^{4}\left(4 \Delta_{j}\left(1+\varphi_{j}\right)-\left(1-\varphi_{j}^{2}\right)\right)}{x}
$$

and

$$
A_{j}=\left\{\|\bar{y}\|_{(j)}^{2}<\sigma_{j}^{2}\left(1+\varphi_{j}\right)\right\} .
$$

It is easy to see that the derivative $W^{\prime}(x)<0$ for all $x>\sigma_{j}^{2}\left(1+\varphi_{j}\right)$ and also $W\left(\sigma_{j}^{2}\left(1+\varphi_{j}\right)\right)=4 \Delta_{j} \sigma_{j}^{2}$. Thus,

$$
\begin{equation*}
\mathbf{E}_{\theta}\left(W\left(\|\bar{y}\|_{(j)}^{2}\right) I\left(\bar{A}_{j}\right)\right) \leq 4 \Delta_{j} \sigma_{j}^{2} P\left(\bar{A}_{j}\right) . \tag{6.4}
\end{equation*}
$$

On the other hand, under $1^{\circ}$,

$$
\begin{equation*}
1-\varphi_{j} / 2 \leq \frac{\sigma_{j}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}} \tag{6.5}
\end{equation*}
$$

Substituting (6.4), (6.5) and the result of Lemma 4 (see the Appendix) into (6.3) we obtain
$\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \leq \frac{1}{1-\varphi_{j} / 2} \frac{\|\theta\|_{(j)}^{2} \sigma_{j}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}+8 \Delta_{j} \sigma_{j}^{2} \exp \left(-\frac{\varphi_{j}^{2}}{16 \Delta_{j}\left(1+2 \sqrt{\varphi_{j}}\right)^{2}}\right)$,

Bound on the risk under $2^{\circ}$. From Lemma 5 in the Appendix we get

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \leq \mathbf{E}_{\theta}\|\bar{\theta}-\theta\|_{(j)}^{2}=\sum_{k \in I_{j}} \mathbf{E}_{\theta}\left(\bar{\theta}_{k}-\theta_{k}\right)^{2}
$$

where

$$
\bar{\theta}_{k}=\bar{y}_{k}\left(1-\frac{\sigma_{j}^{2}\left(1+\varphi_{j}\right)}{\|\bar{y}\|_{(j)}^{2}}\right) .
$$

Next, using (A.6) in the Appendix we find

$$
\begin{aligned}
& \mathbf{E}_{\theta}\left(\bar{\theta}_{k}-\theta_{k}\right)^{2}=\varepsilon^{2} b_{k}^{-2}+2 \mathbf{E}_{\theta}\left(\left(\theta_{k}-\bar{y}_{k}\right) \frac{\bar{y}_{k} \sigma_{j}^{2}\left(1+\varphi_{j}\right)}{\|\bar{y}\|_{(j)}^{2}}\right)+\mathbf{E}_{\theta}\left(\frac{\bar{y}_{k}^{2} \sigma_{j}^{4}\left(1+\varphi_{j}\right)^{2}}{\|\bar{y}\|_{(j)}^{4}}\right) \\
& \quad=\varepsilon^{2} b_{k}^{-2}+2 \varepsilon^{2} b_{k}^{-2} \sigma_{j}^{2}\left(1+\varphi_{j}\right) \mathbf{E}_{\theta}\left(\frac{2 \bar{y}_{k}^{2}-\|\bar{y}\|_{(j)}^{2}}{\|\bar{y}\|_{(j)}^{4}}\right)+\mathbf{E}_{\theta}\left(\frac{\bar{y}_{k}^{2} \sigma_{j}^{4}\left(1+\varphi_{j}\right)^{2}}{\|\bar{y}\|_{(j)}^{4}}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \\
& \quad \leq \sigma_{j}^{2}-\left(1-\varphi_{j}^{2}\right) \sigma_{j}^{4} \mathbf{E}_{\theta}\left(\frac{1}{\|\bar{y}\|_{(j)}^{2}}\right)+4 \varepsilon^{2} \sigma_{j}^{2}\left(1+\varphi_{j}\right) \mathbf{E}_{\theta}\left(\frac{\sum_{k \in I_{j}} \bar{y}_{k}^{2} b_{k}^{-2}}{\|\bar{y}\|_{(j)}^{4}}\right) \\
& \quad \leq \sigma_{j}^{2}-\left(1-\varphi_{j}^{2}\right) \sigma_{j}^{4} \mathbf{E}_{\theta}\left(\frac{1}{\|\bar{y}\|_{(j)}^{2}}\right)+4 \varepsilon^{2} \sigma_{j}^{2}\left(1+\varphi_{j}\right) \max _{k \in I_{j}} b_{k}^{-2} \mathbf{E}_{\theta}\left(\frac{1}{\|\bar{y}\|_{(j)}^{2}}\right) \\
& \quad=\sigma_{j}^{2}-\left(1-\varphi_{j}^{2}-4 \Delta_{j}\left(1+\varphi_{j}\right)\right) \sigma_{j}^{4} \mathbf{E}_{\theta}\left(\frac{1}{\|\bar{y}\|_{(j)}^{2}}\right),
\end{aligned}
$$

where the second term is negative in view of (A2). By Jensen's inequality

$$
\mathbf{E}_{\theta}\left(\frac{1}{\|\bar{y}\|_{(j)}^{2}}\right) \geq \frac{1}{\mathbf{E}_{\theta}\left(\|\bar{y}\|_{(j)}^{2}\right)}=\frac{1}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}
$$

Thus, under $2^{\circ}$ we have

$$
\begin{align*}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} & \leq \frac{\sigma_{j}^{2}\|\theta\|_{(j)}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}\left(\frac{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}{\|\theta\|_{(j)}^{2}}-\frac{\sigma_{j}^{2}}{\|\theta\|_{(j)}^{2}}+\frac{\left(\varphi_{j}^{2}+8 \Delta_{j}\right) \sigma_{j}^{2}}{\|\theta\|_{(j)}^{2}}\right) \\
& \leq \frac{\sigma_{j}^{2}\|\theta\|_{(j)}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}\left(1+\frac{2\left(\varphi_{j}^{2}+8 \Delta_{j}\right)}{\varphi_{j}}\right) \tag{6.7}
\end{align*}
$$

Final bound on the risk. We have $0<\varphi_{j}<1$, in view of (A2). Thus,

$$
\frac{1}{1-\varphi_{j} / 2} \leq 1+\varphi_{j} \leq 1+\frac{2\left(\varphi_{j}^{2}+8 \Delta_{j}\right)}{\varphi_{j}}
$$

Using this remark and (6.6), (6.7), we obtain for any $\theta \in \ell_{2}$,

$$
\begin{aligned}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \leq & \left(1+2 \varphi_{j}+16 \Delta_{j} / \varphi_{j}\right) \frac{\sigma_{j}^{2}\|\theta\|_{(j)}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}} \\
& +8 \Delta_{j} \sigma_{j}^{2} \exp \left(-\frac{\varphi_{j}^{2}}{16 \Delta_{j}\left(1+2 \sqrt{\varphi_{j}}\right)^{2}}\right) .
\end{aligned}
$$

Summing up over $j$ and using (6.2), we find

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|^{2} \leq(1+\varphi(\varepsilon)) \sum_{j=1}^{J} \frac{\sigma_{j}^{2}\|\theta\|_{(j)}^{2}}{\sigma_{j}^{2}+\|\theta\|_{(j)}^{2}}+\sum_{k>N} \theta_{k}^{2}+8 c_{1} \varepsilon^{2}
$$

In view of (6.1), this proves Proposition 1.

## Proof of Corollary 1. Denote

$$
k(\varepsilon)=\max \left\{k: \theta_{k}^{2} b_{k}^{2} \geq \varepsilon^{2}\right\}
$$

Note that $k(\varepsilon) \rightarrow \infty$, as $\varepsilon \rightarrow 0$. In fact, assume that this is not true. Then, there exists a sequence $\varepsilon_{i} \rightarrow 0($ as $i \rightarrow \infty)$ and an integer $M<\infty$ (independent of $i$ ) such that $\sup _{i} k\left(\varepsilon_{i}\right) \leq M$. We get $\theta_{k}^{2} b_{k}^{2} \leq \varepsilon_{i}^{2}, \forall i, \forall k>M$, and thus $\theta_{k}=0, \forall k>M$, since $b_{k}>0$. This contradicts the assumption that there exists the infinite number of non-zero coefficients $\theta_{k}$. Next,

$$
\inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta) \geq \inf _{h} R_{\varepsilon}(h, \theta)=\sum_{k} \frac{\varepsilon^{2} b_{k}^{-2} \theta_{k}^{2}}{\varepsilon^{2} b_{k}^{-2}+\theta_{k}^{2}} \geq \varepsilon^{2} \frac{b_{k(\varepsilon)}^{-2}}{\varepsilon^{2} b_{k(\varepsilon)}^{-2} \theta_{k(\varepsilon)}^{-2}+1} \geq \frac{\varepsilon^{2} b_{k(\varepsilon)}^{-2}}{2}
$$

Since $b_{k} \rightarrow 0$ as $k \rightarrow \infty$ and $\varphi(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$, we get

$$
\begin{aligned}
& (1+\varphi(\varepsilon)) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta)+8 c_{1} \varepsilon^{2} \leq\left(1+\varphi(\varepsilon)+16 c_{1} b_{k(\varepsilon)}^{2}\right) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta) \\
& \quad=(1+o(1)) \inf _{h \in \mathcal{H}^{*}} R_{\varepsilon}(h, \theta) .
\end{aligned}
$$

This, together with Proposition 1, proves the Corollary.
Proof of Lemma 1. Let $h \in \mathcal{H}_{\text {mon }}$ be given. This means that $\lambda \in \Lambda_{\text {mon }}$ is given where $\lambda_{k}=b_{k} h_{k}$. Define

$$
\bar{\lambda}_{k}= \begin{cases}1 & k \in I_{1}, \\ \lambda_{\kappa_{j-1}} & k \in I_{j}, j=2, \ldots, J \\ 0 & k>N\end{cases}
$$

and $\bar{h}_{k}=b_{k}^{-1} \bar{\lambda}_{k}$. It suffices to show (3.14) since for the proof of (3.13) we can consider only the case where $\inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta) \leq r^{2}$. Indeed, the sequence $h^{0}=\left\{h_{k}^{0}\right\}$ such that $h_{k}^{0}=b_{k}^{-1} I\left\{k \in I_{1}\right\}$ satisfies $R_{\varepsilon}\left(h^{0}, \theta\right) \leq \sigma_{1}^{2}+\|\theta\|^{2} \leq \sigma_{1}^{2}+r^{2}$, and $h^{0} \in \mathcal{H}^{*}$. Hence, if $\inf _{h \in \mathcal{H}_{\text {mon }}} R_{\varepsilon}(h, \theta)>r^{2}$, (3.13) is straightforward.

Thus, assume that $h \in \mathcal{H}_{\text {mon }}, \theta \in \ell_{2}$ are such that $R_{\varepsilon}(h, \theta) \leq r^{2}$. Let us prove that

$$
\begin{equation*}
\left(1-\bar{\lambda}_{k}\right)^{2} \leq\left(1-\eta_{\varepsilon}\right)^{-2}\left(1-\lambda_{k}\right)^{2} . \tag{6.8}
\end{equation*}
$$

We first show that $\lambda_{k}<\eta_{\varepsilon}$ for $k>N$. In fact, let $M=\max \left\{k: \lambda_{k} \geq \eta_{\varepsilon}\right\}$. Then,

$$
r^{2} \geq R_{\varepsilon}(h, \theta) \geq \varepsilon^{2} \sum_{k=1}^{M} b_{k}^{-2} \lambda_{k}^{2} \geq \varepsilon^{2} \eta_{\varepsilon}^{2} \sum_{k=1}^{M} b_{k}^{-2}
$$

which implies $M \leq \max \left\{m: \sum_{k=1}^{m} b_{k}^{-2} \leq r^{2} \varepsilon^{-2} \eta_{\varepsilon}^{-2}\right\} \leq N$. Thus, $\lambda_{k}<\eta_{\varepsilon}$ for $k>N$. For $k>N$ we have $\bar{\lambda}_{k}=0$ and thus (6.8) holds since $\left(1-\bar{\lambda}_{k}\right)^{2}=1 \leq$ $\left(1-\eta_{\varepsilon}\right)^{-2}\left(1-\lambda_{k}\right)^{2}$.

Next, we have $0 \leq \lambda_{k} \leq \bar{\lambda}_{k} \leq 1$ for all $k \leq N$. Hence (6.8) holds for $k \leq N$. Using (6.8) we get

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(\left(1-\bar{\lambda}_{k}\right)^{2} \theta_{k}^{2}+\varepsilon^{2} \bar{h}_{k}^{2}\right) \leq\left(1-\eta_{\varepsilon}\right)^{-2} \sum_{k=1}^{\infty}\left(1-\lambda_{k}\right)^{2} \theta_{k}^{2}+\varepsilon^{2} \sum_{k=1}^{\infty} \bar{h}_{k}^{2} \tag{6.9}
\end{equation*}
$$

It remains to show that

$$
\begin{equation*}
\varepsilon^{2} \sum_{k=1}^{\infty} \bar{h}_{k}^{2} \leq\left(1-\eta_{\varepsilon}\right)^{-2} \varepsilon^{2} \sum_{k=1}^{\infty} h_{k}^{2}+\sigma_{1}^{2} . \tag{6.10}
\end{equation*}
$$

We have

$$
\sum_{k=1}^{N} h_{k}^{2} \leq \sum_{k=1}^{\infty} h_{k}^{2}, \quad \sum_{k=1}^{\infty} \bar{h}_{k}^{2}=\sum_{k=1}^{N} \bar{h}_{k}^{2} .
$$

Remark that

$$
\varepsilon^{2} \sum_{k=1}^{N} \bar{h}_{k}^{2}=\varepsilon^{2} \sum_{k=1}^{N} b_{k}^{-2} \bar{\lambda}_{k}^{2}=\sigma_{1}^{2}+\sum_{j=1}^{J-1} \bar{\lambda}_{\kappa_{j}}^{2} \sigma_{j+1}^{2}
$$

Under assumption (A3) this gives

$$
\begin{equation*}
\varepsilon^{2} \sum_{k=1}^{N} \bar{h}_{k}^{2} \leq\left(1+\eta_{\varepsilon}\right) \sum_{j=1}^{J-1} \bar{\lambda}_{\kappa_{j}}^{2} \sigma_{j}^{2}+\sigma_{1}^{2} \leq\left(1-\eta_{\varepsilon}\right)^{-2} \sum_{j=1}^{J-1} \bar{\lambda}_{\kappa_{j}}^{2} \sigma_{j}^{2}+\sigma_{1}^{2} \tag{6.11}
\end{equation*}
$$

Now, by monotonicity, $\lambda_{k}^{2} \geq \lambda_{\kappa_{j}}^{2}=\bar{\lambda}_{\kappa_{j}}^{2}, k \in I_{j}$. Hence,

$$
\begin{equation*}
\varepsilon^{2} \sum_{k=1}^{N} h_{k}^{2} \geq \sum_{j=1}^{J-1} \bar{\lambda}_{\kappa_{j}}^{2} \sigma_{j}^{2} \tag{6.12}
\end{equation*}
$$

Using (6.11) and (6.12) we obtain (6.10). Finally, note that (6.9) and (6.10) entail (3.14).

## Appendix

Lemma 3. For any $t>0$ :

$$
\begin{gather*}
p_{1}(t)=P\left(\sum_{k \in I_{j}} \theta_{k} b_{k}^{-1} \xi_{k} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 \sum_{k \in I_{j}} \theta_{k}^{2} b_{k}^{-2}}\right)  \tag{A.1}\\
p_{2}(t)=P\left(\sum_{k \in I_{j}} b_{k}^{-2}\left(\xi_{k}^{2}-1\right) \geq t\right) \leq \exp \left(-\frac{t^{2}}{4\left(\sum_{k \in I_{j}} b_{k}^{-4}+t \max _{k \in I_{j}} b_{k}^{-2}\right)}\right) \tag{A.2}
\end{gather*}
$$

Proof. Inequality (A.1) is straightforward since $\sum_{k \in I_{j}} \theta_{k} b_{k}^{-1} \xi_{k}$ is a gaussian random variable with mean zero and variance $\sum_{k \in I_{j}} \theta_{k}^{2} b_{k}^{-2}$. Inequality (A.2) is proved by a standard argument using exponential Markov inequality (see e.g. Cavalier, Golubev, Picard and Tsybakov (2000)).

Lemma 4. Under the assumptions of Proposition 1 and if $1^{\circ}$ holds, we have

$$
P\left(\bar{A}_{j}\right) \leq 2 \exp \left(-\frac{\varphi_{j}^{2}}{16 \Delta_{j}\left(1+2 \sqrt{\varphi_{j}}\right)^{2}}\right), j=1, \ldots, J .
$$

Proof. From the definition of $\bar{y}$ in (3.10) we have

$$
\begin{aligned}
P\left(\bar{A}_{j}\right) & =P\left(\|\bar{y}\|_{(j)}^{2} \geq \sigma_{j}^{2}\left(1+\varphi_{j}\right)\right) \\
& =P\left(2 \varepsilon \sum_{k \in I_{j}} \theta_{k} b_{k}^{-1} \xi_{k}+\varepsilon^{2} \sum_{k \in I_{j}} b_{k}^{-2}\left(\xi_{k}^{2}-1\right) \geq \sigma_{j}^{2} \varphi_{j}-\|\theta\|_{(j)}^{2}\right) .
\end{aligned}
$$

Using $1^{\circ}$, for any $0<\delta<1$ we get

$$
\begin{align*}
P\left(\bar{A}_{j}\right) & \leq P\left(2 \varepsilon \sum_{k \in I_{j}} \theta_{k} b_{k}^{-1} \xi_{k}+\varepsilon^{2} \sum_{k \in I_{j}} b_{k}^{-2}\left(\xi_{k}^{2}-1\right) \geq \frac{\sigma_{j}^{2} \varphi_{j}}{2}\right) \\
& \leq p_{1}\left(\frac{\delta \sigma_{j}^{2} \varphi_{j}}{4 \varepsilon}\right)+p_{2}\left(\frac{(1-\delta) \sigma_{j}^{2} \varphi_{j}}{2 \varepsilon^{2}}\right) . \tag{A.3}
\end{align*}
$$

Applying (A.1) of Lemma 3 and $1^{\circ}$ we find

$$
\begin{align*}
p_{1}\left(\frac{\delta \sigma_{j}^{2} \varphi_{j}}{4 \varepsilon}\right) & \leq \exp \left(-\frac{\left(\delta \sigma_{j}^{2} \varphi_{j}\right)^{2}}{32 \varepsilon^{2} \sum_{k \in I_{j}} \theta_{k}^{2} b_{k}^{-2}}\right) \\
& \leq \exp \left(-\frac{\delta^{2}\|\theta\|_{(j)}^{2} \sigma_{j}^{2} \varphi_{j}}{16 \varepsilon^{2} \max _{k \in I_{j}} b_{k}^{-2}\|\theta\|_{(j)}^{2}}\right)  \tag{A.4}\\
& =\exp \left(-\frac{\delta^{2} \varphi_{j}}{16 \Delta_{j}}\right)
\end{align*}
$$

whenever $\|\theta\|_{(j)} \neq 0$. If $\|\theta\|_{(j)}=0$, (A.5) is obvious.
Next, (A.2) of Lemma 3 yields

$$
\begin{align*}
& p_{2}\left(\frac{(1-\delta) \sigma_{j}^{2} \varphi_{j}}{2 \varepsilon^{2}}\right) \\
& \quad \leq \exp \left(-\frac{(1-\delta)^{2} \varphi_{j}^{2}\left(\sum_{k \in I_{j}} b_{k}^{-2}\right)^{2}}{16\left(\sum_{k \in I_{j}} b_{k}^{-4}+(1-\delta) \varphi_{j} \sum_{k \in I_{j}} b_{k}^{-2} \max _{k \in I_{j}} b_{k}^{-2} / 2\right)}\right)  \tag{A.5}\\
& \quad \leq \exp \left(-\frac{(1-\delta)^{2} \varphi_{j}^{2}}{16 \Delta_{j}\left(1+\varphi_{j} / 2\right)}\right)
\end{align*}
$$

Choose

$$
\delta=\frac{\sqrt{\varphi_{j}}}{1+2 \sqrt{\varphi_{j}}}
$$

Then

$$
\frac{(1-\delta)^{2}}{1+\varphi_{j} / 2} \geq \frac{1}{\left(1+2 \sqrt{\varphi_{j}}\right)^{2}}
$$

Using this inequality and (A.3) - (A.5) we obtain the lemma.
Lemma 5. Let

$$
\bar{\theta}_{k}=\bar{y}_{k}\left(1-\frac{c}{\|\bar{y}\|_{(j)}^{2}}\right), \quad \tilde{\theta}_{k}=\bar{y}_{k}\left(1-\frac{c}{\|\bar{y}\|_{(j)}^{2}}\right)_{+}, \quad c>0 .
$$

Then

$$
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \leq \mathbf{E}_{\theta}\|\bar{\theta}-\theta\|_{(j)}^{2} .
$$

Proof of this lemma follows the same lines as the proof of Theorem 6.2 in Lehmann (1983), where the case $b_{k} \equiv 1$ is considered.

Lemma 6. We have

$$
\begin{equation*}
\mathbf{E}_{\theta}\left(\left(\theta_{k}-\bar{y}_{k}\right) \frac{\bar{y}_{k}}{\|\bar{y}\|_{(j)}^{2}}\right)=\varepsilon^{2} b_{k}^{-2} \mathbf{E}_{\theta}\left(\frac{2 \bar{y}_{k}^{2}-\|\bar{y}\|_{(j)}^{2}}{\|\bar{y}\|_{(j)}^{4}}\right), \tag{A.6}
\end{equation*}
$$

and, for any $j=1, \ldots, J$,

$$
\begin{align*}
& \mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2} \\
& \quad \leq\|\theta\|_{(j)}^{2}+\mathbf{E}_{\theta}\left[\left(-\|\bar{y}\|_{(j)}^{2}+2 \sigma_{j}^{2}+\frac{\sigma_{j}^{4}\left(4 \Delta_{j}\left(1+\varphi_{j}\right)-\left(1-\varphi_{j}^{2}\right)\right)}{\|\bar{y}\|_{(j)}^{2}}\right) I\left(\bar{A}_{j}\right)\right] . \tag{A.7}
\end{align*}
$$

Proof. Equation (A.6) follows from integration by parts (cf. Stein (1981)). Next, using Stein's (1981) unbiased risk estimator for $\mathbf{E}_{\theta}\left(\tilde{\theta}_{k}-\theta_{k}\right)^{2}$ and summing up over $k \in I_{j}$ we find after some algebra

$$
\begin{aligned}
\mathbf{E}_{\theta}\|\tilde{\theta}-\theta\|_{(j)}^{2}= & \sigma_{j}^{2}+\mathbf{E}_{\theta}\left[\left(\|\bar{y}\|_{(j)}^{2}-2 \sigma_{j}^{2}\right) I\left(A_{j}\right)\right] \\
& +\mathbf{E}_{\theta}\left[\left(\frac{4 \varepsilon^{2} \sigma_{j}^{2}\left(1+\varphi_{j}\right) \sum_{k \in I_{j}} b_{k}^{-2} \bar{y}_{k}^{2}}{\|\bar{y}\|_{(j)}^{4}}-\frac{\sigma_{j}^{4}\left(1-\varphi_{j}^{2}\right)}{\|\bar{y}\|_{(j)}^{2}}\right) I\left(\bar{A}_{j}\right)\right] .
\end{aligned}
$$

Since

$$
\varepsilon^{2} \sum_{k \in I_{j}} b_{k}^{-2} \bar{y}_{k}^{2} \leq \varepsilon^{2} \max _{k \in I_{j}} b_{k}^{-2}\|\bar{y}\|_{(j)}^{2}=\sigma_{j}^{2} \Delta_{j}\|\bar{y}\|_{(j)}^{2},
$$

and $\mathbf{E}_{\theta}\|\bar{y}\|_{(j)}^{2}=\|\theta\|_{(j)}^{2}+\sigma_{j}^{2}$, we obtain (A.7).
Proof of Corollary 2. Suppose w.l.o.g. that $\varepsilon$ is small enough, so that $0<\rho_{\varepsilon}<1$. Note that

$$
\begin{equation*}
\lfloor x\rfloor \geq\left(1-\rho_{\varepsilon}\right) x, \quad \forall x \geq \rho_{\varepsilon}^{-1} \tag{A.8}
\end{equation*}
$$

We first study the asymptotics of $\Delta_{j}$ when (B1)-(B3) hold. Clearly, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\Delta_{1}=\frac{\max _{1 \leq k \leq \nu_{\varepsilon}} b_{k}^{-2}}{\sum_{k=1}^{v_{\varepsilon}} b_{k}^{-2}} \leq \frac{b_{\min }^{-2}}{b_{\max }^{-2}} \frac{v_{\varepsilon}^{2 \beta}}{\sum_{k=1}^{v_{\varepsilon}} k^{2 \beta}}=O\left(\frac{1}{v_{\varepsilon}}\right), \tag{A.9}
\end{equation*}
$$

Next, for $j \geq 2$, assuming that $\kappa_{j}-1>\kappa_{j-1}$ (which is true for $\varepsilon$ small enough),

$$
\begin{equation*}
\sum_{k \in I_{j}} b_{k}^{-2} \geq b_{\max }^{-2} \sum_{k=\kappa_{j-1}}^{\kappa_{j}-1} k^{2 \beta} \geq \kappa_{j-1}^{2 \beta} b_{\max }^{-2}\left(\kappa_{j}-\kappa_{j-1}\right) \tag{A.10}
\end{equation*}
$$

Thus, for $j \geq 2$,

$$
\begin{equation*}
\Delta_{j}=\frac{\max _{k \in I_{j}} b_{k}^{-2}}{\sum_{k \in I_{j}} b_{k}^{-2}} \leq \frac{b_{\min }^{-2}}{b_{\max }^{-2}}\left(\frac{\kappa_{j}}{\kappa_{j-1}}\right)^{2 \beta} \frac{1}{\kappa_{j}-\kappa_{j-1}} . \tag{A.11}
\end{equation*}
$$

Using (A.8) we find

$$
\begin{equation*}
\kappa_{j}-\kappa_{j-1}=\left\lfloor\nu_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j-1}\right\rfloor \geq\left(1-\rho_{\varepsilon}\right) \nu_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j-1} \tag{A.12}
\end{equation*}
$$

provided $\varepsilon$ is small enough, so that $v_{\varepsilon} \rho_{\varepsilon} \geq \rho_{\varepsilon}^{-1}$.
We now show that the ratio $\kappa_{j} / \kappa_{j-1}$ in (A.11) is bounded. By definition, for $j \geq 2$

$$
\begin{equation*}
\kappa_{j}=v_{\varepsilon}+\sum_{s=2}^{j}\left\lfloor v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{s-1}\right\rfloor \leq v_{\varepsilon}\left(1+\rho_{\varepsilon} \sum_{s=1}^{j-1}\left(1+\rho_{\varepsilon}\right)^{s}\right)=v_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j} \tag{A.13}
\end{equation*}
$$

and, using (A.8) (we suppose that $\varepsilon$ is small enough, so that $\nu_{\varepsilon} \rho_{\varepsilon} \geq \rho_{\varepsilon}^{-1}$ ),

$$
\kappa_{j-1}=v_{\varepsilon}+\sum_{s=2}^{j-1}\left\lfloor v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{s-1}\right\rfloor \geq v_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j}\left(\frac{1-\rho_{\varepsilon}}{1+\rho_{\varepsilon}}\right) .
$$

Thus,

$$
\begin{equation*}
\left(\frac{\kappa_{j}}{\kappa_{j-1}}\right)^{2 \beta} \leq\left(\frac{1+\rho_{\varepsilon}}{1-\rho_{\varepsilon}}\right)^{2 \beta}=1+o(1), \quad \varepsilon \rightarrow 0 \tag{A.14}
\end{equation*}
$$

This, together with (A.11)-(A.12) yields $\max _{2 \leq j \leq J} \Delta_{j}=O\left(\frac{1}{\rho_{\varepsilon} v_{\varepsilon}}\right), \varepsilon \rightarrow 0$. Taking into account (A.9) and (B2), we find that (A2) is satisfied for $\varepsilon$ small enough, and

$$
\begin{equation*}
\varphi(\varepsilon)=\max _{1 \leq j \leq J}\left(2 \Delta_{j}^{\gamma}+16 \Delta_{j}^{1-\gamma}\right)=O\left(\left(\rho_{\varepsilon} \nu_{\varepsilon}\right)^{-\gamma}\right), \varepsilon \rightarrow 0 \tag{A.15}
\end{equation*}
$$

We now check that (A1) holds for $\varepsilon$ small enough, whenever (B1)-(B3) hold.
Fix an arbitrary $C>0$. For $j=1$, using (A.9), we have $\max _{k \in I_{1}} b_{k}^{-2}$ $\exp \left(-C \Delta_{1}^{2 \gamma-1}\right) \leq b_{\text {min }}^{-2} \nu_{\varepsilon}^{2 \beta} \exp \left(-C \Delta_{1}^{2 \gamma-1}\right) \rightarrow 0, \varepsilon \rightarrow 0$, for any $C>0,0<$ $\gamma<1 / 2$. Now, if $j \geq 2$, using (A.11), (A.12), and (A.14) we find, for $\varepsilon$ small enough,

$$
\Delta_{j}^{2 \gamma-1} \geq\left(v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j} / d_{1}\right)^{1-2 \gamma}
$$

and, by (B3) and (A.13),

$$
\max _{k \in I_{j}} b_{k}^{-2} \leq b_{\text {min }}^{-2}\left(v_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j}\right)^{2 \beta}=\rho_{\varepsilon}^{-2 \beta} b_{\text {min }}^{-2}\left(v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j}\right)^{2 \beta},
$$

where $d_{1}>0$ is a constant. Thus, there exist constants $d_{2}>0$ and $\varepsilon_{0} \in(0,1)$ such that for all $0<\varepsilon<\varepsilon_{0}$ we have $\max _{k \in I_{j}} b_{k}^{-2} \exp \left(-C \Delta_{j}^{2 \gamma-1}\right) \leq \rho_{\varepsilon}^{-2 \beta}$ $\exp \left(-d_{2} \Delta_{j}^{2 \gamma-1}\right), j \geq 2$, and

$$
\begin{aligned}
& \sum_{j=2}^{J}\left(\max _{k \in I_{j}} b_{k}^{-2}\right) \exp \left(-C \Delta_{j}^{2 \gamma-1}\right) \\
& \quad \leq \rho_{\varepsilon}^{-2 \beta} \sum_{j=1}^{\infty} \exp \left(-d_{2}\left(v_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j} / d_{1}\right)^{1-2 \gamma}\right)=o(1),
\end{aligned}
$$

as $\varepsilon \rightarrow 0$, since $\left(1+\rho_{\varepsilon}\right)^{j} \geq j \rho_{\varepsilon}$ and in view of the definition of $\rho_{\varepsilon}, v_{\varepsilon}$. We see that (A1) is satisfied, and even more: the sum in (A1) is $o(1)$, as $\varepsilon \rightarrow 0$.

Thus, we have shown that the assumptions of Proposition 1 are satisfied under the assumptions of Corollary 2 . Hence, the oracle inequality of Proposition 1 holds with $\varphi(\varepsilon)$ satisfying (A.15). This yields the inequality of Corollary 2.
Proof of Corollary 3. Using Proposition 2, it suffices to check the conditions (A1) - (A3) and to show that

$$
\begin{equation*}
\eta_{\varepsilon}=o(1), \quad \sigma_{1}^{2}=O\left(\varepsilon^{2} v_{\varepsilon}^{2 \beta+1}\right), \varepsilon \rightarrow 0 \tag{A.16}
\end{equation*}
$$

But (A1) and (A2) have already been checked in the previous proof, and the second relation in (A.16) is straightforward. Thus, it remains to show that (A3) holds with $\eta_{\varepsilon}=o(1)$.

First,

$$
\begin{equation*}
\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}=O\left(\frac{\kappa_{2}^{2 \beta}\left(\kappa_{2}-\kappa_{1}\right)}{\kappa_{1}^{2 \beta+1}}\right)=O\left(\rho_{\varepsilon}\right)=o(1), \quad \varepsilon \rightarrow 0 \tag{A.17}
\end{equation*}
$$

Now, in view of (B4) there exists $\alpha(\varepsilon)>0, \alpha(\varepsilon) \rightarrow 0$, independent of $k$, such that $\left|b_{k}^{-2}-b_{*}^{-2} k^{2 \beta}\right| \leq b_{*}^{-2} k^{2 \beta} \alpha(\varepsilon)$ for all $k \geq v_{\varepsilon}$. We assume that $\varepsilon$ is small enough, so that $\alpha(\varepsilon)<1$. If $k \in I_{j}, j \geq 2$, we have $k \geq v_{\varepsilon}$, and thus for $j \geq 2$,

$$
\begin{equation*}
\frac{\sigma_{j+1}^{2}}{\sigma_{j}^{2}} \leq\left(\frac{1+\alpha(\varepsilon)}{1-\alpha(\varepsilon)}\right) \frac{\sum_{k \in I_{j+1}} k^{2 \beta}}{\sum_{k \in I_{j}} k^{2 \beta}} \leq \frac{\kappa_{j+1}^{2 \beta}\left(\kappa_{j+1}-\kappa_{j}\right)}{\kappa_{j-1}^{2 \beta}\left(\kappa_{j}-\kappa_{j-1}\right)}(1+o(1)), \quad \varepsilon \rightarrow 0 \tag{A.18}
\end{equation*}
$$

Using (A.12) and (A.14) we obtain

$$
\begin{aligned}
& \left(\frac{\kappa_{j+1}}{\kappa_{j-1}}\right)^{2 \beta} \frac{\kappa_{j+1}-\kappa_{j}}{\kappa_{j}-\kappa_{j-1}} \leq\left(\frac{1+\rho_{\varepsilon}}{1-\rho_{\varepsilon}}\right)^{4 \beta} \\
& \quad \times \frac{\nu_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j}}{\left(1-\rho_{\varepsilon}\right) \nu_{\varepsilon} \rho_{\varepsilon}\left(1+\rho_{\varepsilon}\right)^{j-1}}=1+o(1), \quad \varepsilon \rightarrow 0 .
\end{aligned}
$$

This and (A.17) - (A.18) entail (A3) with $\eta_{\varepsilon}=o(1)$.
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