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#### Abstract

The estimates presented here for parabolic Bellman's equations with variable coefficients extend the ones earlier obtained for constant coefficients.


## Introduction

The main purpose of the article is to present some estimates for the rate of convergence of finite-difference approximations in the problem of finding viscosity or probabilistic solutions to degenerate Bellman's equations. Specifically, we are dealing with the problem

$$
\begin{equation*}
F\left(D_{t} u, u_{x^{i} x^{j}}, u_{x^{i}}, u, t, x\right)=0 \quad \text { in } \quad(0, T) \times \mathbb{R}^{d}, \quad u(T, x)=g(x) \quad \text { in } \quad \mathbb{R}^{d}, \tag{0.1}
\end{equation*}
$$

where $\mathbb{R}^{d}$ is a $d$-dimensional Euclidean space of points $x=\left(x^{1}, \ldots, x^{d}\right), T$ is a fixed finite positive number, $D_{t} u=\partial u / \partial t, u_{x^{i}}=\partial u / \partial x^{i}, u_{x^{i} x^{j}}=\partial^{2} u / \partial x^{i} \partial x^{j}$, and

$$
\begin{aligned}
& F\left(u_{0}, u_{i j}, u_{i}, u, t, x\right) \\
& \quad=\sup _{\alpha \in A}\left\{u_{0}+a^{i j}(\alpha, t, x) u_{i j}+b^{i}(\alpha, t, x) u_{i}-c^{\alpha}(t, x) u+f^{\alpha}(t, x)\right\}
\end{aligned}
$$

with $A, a, b, c$, and $f$ to be specified later. Such equations arise as dynamic programming equations for value functions in control problems of diffusion processes. Indeed, under our conditions the corresponding value function turns out to be a viscosity solution of (0.1).

Numerical approximations for problem (0.1) has been considered for quite long time (see [10], [3] and the references therein). There are known two methods for
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proving the convergence of numerical approximations to the true solution. One of them, introduced by Kushner (see [10]), relies on constructing finite difference schemes, which generate controlled Markov chains, and proving that the chains converge weakly to the underlying controlled diffusion process. This turns out to be not an easy task because generally the set of the weak limit points of controlled Markov chains is wider than the set of the processes which can be obtained by controlling the diffusion process. Therefore, in [10] (for controlled drift) and in [8] (for controlled drift and diffusion) one has either to "convexify" the set of infinitesimal characteristics of controlled processes or relax the notion of controlled diffusion process as suggested in [2].

Another method is based on the uniqueness of viscosity solutions of (0.1). This method is introduced in [1] in an abstract setting and discussed in detail in [3] for our case.

Although both methods are quite general and allow one to treat a large variety of control problems, neither of them is suitable for estimating the rate of convergence. In our opinion, the main reason for this is that these methods do not use analytic properties of solutions to Bellman's equations. In this paper we present a different method of proving the convergence, which also provides an estimate of the rate of convergence. The idea of the method is explained in [5] for the case of controlled processes with time and state independent coefficients, where we use some quite elementary analytic properties of the value function. The arguments here for the more general case are a little bit more involved and rely also on mean value theorems for stochastic integrals (see [7]), which again are obtained on the basis of simple properties of Bellman's equations. By the way, if $A$ is a singleton, then the value function is just the expectation of a certain well known functional of a solution to Itô's equation and the results of [7] are not needed.

Finally, it is worth noticing that unlike [10] and [3] we only consider problem (0.1) and unlike [5] we do not know anything about sharpness of our estimates even if $A$ is a singleton. To the best of our knowledge, even in this case our estimates seem to be the first in their kind.

The article is organized as follows. In Sec. 1 we state our main results, which we prove in Sec. 3. The proofs are based on the results of Sec. 2 dealing with approximate smooth solutions of (degenerate) Bellman's equations. These results make sense even if the equation is linear and, in our opinion, are of independent interest. In Appendix we present the proof of Hölder continuity of the value function. This fact can be considered as well known and we give the proof only for the sake of completeness.

Throughout the paper $T \in(0, \infty), K, K_{1} \in[1, \infty)$, and $\delta_{0}, \delta \in(0,1]$ are fixed constants. Everywhere, apart from Sec. 2, by $N$ we denote various constants depending only on $K, K_{1}$, and $d$ unless explicitly stated otherwise.

## 1. The main results

Let $(\Omega, \mathscr{F}, P)$ be a complete probability space, $\left\{\mathscr{F}_{t} ; t \geq 0\right\}$ be an increasing filtration of $\sigma$-algebras $\mathscr{F}_{t} \subset \mathscr{F}$ which are complete with respect to $\mathscr{F}, P$. Assume that on $(\Omega, \mathscr{F}, P)$ a $d_{1}$-dimensional Wiener process $w_{t}$ is defined for $t \geq 0$. We
suppose that $w_{t}$ is a Wiener process with respect to $\left\{\mathscr{F}_{t}\right\}$, or in other terms, that $\left\{w_{t}, \mathscr{F}_{t}\right\}$ is a Wiener process.

Let $A$ be a separable metric space (the set of all admissible controls).
Definition 1.1. An $A$-valued function $\alpha_{t}=\alpha_{t}(\omega)$ defined for all $t \geq 0$ and $\omega \in \Omega$ is called a policy if it is measurable with respect to the product of $\mathscr{F}$ and Borel $\sigma$-field of $[0, \infty)$ and, in addition, $\mathscr{F}_{t}$-measurable with respect to $\omega$ for each $t \geq 0$. The set of all policies is denoted by $\mathfrak{N}$.

For $r_{1}, r_{2} \in[0, \infty)$ and real-valued functions $f=f(t, x)$ given on $\left[r_{1}, r_{2}\right] \times \mathbb{R}^{d}$ we define

$$
\begin{aligned}
|f|_{0,\left[r_{1}, r_{2}\right]}= & \sup _{\left[r_{1}, r_{2}\right] \times \mathbb{R}^{d}}|f(t, x)|, \quad[f]_{, \delta,\left[r_{1}, r_{2}\right]}=\sup _{t \in\left[r_{1}, r_{2}\right]} \frac{|f(t, x)-f(t, y)|}{|x-y|^{\delta}}, \\
& {[f]_{\delta / 2,,\left[r_{1}, r_{2}\right]}=\sup _{x \in \mathbb{R}^{d}} \sup _{\substack{s, t \in\left[r_{1}, r_{2}\right] \\
s \neq t}} \frac{|f(s, x)-f(t, x)|}{|s-t|^{\delta / 2}}, }
\end{aligned}
$$

$[f]_{\delta,\left[r_{1}, r_{2}\right]}=[f]_{, \delta,\left[r_{1}, r_{2}\right]}+[f]_{\delta / 2,,\left[r_{1}, r_{2}\right]}, \quad|f|_{\delta,\left[r_{1}, r_{2}\right]}=|f|_{0,\left[r_{1}, r_{2}\right]}+[f]_{\delta,\left[r_{1}, r_{2}\right]}$. If $f=f(\alpha, t, x)$ is defined on $A \times\left[r_{1}, r_{2}\right] \times \mathbb{R}^{d}$ we write

$$
\begin{gathered}
|f|_{0,\left[r_{1}, r_{2}\right]}=\sup _{\alpha \in A}|f(\alpha, \cdot, \cdot)|_{0,\left[r_{1}, r_{2}\right]}, \quad[f]_{, \delta,\left[r_{1}, r_{2}\right]}=\sup _{\alpha \in A}[f(\alpha, \cdot, \cdot)]_{\delta,\left[r_{1}, r_{2}\right]}, \\
{[f]_{\delta / 2,,\left[r_{1}, r_{2}\right]}=\sup _{\alpha \in A}[f(\alpha, \cdot, \cdot)]_{\delta / 2,,\left[r_{1}, r_{2}\right]},} \\
{[f]_{\delta,\left[r_{1}, r_{2}\right]}=[f]_{, \delta,\left[r_{1}, r_{2}\right]}+[f]_{\delta / 2,,\left[r_{1}, r_{2}\right]}, \quad|f|_{\delta,\left[r_{1}, r_{2}\right]}=|f|_{0,\left[r_{1}, r_{2}\right]}+[f]_{\delta,\left[r_{1}, r_{2}\right]} .}
\end{gathered}
$$

The same notation is applied for vector-valued and matrix-valued functions in which case by $|\cdot|$ we mean the square root of the sum of squares of all entries. Actually, in the case of matrices $\sigma=\left(\sigma^{i j}\right)$ instead of $|\sigma|$ we use a different notation $\|\sigma\|$, which is defined by

$$
\|\sigma\|^{2}=\sum_{i, j}\left|\sigma^{i j}\right|^{2}
$$

Sometimes we take $r_{2}=\infty$ in which case instead of $\left[r_{1}, r_{2}\right]$ in the above definitions we write $\left[r_{1}, \infty\right)$. If $r_{1}=0$ and $r_{2}=\infty$, we drop $\left[r_{1}, r_{2}\right]$, so that, for instance, $|f|_{0}:=|f|_{0,[0, \infty)}$.

By $C^{2+\delta}\left(\left[r_{1}, r_{2}\right]\right)$ we denote the space of all functions $u=u(s, x)$ defined on $\left[r_{1}, r_{2}\right] \times \mathbb{R}^{d}$ with finite norm

$$
|u|_{2+\delta,\left[r_{1}, r_{2}\right]}:=|u|_{0,\left[r_{1}, r_{2}\right]}+\left|D_{x} u\right|_{0,\left[r_{1}, r_{2}\right]}+\left|D_{t} u\right|_{\delta,\left[r_{1}, r_{2}\right]}+\left|D_{x x}^{2} u\right|_{\delta,\left[r_{1}, r_{2}\right]} .
$$

Suppose that on $A \times[0, \infty) \times \mathbb{R}^{d}$ we are given a $d \times d_{1}$ matrix-valued function $\sigma(\alpha, t, x)$, an $\mathbb{R}^{d}$-valued function $b(\alpha, t, x)$ and real-valued functions $c^{\alpha}(t, x) \geq 0$, $f^{\alpha}(t, x)$, and $g(x)$.

Assumption 1.2. The functions $\sigma(\alpha, t, x), b(\alpha, t, x), c^{\alpha}(t, x)$, and $f^{\alpha}(t, x)$ are Borel in all variables, continuous with respect to $\alpha$, and
$|\sigma|_{0}^{2}+|b|_{0}+|\sigma|_{, 1}+|b|_{, 1}+|\sigma|_{\delta_{0} / 2,}+|b|_{\delta_{0} / 2,}+|c|_{\delta}+|f|_{\delta} \leq K, \quad|g|_{\delta} \leq K_{1}$.

Since $\sigma$ and $b$ are bounded and Lipschitz in $x$, by Itô's theorem for any $\alpha \in \mathfrak{U}$, $s \in[0, \infty)$, and $x \in \mathbb{R}^{d}$ there exists a unique solution $x_{t}=x_{t}^{\alpha, s, x}, t \in[0, \infty)$, of the following equation

$$
x_{t}=x+\int_{0}^{t} \sigma\left(\alpha_{r}, s+r, x_{r}\right) d w_{r}+\int_{0}^{t} b\left(\alpha_{r}, s+r, x_{r}\right) d r .
$$

For $s \in[0, T]$ and $x \in \mathbb{R}^{d}$ define

$$
\begin{gathered}
\varphi_{t}^{\alpha}=\varphi_{t}^{\alpha, s, x}=\int_{0}^{t} c^{\alpha_{r}}\left(s+r, x_{r}^{\alpha, s, x}\right) d r \\
v^{\alpha}(s, x)=E\left[\int_{0}^{T-s} f^{\alpha_{r}}\left(s+r, x_{r}^{\alpha, s, x}\right) e^{-\varphi_{r}^{\alpha, s, x}} d r+g\left(x_{T-s}^{\alpha, s, x}\right) e^{-\varphi_{T-s}^{\alpha, s, x}}\right] .
\end{gathered}
$$

We follow usual abbreviations putting arguments $\alpha, s, x$ around the symbols of expectation and probability to indicate that they should be placed inside in appropriate places, so that, for instance,

$$
v^{\alpha}(s, x)=E_{s, x}^{\alpha}\left[\int_{0}^{T-s} f^{\alpha_{r}}\left(s+r, x_{r}\right) e^{-\varphi_{r}} d r+g\left(x_{T-s}\right) e^{-\varphi_{T-s}}\right]
$$

Let

$$
\begin{aligned}
v(s, x): & =\sup _{\alpha \in \mathfrak{H}} v^{\alpha}(s, x), \\
a(\alpha, s, x)= & \frac{1}{2} \sigma(\alpha, s, x) \sigma^{*}(\alpha, s, x), \\
L^{\alpha} u(s, x)= & a^{i j}(\alpha, s, x) u_{x^{i} x}(s, x)+b^{i}(\alpha, s, x) u_{x^{i}}(s, x) \\
& -c^{\alpha}(s, x) u(s, x)+D_{s} u(s, x), \\
F[u]= & \sup _{\alpha \in A}\left[L^{\alpha} u+f^{\alpha}\right] .
\end{aligned}
$$

By definition $v$ is the probabilistic solution of the problem

$$
\begin{equation*}
F[u]=0 \quad \text { in } \quad(0, T) \times \mathbb{R}^{d}, \quad u(T, \cdot)=g . \tag{1.1}
\end{equation*}
$$

The function $v$ is also a viscosity solution of (1.1) (see, for instance, [3]).
Now we describe the approximating scheme for solving (1.1), which we are going to study. Let $\mathbb{R}_{+}^{d+1}=[0, \infty) \times \mathbb{R}^{d}$ and $\mathscr{B}=\mathscr{B}\left(\mathbb{R}_{+}^{d+1}\right)$ be the set of all bounded functions on $\mathbb{R}_{+}^{d+1}$. For any $h \in(0,1)$ let a number $p_{h} \in[1, \infty)$ and an operator $F_{h}: u \in \mathscr{B} \rightarrow F_{h}[u] \in \mathscr{B}$ be defined.

Assumption 1.3. (i) $F_{h}$ is an $h^{2}$-local operator in $t$, that is, for any $t \in[0, \infty)$ and $u_{1}, u_{2} \in \mathscr{B}$, we have $F_{h}\left[u_{1}\right](t, x)=F_{h}\left[u_{2}\right](t, x)$ for all $x \in \mathbb{R}^{d}$ whenever $u_{1}(s, y)=u_{2}(s, y)$ for all $s \in\left[t, t+h^{2}\right]$ and $y \in \mathbb{R}^{d}$;
(ii) $F_{h}$ is locally consistent with $F$ in the sense that, for any $t \in[0, \infty), x \in \mathbb{R}^{d}$, and $u \in C^{2+\delta_{0}}\left(\left[t, t+h^{2}\right]\right)$, we have

$$
\left|F_{h}[u](t, x)-F[u](t, x)\right| \leq K h^{\delta_{0}}|u|_{2+\delta_{0},\left[t, t+h^{2}\right]} ;
$$

(iii) the operator $u \rightarrow \Phi_{h}[u]:=F_{h}[u]+p_{h} u$ is monotone, by which we mean that if $u_{1}, u_{2} \in \mathscr{B}$ and $u_{1} \geq u_{2}$, then $\Phi_{h}\left[u_{1}\right] \geq \Phi_{h}\left[u_{2}\right]$; moreover,
(iv) let $\ell:=\ell(t):=e^{-2 t}$, then for any constant $M \geq 0$ and $u_{1}, u_{2} \in \mathscr{B}$ such that $u_{1}+M \ell \geq u_{2}$, we have

$$
\Phi_{h}\left[u_{1}\right]+M \ell\left(p_{h}-1\right) \geq \Phi_{h}\left[u_{1}+M \ell\right] \geq \Phi_{h}\left[u_{2}\right] .
$$

Remark 1.4. As an example of approximating operators $F_{h}$ one may take operators constructed on the basis of approximations of $L^{\alpha}$ in the following way. For any $h \in(0,1)$ and $\alpha \in A$, let a linear bounded operator $L_{h}^{\alpha}: \mathscr{B} \rightarrow \mathscr{B}$ and a function $q_{h}^{\alpha}(t, x)>0,(t, x) \in \mathbb{R}_{+}^{d+1}$, be defined. Assume that
(a) for any $t \in[0, \infty)$ and $u \in \mathscr{B}$, we have $L_{h}^{\alpha} u(t, x)=0$ for all $x \in \mathbb{R}^{d}$ whenever $u(s, y)=0$ for all $s \in\left[t, t+h^{2}\right]$ and $y \in \mathbb{R}^{d}$;
(b) for any $u \in C^{2+\delta_{0}}, \alpha \in A, t \geq 0$, and $x \in \mathbb{R}^{d}$, we have

$$
\left|L_{h}^{\alpha} u-L^{\alpha} u\right|(t, x) \leq K h^{\delta_{0}}|u|_{2+\delta_{0},\left[t, t+h^{2}\right]} ;
$$

(c) we have

$$
p_{h}:=\sup _{\alpha \in A, t, x} q_{h}^{\alpha}(t, x)+1<\infty ;
$$

(d) the operator $u \rightarrow L_{h}^{\alpha} u+q_{h}^{\alpha} u$ maps nonnegative functions into nonnegative ones.

Under these conditions, the operator

$$
F_{h}[u]:=\sup _{\alpha \in A}\left(L_{h}^{\alpha} u+f^{\alpha}\right)
$$

obviously satisfies conditions (i) through (iii) of Assumption 1.3. Condition (iv) is also satisfied for $h \in\left(0, h_{0}\right.$ ] where $h_{0}$ is a constant depending only on $K$ and $\delta_{0}$.

Indeed, owing to (b)

$$
L_{h}^{\alpha} \ell \leq L^{\alpha} \ell+N(K) h^{\delta_{0}} \ell \leq-2 \ell+N(K) h^{\delta_{0}} \ell,
$$

so that

$$
\begin{aligned}
\Phi_{h}[u+M \ell] & =F_{h}[u+M \ell]+p_{h}(u+M \ell) \leq F_{h}[u]+p_{h} u+M \sup _{\alpha \in A} L_{h}^{\alpha} \ell+M p_{h} \ell \\
& =\Phi_{h}[u]+M \sup _{\alpha \in A} L_{h}^{\alpha} \ell+M p_{h} \ell \leq \Phi_{h}[u]+M \ell\left(p_{h}-2+N(K) h^{\delta_{0}}\right) .
\end{aligned}
$$

Hence, upon defining $h_{0}$ so that $N(K) h^{\delta_{0}} \leq 1$, we see that the operator $F_{h \wedge h_{0}}$ satisfies all conditions of Assumption 1.3.
Remark 1.5. One can use many different ways to construct the operators $L_{h}^{\alpha}$ satisfying the conditions in Remark 1.4 (see [10], [8], [9]). For instance, take $d=1$ and

$$
\begin{aligned}
L_{h}^{\alpha} u(t, x)= & a(\alpha, t, x) h^{-2}[u(t, x+h)-2 u(t, x)+u(t, x-h)] \\
& +b_{+}(\alpha, t, x) h^{-1}[u(t, x+h)-u(t, x)] \\
& +b_{-}(\alpha, t, x) h^{-1}[u(t, x-h)-u(t, x)] \\
& -c^{\alpha}(t, x) u(t, x)+h^{-2}\left[u\left(t+h^{2}, x\right)-u(t, x)\right], \\
q_{h}^{\alpha}= & {[2 a(\alpha)+1] h^{-2}+|b(\alpha)| h^{-1}+K, }
\end{aligned}
$$

where $b_{ \pm}=(|b| \pm b) / 2$. Then the requirements (a), (c), and (d) of Remark 1.4 are trivially satisfied and (b) is satisfied owing to the mean value theorem. Defining $F_{h}[u]$ as in Remark 1.4 and solving $F_{h}[u]=0$ provides an implicit scheme of solving (1.1).

By the way, the equation $F_{h}[u]=0$ can be considered only on the lattice $Q_{h}:=\left\{t=i h^{2}, x=j h: i=0,1, \ldots, t \leq T, j=0, \pm 1, \pm 2, \ldots\right\}$, and this explains the title of the article. However, considering this equation for all $(t, x)$ turns out to be very helpful in proving the convergence results we are after, even if we were only interested in convergence at points which belong to all lattices $Q_{2^{-n}}$.

To discuss explicit schemes take a number $\gamma>0$ and define $L_{h}^{\alpha} u(t, x)$ as

$$
\begin{aligned}
& a(\alpha, t, x)(\gamma h)^{-2}\left[u\left(t+h^{2}, x+\gamma h\right)-2 u\left(t+h^{2}, x\right)+u\left(t+h^{2}, x-\gamma h\right)\right] \\
& \quad+b_{+}(\alpha, t, x)(\gamma h)^{-1}\left[u\left(t+h^{2}, x+\gamma h\right)-u\left(t+h^{2}, x\right)\right] \\
& \quad+b_{-}(\alpha, t, x)(\gamma h)^{-1}\left[u\left(t+h^{2}, x-\gamma h\right)-u\left(t+h^{2}, x\right)\right] \\
& \quad-c^{\alpha}(t, x) u\left(t+h^{2}, x\right)+h^{-2}\left[u\left(t+h^{2}, x\right)-u(t, x)\right]
\end{aligned}
$$

This time $F_{h}[u](t, x)=\Psi_{h}[u](t, x)-h^{-2} u(t, x)$, where $\Psi[u](t, x)$ is determined by the values of $u\left(t+h^{2}, \cdot\right)$, so that the equation $F_{h}[u]=0$ gives an explicit formula $u(t, x)=h^{2} \Psi_{h}[u](t, x)$ and allows one to go down to smaller values of $t$ just iterating this formula starting from the given value $u(T, x)=g(x)$. For such $L_{h}^{\alpha}$ the requirements (a) and (b) in Remark 1.4 are satisfied by the same reason as above. However, this time to satisfy (d) we obviously need to have

$$
\begin{equation*}
1-2 a(\alpha, t, x) \gamma^{-2}-\gamma^{-1} h|b(\alpha, t, x)|-h^{2} c^{\alpha}(t, x) \geq 0 \tag{1.2}
\end{equation*}
$$

in which case one may take $q_{h}=h^{-2}$. Of course (1.2) is satisfied for all small $h$ if $\gamma$ is sufficiently large. This time after finding appropriate $\gamma$ one can confine oneself to solving the equation $F_{h}[u]=0$ on the lattice $\left\{t=i h^{2}, x=j \gamma h: i=\right.$ $0,1, \ldots, t \leq T, j=0, \pm 1, \pm 2, \ldots\}$.

Remark 1.6. It is worth noting that if one wants to follow the approximating method of Remark 1.4, in general, one need not approximate all operators $L_{h}^{\alpha}$. The following Bellman's equation

$$
\begin{equation*}
D_{t} u+\sup _{\alpha \in B_{1}} \alpha^{i} \alpha^{j} u_{x^{i} x^{j}}=0 \tag{1.3}
\end{equation*}
$$

where $B_{1}=\left\{x \in \mathbb{R}^{d}:|x|<1\right\}$, involves infinitely many operators $L^{\alpha}=$ $D_{t}+\alpha^{i} \alpha^{j} D_{x^{i}} D_{x^{j}}$. Each of $L^{\alpha}$ can be approximated, say by

$$
\begin{aligned}
L_{h}^{\alpha} u(t, x):= & h^{-2}\left[u\left(t+h^{2}, x\right)-u(t, x)\right] \\
& +h^{-2}[u(t, x+\alpha h)-2 u(t, x)+u(t, x-\alpha h)]
\end{aligned}
$$

and then, as easy to see, the requirements of Remark 1.4 are satisfied. However, we do not need to consider the approximations for $|\alpha|<1$ since the sup in (1.3) is always equal to the sup over $S_{1}=\{|\alpha|=1\}$.

Furthermore, for any $h \in(0,1]$ one can find $n(h) \sim h^{(1-d) \delta_{0}}$ points $\alpha_{k}$ on the unit sphere $S_{1}$ such that they form an $h^{\delta_{0}}$-net. Then, for any $\alpha \in S_{1}, t \geq 0$, and $u \in C^{2+\delta_{0}}\left(\left[t, t+h^{2}\right]\right)$ it holds that

$$
\begin{gathered}
\inf _{k}\left\{\alpha^{i} \alpha^{j} u_{x^{i} x^{j}}(t, x)-\alpha_{k}^{i} \alpha_{k}^{j} u_{x^{i} x^{j}}(t, x)\right\} \leq N h^{\delta_{0}}|u|_{2+\delta_{0},\left[t, t+h^{2}\right]}, \\
\left|F[u](t, x)-\sup _{k=1, \ldots, n(h)} L_{h}^{\alpha_{k}} u(t, x)\right| \leq N h^{\delta_{0}}|u|_{2+\delta_{0},\left[t, t+h^{2}\right]},
\end{gathered}
$$

so that we only have to deal with approximating finite number of operators, although increasing when $h \downarrow 0$.

Lemma 1.7. (i) Let $\xi(t, x)$ and $\zeta(t, x)$ be bounded functions on $\left[0, T+h^{2}\right] \times \mathbb{R}^{d}$. Then the problem

$$
\begin{align*}
F_{h}[\eta](t, x) & =-\xi(t, x) \quad \forall t \in[0, T], x \in \mathbb{R}^{d} ; \\
\eta(t, x) & =\zeta(t, x) \quad \forall t \in\left(T, T+h^{2}\right], x \in \mathbb{R}^{d} \tag{1.4}
\end{align*}
$$

has a unique bounded solution $\eta_{h}=\eta_{h}(\xi, \zeta)$.
(ii) If $\xi_{i}(t, x)$ and $\zeta_{i}(t, x)$ are bounded functions on $\left[0, T+h^{2}\right] \times \mathbb{R}^{d}, i=1,2$, then

$$
\begin{aligned}
& \eta_{h}\left(\xi_{1}, \zeta_{1}\right) \\
& \quad \geq \eta_{h}\left(\xi_{2}, \zeta_{2}\right)-e^{2\left(T+h^{2}\right)} \sup _{\left(T, T+h^{2}\right] \times \mathbb{R}^{d}}\left(\zeta_{2}-\zeta_{1}\right)_{+}-e^{2\left(T+h^{2}\right)} \sup _{[0, T] \times \mathbb{R}^{d}}\left(\xi_{2}-\xi_{1}\right)_{+} .
\end{aligned}
$$

Proof. We introduce $\tilde{\eta}(t, x):=e^{2 t} \eta(t, x)$ and $\tilde{\xi}(t, x):=p_{h}^{-1} e^{2 t} \xi(t, x)$ and rewrite the first equation in (1.4) as

$$
\Phi_{h}[\eta]=p_{h} \eta-\xi, \quad \Phi_{h}[\ell \tilde{\eta}]=p_{h} \ell \tilde{\eta}-p_{h} \ell \tilde{\xi}, \quad \tilde{\eta}=\tilde{\Phi}_{h}[\tilde{\eta}]+\tilde{\xi},
$$

where

$$
\tilde{\Phi}_{h}[u]:=p_{h}^{-1} \ell^{-1} \Phi_{h}[\ell u] .
$$

Hence, upon denoting $\tilde{\zeta}(t, x):=e^{2 t} \zeta(t, x)$, we see that (1.4) is equivalent to the equation

$$
\tilde{\eta}=\Psi_{h}[\tilde{\eta}]:=\Psi_{h}[\tilde{\eta}, \tilde{\xi}, \tilde{\zeta}]:=I_{t \in[0, T]}\left\{\tilde{\Phi}_{h}[\tilde{\eta}]+\tilde{\xi}\right\}+I_{t \in\left(T, T+h^{2}\right]} \tilde{\zeta} .
$$

Owing to Assumption 1.3 (i) the operator $\tilde{\eta} \rightarrow \Psi_{h}[\tilde{\eta}, \tilde{\xi}, \tilde{\zeta}]$ can be regarded as an operator in the space $\mathscr{B}\left(\left[0, T+h^{2}\right] \times \mathbb{R}^{d}\right)$ of all bounded functions on $[0, T+$ $\left.h^{2}\right] \times \mathbb{R}^{d}$. It turns out that this operator is a contraction.

Indeed, if $\tilde{\eta}_{2} \leq \tilde{\eta}_{1}+M$ with a positive constant $M$, then

$$
\begin{aligned}
\Psi_{h}\left[\tilde{\eta}_{2}\right]-\Psi_{h}\left[\tilde{\eta}_{1}\right] & =I_{t \in[0, T]}\left\{\tilde{\Phi}_{h}\left[\tilde{\eta}_{2}\right]-\tilde{\Phi}_{h}\left[\tilde{\eta}_{1}\right]\right\} \\
& =I_{t \in[0, T]} p_{h}^{-1} \ell^{-1}\left\{\Phi_{h}\left[\ell \tilde{\eta}_{2}\right]-\Phi_{h}\left[\ell \tilde{\eta}_{1}\right]\right\},
\end{aligned}
$$

where, by Assumption 1.3 (iv), the last factor is less than $M \ell\left(p_{h}-1\right)$. Therefore,

$$
\Psi_{h}\left[\tilde{\eta}_{2}\right]-\Psi_{h}\left[\tilde{\eta}_{1}\right] \leq M\left(1-p_{h}^{-1}\right) .
$$

Taking here $M=\left|\tilde{\eta}_{1}-\tilde{\eta}_{2}\right|_{0,\left[0, T+h^{2}\right]}$ and also interchanging $\tilde{\eta}_{i}$, we see that $\Psi_{h}$ is a contraction with coefficient $1-p_{h}^{-1}<1$. By Banach's theorem we get the first assertion of the lemma.

To prove the second one, first notice that if $\tilde{\xi}_{1} \geq \tilde{\xi}_{2}$ and $\tilde{\zeta}_{1} \geq \tilde{\zeta}_{2}$, then, for $\tilde{\eta}_{i}(n)$ defined by $\tilde{\eta}_{i}(n+1)=\Psi_{h}\left[\tilde{\eta}_{i}(n), \tilde{\xi}_{i}, \tilde{\zeta}_{i}\right], n \geq 0$, with $\tilde{\eta}_{i}(0)=0$, we have $\tilde{\eta}_{1}(n) \geq \tilde{\eta}_{2}(n)$ for all $n$ because of monotonicity of $\Psi_{h}[\tilde{\eta}, \tilde{\xi}, \tilde{\zeta}]$ in $\tilde{\eta}, \tilde{\xi}$, and $\tilde{\zeta}$. It follows that assertion (ii) holds true if $\xi_{1} \geq \xi_{2}$ and $\zeta_{1} \geq \zeta_{2}$. In other words, for any bounded functions $\eta_{1}$ and $\eta_{2}$ given in $\left[0, T+h^{2}\right] \times \mathbb{R}^{d}$, we see that if $F_{h}\left[\eta_{1}\right] \leq F_{h}\left[\eta_{2}\right]$ in $[0, T] \times \mathbb{R}^{d}$ and $\eta_{1} \geq \eta_{2}$ in $\left(T, T+h^{2}\right] \times \mathbb{R}^{d}$, then $\eta_{1} \geq \eta_{2}$ in $\left[0, T+h^{2}\right] \times \mathbb{R}^{d}$.

In the general case, denote

$$
M=e^{2 T+2 h^{2}}\left[\sup _{[0, T] \times \mathbb{R}^{d}}\left(\xi_{2}-\xi_{1}\right)_{+}+\sup _{\left(T, T+h^{2}\right] \times \mathbb{R}^{d}}\left(\zeta_{2}-\zeta_{1}\right)_{+}\right]
$$

Observe that by Assumption 1.3 (iv)

$$
\begin{aligned}
F_{h}\left[\eta_{1}+M \ell\right]= & \Phi_{h}\left[\eta_{1}+M \ell\right]-p_{h}\left(\eta_{1}+M \ell\right) \leq \Phi_{h}\left[\eta_{1}\right] \\
& +M \ell\left(p_{h}-1\right)-p_{h}\left(\eta_{1}+M \ell\right) \\
= & F_{h}\left[\eta_{1}\right]-M \ell=-\xi_{1}-M \ell \leq-\xi_{2}=F_{h}\left[\eta_{2}\right]
\end{aligned}
$$

in $[0, T] \times \mathbb{R}^{d}$ and obviously $\eta_{1}+M \ell \geq \eta_{2}$ in $\left(T, T+h^{2}\right] \times \mathbb{R}^{d}$. Hence, $\eta_{1}+M \geq \eta_{2}$ in $\left[0, T+h^{2}\right] \times \mathbb{R}^{d}$ and the lemma is proved.

Remark 1.8. We will apply Lemma 1.7 not only to the interval $[0, T]$ but also to its subintervals changing the origin of $t$-axis if needed.

In the sequel by $v_{h}$ we denote the function defined by Lemma 1.7 for $\xi=0$ and $\zeta=g$.

Here are our main results.
Theorem 1.9. For any $h \in(0,1]$, in $[0, T] \times \mathbb{R}^{d}$ we have

$$
v_{h} \leq v+N e^{N T} h^{\delta_{1}}
$$

where the constant $N$ depends only on $K, K_{1}, d$ and $\delta_{1}=\delta \delta_{0}^{2} /\left(2+\delta_{0}+\delta \delta_{0}-\delta\right)$, which is $1 / 3$ if $\delta_{0}=\delta=1$.

Corollary 1.10. If $A$ is a singleton and $F_{h}[u]=L_{h} u+f_{h}$ where $L_{h}$ is a linear operator, then for any $h \in(0,1]$,

$$
\left|v_{h}-v\right| \leq N e^{N T} h^{\delta \delta_{0}^{2} /\left(2+\delta_{0}+\delta \delta_{0}-\delta\right)}
$$

Theorem 1.11. Let $\delta_{0} \leq \delta$. Then for any $h \in(0,1]$, in $[0, T] \times \mathbb{R}^{d}$ we have

$$
\begin{equation*}
v \leq v_{h}+N e^{N T} h^{\delta_{1}} \tag{1.5}
\end{equation*}
$$

where the constant $N$ depends only on $K, K_{1}, d$ and $\delta_{1}=\delta^{2} \delta_{0}^{3}\left(8+\delta \delta_{0}\right)^{-1}$ $\left(2+\delta_{0}+\delta \delta_{0}-\delta\right)^{-1}$, which is $1 / 27$ if $\delta_{0}=\delta=1$.

The estimates in Theorems 1.9 and 1.11 are of different order and it is interesting to know to what extent the estimate in Theorem 1.11 can be improved. In [5] we considered processes with time and space independent coefficients, so that $\delta_{0}$ can be any number in $[0,1]$. The result of [5] says that $\left|v-v_{h}\right|$ goes to zero as $h \downarrow 0$ at least as $h^{\delta / 3}$. Taking $\delta_{0}=1$, from Theorem 1.9 we get the same estimate of order $h^{\delta / 3}$. However, this estimate is only for $v_{h}-v$ from above. We believe that under additional and quite general conditions on $F_{h}$ one can improve the estimate in Theorem 1.11 to be of the same order as in Theorem 1.9. In [6] we prove that the rate in Theorem 1.11 is not less than $1 / 21$ if $\delta=\delta_{0}=1$ and we also give some approximations with rate $1 / 3$. By the way, the examples in [5] show that generally one cannot do better than $h^{1 / 2}$.

## 2. Auxiliary results

The proofs of our main results are based on the following theorem in which and everywhere in this section by $N$ we denote various constants depending only on $K$ and $d$.

Theorem 2.1. For any $\varepsilon \in(0,1]$ there exists a function $u$ defined in $\left[0, T+\varepsilon^{2}\right] \times$ $\mathbb{R}^{d}$ such that

$$
\begin{gather*}
|u(t, x)-g(x)| \leq N K_{1} \varepsilon^{\delta} \quad \text { for } \quad t \in\left[T, T+\varepsilon^{2}\right] ;  \tag{2.1}\\
\sup _{\alpha \in A}\left[L^{\alpha} u+f^{\alpha}\right] \leq 0, \quad|u-v| \leq N e^{N T} K_{1} \varepsilon^{\delta \delta_{0}} \quad \text { in } \quad[0, T] \times \mathbb{R}^{d},  \tag{2.2}\\
|u|_{2+\delta_{0},\left[0, T+\varepsilon^{2}\right]} \leq N e^{N T} K_{1} \varepsilon^{\delta-2-\delta_{0}} . \tag{2.3}
\end{gather*}
$$

Proof. First observe that we may assume $|g|_{\delta} \leq 1$ and $K_{1}=1$. Indeed if $|g|_{\delta}>1$ we can replace $f$ and $g$ with $f\left(1+|g|_{\delta}\right)^{-1}$ and $g\left(1+|g|_{\delta}\right)^{-1}$, respectively, and then after getting an appropriate function $u$ make the inverse transformation.

Next, define $\tilde{A}=A \times\left\{(\tau, \beta): \tau \in(-1,0), \beta \in B_{1}\right\}$. Extend $\sigma, b, c, f$ for negative $t$ following the example $\sigma(\alpha, t, x)=\sigma(\alpha, 0, x)$ and for a fixed $\varepsilon \in(0,1]$ and any $\tilde{\alpha}=(\alpha, \tau, \beta) \in \tilde{A}$ let

$$
\sigma(\tilde{\alpha}, t, x)=\sigma_{\varepsilon}(\tilde{\alpha}, t, x)=\sigma\left(\alpha, t+\varepsilon^{2} \tau, x+\varepsilon \beta\right)
$$

and similarly define $b(\tilde{\alpha}, t, x), c^{\tilde{\alpha}}(t, x)$, and $f^{\tilde{\alpha}}(t, x)$. We denote by $\tilde{\mathfrak{A}}$ the set of all measurable $\mathscr{F}_{t}$-adapted $\tilde{A}$-valued processes. As usual starting with these objects defined on $\tilde{A}$, for any $\tilde{\alpha} \in \tilde{\mathfrak{A}}, s \geq 0$, and $x \in \mathbb{R}^{d}$, we define the controlled diffusion process $x_{t}^{\tilde{\alpha}, s, x}$ and the value functions

$$
\begin{gathered}
u^{\tilde{\alpha}}(s, x)=E_{S, x}^{\tilde{\alpha}}\left[\int_{0}^{S-s} f^{\tilde{\alpha}_{t}}\left(s+t, x_{t}\right) e^{-\varphi_{t}} d t+g\left(x_{S-s}\right) e^{-\varphi_{S-s}}\right], \\
u(s, x)=\sup _{\tilde{\alpha} \in \tilde{A}} v^{\tilde{\alpha}}(s, x),
\end{gathered}
$$

which we consider for $s \leq S$, where $S=T+\varepsilon^{2}$. We will keep in mind that $u^{\tilde{\alpha}}(s, x)$ and $u(s, x)$ also depend on $\varepsilon$ which is not explicitly shown just for simplicity of notation.

Next, take a nonnegative function $\zeta \in C_{0}^{\infty}\left((-1,0) \times B_{1}\right)$ with unit integral, and for $\varepsilon>0$ define $\zeta_{\varepsilon}(t, x)=\varepsilon^{-d-2} \zeta\left(t / \varepsilon^{2}, x / \varepsilon\right)$. We also use the notation

$$
u^{(\varepsilon)}(t, x)=u(t, x) * \zeta_{\varepsilon}(t, x) .
$$

Our goal is to prove that $u^{(\varepsilon)}$ is a function for which the assertions of the theorem are true.

To prove (2.3) it suffices to use well-known properties of mollifiers and notice that (see Appendix and remember $|g|_{\delta} \leq 1$ )

$$
\begin{equation*}
|u(t, x)-u(s, y)| \leq N e^{N T}\left(|t-s|^{\delta / 2}+|x-y|^{\delta}\right) . \tag{2.4}
\end{equation*}
$$

Next assume temporarily that $\sigma$ and $b$ are twice continuously differentiable in $x$ with the derivatives being bounded. Then by Lemma 4.1.5 of [4], for any $\tilde{\alpha}=(\alpha, \tau, \beta) \in \tilde{A}$,

$$
\begin{align*}
\tilde{L}^{\tilde{\alpha}} u(t, x)+f^{\tilde{\alpha}}(t, x):= & D_{t} u(t, x)+a^{i j}\left(\alpha, t+\varepsilon^{2} \tau, x+\varepsilon \beta\right) u_{x^{i} x^{j}}(t, x) \\
& +b^{i}\left(\alpha, t+\varepsilon^{2} \tau, x+\varepsilon \beta\right) u_{x^{i}}(t, x) \\
& -c^{\alpha}\left(t+\varepsilon^{2} \tau, x+\varepsilon \beta\right) u(t, x) \\
& +f^{\alpha}\left(t+\varepsilon^{2} \tau, x+\varepsilon \beta\right) \leq 0 \tag{2.5}
\end{align*}
$$

in the sense of generalized functions of $(t, x) \in(0, S) \times \mathbb{R}^{d}$. The same inequality holds in the sense of generalized functions of $(t, x, \tau, \beta) \in(0, S) \times \mathbb{R}^{d} \times(-1,0) \times$ $B_{1}$. After "changing variables", we easily get that the inequality

$$
\begin{align*}
& D_{t} u\left(t-\varepsilon^{2} \tau, x-\varepsilon \beta\right)+a^{i j}(\alpha, t, x) u_{x^{i} x^{j}}\left(t-\varepsilon^{2} \tau, x-\varepsilon \beta\right) \\
& \quad+b^{i}(\alpha, t, x) u_{x^{i}}\left(t-\varepsilon^{2} \tau, x-\varepsilon \beta\right)-c^{\alpha}(t, x) u\left(t-\varepsilon^{2} \tau, x-\varepsilon \beta\right) \\
& \quad+f^{\alpha}(t, x) \leq 0 \tag{2.6}
\end{align*}
$$

holds in the sense of generalized functions of $(t, x, \tau, \beta) \in(0, T) \times \mathbb{R}^{d} \times(-1,0) \times$ $B_{1}$. Furthermore, since $u, a, b, c, f$ are continuous in $(t, x)$, inequality (2.6) holds in the sense of generalized functions of $(\tau, \beta) \in(-1,0) \times B_{1}$ for any $(t, x) \in$ $[0, T] \times \mathbb{R}^{d}$. By multiplying (2.6) by $\zeta(\tau, \beta)$ and integrating (that is using the definition of the words "in the sense of generalized functions"), we conclude that $L^{\alpha} u^{(\varepsilon)}+f^{\alpha} \leq 0$ in $[0, T] \times \mathbb{R}^{d}$ for any $\alpha \in A$. This proves the first inequality in (2.2) in the particular case of smooth $\sigma, b$. The general case is obtained by mollifying $\sigma, b$ with respect to $x$ and passing to the limit, when the kernel tends to the delta function, on the basis of Theorem 3.1.13 of [4] which says that the corresponding value functions converge uniformly to $u$ on any bounded subset of $[0, S] \times \mathbb{R}^{d}$.

To prove (2.1) observe that obviously

$$
-N(S-s)+\inf _{\tilde{\alpha} \in \tilde{\mathfrak{I}}} E_{x}^{\tilde{\alpha}} g\left(x_{S-s}\right) \leq u(s, x) \leq \sup _{\tilde{\alpha} \in \tilde{\mathfrak{A}}} E_{x}^{\tilde{\alpha}} g\left(x_{S-s}\right)+N(S-s)
$$

For $S-s \leq \varepsilon^{2}$, it follows that

$$
\begin{aligned}
|u(s, x)-g(x)| & \leq N \varepsilon^{2}+\sup _{\tilde{\alpha} \in \tilde{\mathfrak{A}}} E_{s, x}^{\tilde{\alpha}}\left|g\left(x_{S-s}\right)-g(x)\right| \\
& \leq N \varepsilon^{2}+N \sup _{\tilde{\alpha} \in \tilde{\mathfrak{I}}} E_{s, x}^{\tilde{\alpha}}\left|x_{S-s}-x\right|^{\delta} \leq N \varepsilon^{\delta} .
\end{aligned}
$$

This and (2.4) easily yield (2.1) for $u^{(\varepsilon)}$ in place of $u$.
Thus, to finish the proof of the theorem, it only remains to prove that the second relation in (2.2) holds for $u^{(\varepsilon)}$ in place of $u$.

Fix $s \in[0, T]$ and $x \in \mathbb{R}^{d}$, take $\tilde{\alpha}=(\alpha, \tau, \beta) \in \tilde{\mathfrak{V}}$, and notice that by comparing equations defining $x_{t}^{\tilde{\alpha}, s, x}$ and $x_{t}^{\alpha, s, x}$ one can easily get (see, for instance, Theorem 2.5.9 in [4]) that

$$
\begin{aligned}
E \sup _{t \leq T-s}\left|x_{t}^{\tilde{\alpha}, s, x}-x_{t}^{\alpha, s, x}\right|^{2} \leq & N e^{N T} \sup \left\{\left\|\sigma\left(\alpha, t+\varepsilon^{2} \tau, x+\varepsilon \beta\right)-\sigma(\alpha, t, x)\right\|^{2}\right. \\
& \left.+\left|b\left(\alpha, t+\varepsilon^{2} \tau, x+\varepsilon \beta\right)-b(\alpha, t, x)\right|^{2}\right\},
\end{aligned}
$$

where the sup is taken over

$$
\alpha \in A, \quad t \leq T, \quad \tau \in(-1,0), \quad x \in \mathbb{R}^{d}, \quad \beta \in B_{1} .
$$

It follows by our assumptions and Hölder's inequality that

$$
\begin{gathered}
E \sup _{t \leq T-s}\left|x_{t}^{\tilde{\alpha}, s, x}-x_{t}^{\alpha, s, x}\right|^{2} \leq N e^{N T} \varepsilon^{2 \delta_{0}}, \\
E \sup _{t \leq T-s}\left|x_{t}^{\tilde{\alpha}, s, x}-x_{t}^{\alpha, s, x}\right|^{\delta} \leq N e^{N T} \varepsilon^{\delta \delta_{0}}, \\
E \int_{0}^{S-s}\left|f^{\tilde{\alpha}_{t}}\left(s+t, x_{t}^{\tilde{\alpha}, s, x}\right)-f^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, x}\right)\right| d t \\
\leq N T \varepsilon^{\delta}+E \int_{0}^{T-s}\left|f^{\alpha_{t}}\left(s+t, x_{t}^{\tilde{\alpha}, s, x}\right)-f^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, x}\right)\right| d t \leq N e^{N T} \varepsilon^{\delta \delta_{0}}, \\
E \int_{0}^{S-s}\left|c^{\tilde{\alpha}_{t}}\left(s+t, x_{t}^{\tilde{\alpha}, s, x}\right)-c^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, x}\right)\right| d t \leq N e^{N T} \varepsilon^{\delta \delta_{0}}, \\
E_{s, x}^{\tilde{\alpha}}\left|g\left(x_{S-s}\right)-g\left(x_{T-s}\right)\right| \leq N \varepsilon^{\delta} .
\end{gathered}
$$

Next, upon using the inequality

$$
\begin{equation*}
\left|f_{1} e^{-c_{1}}-f_{2} e^{-c_{2}}\right| \leq\left|f_{1}-f_{2}\right|+\left(\left|f_{1}\right|+\left|f_{2}\right|\right)\left|c_{1}-c_{2}\right|, \quad c_{1}, c_{2} \geq 0 \tag{2.7}
\end{equation*}
$$

we get that, for $s \in[0, S]$ and $x \in \mathbb{R}^{d}$,

$$
\begin{gathered}
\left|u^{\tilde{\alpha}}(s, x)-v^{\alpha}(s \wedge T, x)\right| \leq N e^{N T} \varepsilon^{\delta \delta_{0}}, \quad|u(s, x)-v(s \wedge T, x)| \leq N e^{N T} \varepsilon^{\delta \delta_{0}}, \\
\left|u^{(\varepsilon)}(s, x)-[v(\cdot \wedge T, \cdot)]^{(\varepsilon)}(s, x)\right| \leq N e^{N T} \varepsilon^{\delta \delta_{0}} .
\end{gathered}
$$

Now, to get the second inequality in (2.2) for $u^{(\varepsilon)}$ in place of $u$, it only remains to notice that (2.4) holds with $v$ in place of $u$, so that $\left|[v(\cdot \wedge T, \cdot)]^{(\varepsilon)}-v\right| \leq N e^{N T} \varepsilon^{\delta}$. The theorem is proved.

Remark 2.2. In the second inequality in (2.2) only the estimate of $u-v$ from above is of interest. Indeed, the following estimate from below is trivially derived by using Itô's formula from the first relation in (2.2) and from (2.1):

$$
u \geq v-N K_{1} \varepsilon^{\delta}
$$

When $A$ consists of only one point, replacing $f, g$ with $-f,-g$ leads to replacing $v$ with $-v$ and easily leads to the following.

Corollary 2.3. For any $\alpha \in A$ and $\varepsilon \in(0,1]$ there exist functions $u_{ \pm}(s, x)$ defined in $\left[0, T+\varepsilon^{2}\right] \times \mathbb{R}^{d}$ such that

$$
\begin{gathered}
\left|u_{ \pm}(t, x)-g(x)\right| \leq N K_{1} \varepsilon^{\delta} \quad \text { for } \quad t \in\left[T, T+\varepsilon^{2}\right] \\
\pm\left(L^{\alpha} u_{ \pm}+f^{\alpha}\right) \leq 0, \quad\left|u_{ \pm}-v^{\alpha}\right| \leq N e^{N T} K_{1} \varepsilon^{\delta \delta_{0}} \quad \text { in } \quad[0, T] \times \mathbb{R}^{d} \\
\left|u_{ \pm}\right|_{2+\delta_{0},\left[0, T+\varepsilon^{2}\right]} \leq N e^{N T} K_{1} \varepsilon^{\delta-2-\delta_{0}}
\end{gathered}
$$

where $N$ depends only on $K$ and $d$ and $v^{\alpha}$ is generated by the constant policy $\alpha_{t} \equiv \alpha$.

## 3. Proof of Theorems 1.9 and 1.11

Proof of Theorem 1.9. Take $h \in(0,1], \varepsilon \in[h, 1]$, and a function $u$ from Theorem 2.1. Then by Assumption 1.3 (ii) we have that

$$
F_{h}[u] \leq N e^{N T} h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}}
$$

in $[0, T] \times \mathbb{R}^{d}$ and $u(t, x) \geq g(x)-N \varepsilon^{\delta}=v_{h}(t, x)-N \varepsilon^{\delta}$ in $\left(T, T+h^{2}\right]$. It follows from Lemma 1.7 that, in $[0, T] \times \mathbb{R}^{d}$,

$$
v_{h} \leq u+N e^{N T}\left(\varepsilon^{\delta}+h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}}\right)
$$

By applying the second equation in (2.2) we conclude

$$
v_{h} \leq v+N e^{N T}\left(\varepsilon^{\delta \delta_{0}}+h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}}\right)
$$

It only remains to set $\varepsilon=h^{\xi}$, where $\xi=\delta_{0}\left(2+\delta_{0}+\delta \delta_{0}-\delta\right)^{-1}(<1)$. The theorem is proved.

To prove Theorem 1.11 we need two more auxiliary results before which we introduce the following notation. For any $\beta \in A, t \geq s \geq 0$, and Borel function $u=u(x)$ define

$$
G_{s, t}^{\beta} u(x)=E_{s, x}^{\alpha}\left[\int_{0}^{t-s} f^{\beta}\left(s+r, x_{r}\right) e^{-\varphi_{r}} d r+u\left(x_{t-s}\right) e^{-\varphi_{t-s}}\right]
$$

where $\alpha_{t} \equiv \beta$. Also let $G_{s, t} u=\sup _{\beta} G_{s, t}^{\beta} u$.

Lemma 3.1. Let $u=u(x)$ be a function such that $|u|_{\delta}<\infty$. Take $0 \leq s \leq t \leq T$ and $h \in(0,1]$ and assume that $u(y) \leq v_{h}(r, y)+q$ for $r \in\left(t, t+h^{2}\right]$ and $y \in \mathbb{R}^{d}$, where $q$ is a positive constant. Then

$$
G_{s, t} u(x) \leq v_{h}(s, x)+q e^{2(t-s)+2 h^{2}}+N e^{N(t-s)} M h^{\delta_{1}} \quad \forall x \in \mathbb{R}^{d},
$$

where $\delta_{1}:=\delta \delta_{0}^{2} /\left(2+\delta_{0}+\delta \delta_{0}-\delta\right)$ and $M=1+|u|_{\delta}$.
Proof. We need to prove that

$$
G_{s, t}^{\beta} u(x) \leq v_{h}(s, x)+N M e^{N(t-s)} h^{\delta_{1}}+q e^{2(t-s)+2 h^{2}}
$$

for any $\beta \in A$, which we therefore fix. Take $h \in(0,1]$ and $\varepsilon \in[h, 1]$ and notice that by Corollary 2.3 there exists a function $z(r, x)$ defined in $\left[s, t+\varepsilon^{2}\right] \times \mathbb{R}^{d}$ such that

$$
\begin{align*}
& |z(r, x)-u(x)| \leq N M \varepsilon^{\delta} \quad \text { for } \quad r \in\left[t, t+\varepsilon^{2}\right], x \in \mathbb{R}^{d}, \\
& L^{\beta} z+f^{\beta} \geq 0, \quad z(r, x) \geq G_{r, t}^{\beta} u(x)-N M e^{N(t-r)} \varepsilon^{\delta \delta_{0}} \tag{3.1}
\end{align*}
$$

in $[s, t] \times \mathbb{R}^{d}$ and $|z|_{2+\delta_{0},\left[s, t+\varepsilon^{2}\right]} \leq N e^{N(t-s)} M \varepsilon^{\delta-2-\delta_{0}}$.
In particular, $F[z] \geq 0$, so that by Assumption 1.3 (ii)

$$
F_{h}[z] \geq-N e^{N(t-s)} M h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}} \quad \text { in } \quad[s, t] \times \mathbb{R}^{d}
$$

In addition,

$$
\begin{aligned}
& \sup _{\left(t, t+h^{2}\right] \times \mathbb{R}^{d}}\left(z-v_{h}\right)_{+} \leq \sup _{\left(t, t+h^{2}\right] \times \mathbb{R}^{d}}\left(u-v_{h}\right)_{+}+N M \varepsilon^{\delta} \leq N M \varepsilon^{\delta}+q, \\
& F_{h}\left[v_{h}\right]=0 \quad \text { in } \quad[s, t] \times \mathbb{R}^{d} \\
& v_{h}=v_{h} \quad \text { in } \quad\left(t, t+h^{2}\right] \times \mathbb{R}^{d},
\end{aligned}
$$

which by Lemma 1.7 (ii) and Remark 1.8 implies that

$$
z(s, x) \leq v_{h}(s, x)+N e^{N(t-s)} M\left(\varepsilon^{\delta}+h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}}\right)+q e^{2(t-s)+2 h^{2}} .
$$

Combining this with (3.1) we get

$$
G_{s, t}^{\beta} u(x) \leq v_{h}(s, x)+N e^{N(t-s)} M\left(\varepsilon^{\delta \delta_{0}}+h^{\delta_{0}} \varepsilon^{\delta-2-\delta_{0}}\right)+q e^{2(t-s)+2 h^{2}} .
$$

By taking the same $\varepsilon$ as in the preceding proof, we get the result. The lemma is proved.

For $s \in[0, T]$ and integers $n \geq 1$ denote by $\mathfrak{H}_{n}(s)$ the set of all $\alpha \in \mathfrak{H}$ satisfying $\alpha_{t}=\alpha_{\left(\kappa_{n}(t+s)-s\right)_{+}}$for $t \geq 0$, where $\kappa_{n}(r)=[r n] / n$. The policies of class $\mathfrak{N}_{n}(s)$ are constant on the intervals $\left[t_{n k}(s), t_{n, k+1}(s)\right)$ with $t_{n 0}(s)=0$, $t_{n k}(s)=\kappa_{n}(s)-s+k / n$ for $k \geq 1$. Also let

$$
v^{n}(s, x)=\sup _{\alpha \in \mathscr{N}_{n}(s)} v^{\alpha}(s, x)
$$

From Lemma 3.2.14 and the proof of Lemma 3.3.1 in [4], we infer that the following dynamic programming equation holds

$$
\begin{equation*}
v^{n}(s, x)=G_{s, \tau_{n, k+1}} v^{n}\left(\tau_{n, k+1}, \cdot\right)(x) \quad \text { if } \quad s \in \Delta(n, k), k=0, \ldots, k(n)-1 \tag{3.2}
\end{equation*}
$$

where $k(n)$ is the number of intervals $(i / n,(i+1) / n], i \geq 0$, intersecting [ $0, T$ ], $\Delta(n, k)=\left[\tau_{n k}, \tau_{n, k+1}\right], \tau_{n k}=(k / n) \wedge T$ (so that $\tau_{n k(n)}=T$ and $\tau_{n k}<T$ if $k<k(n)$ ).

In the following few lines we introduce several different constants $N_{0}$ depending only on $K, K_{1}$. We will use that (see Appendix)

$$
\begin{equation*}
\left|v^{n}\right|_{, \delta,[s, T]} \leq N_{0} e^{N_{0}(T-s)} \tag{3.3}
\end{equation*}
$$

which implies (see Appendix) that, for any $\beta \in A$ and $s \leq t \leq T$, we have

$$
\begin{equation*}
\left[G_{\cdot, t}^{\beta} v^{n}(t, \cdot)\right]_{\delta / 2,,[s, t]} \leq N_{0} e^{N_{0}(T-s)} \tag{3.4}
\end{equation*}
$$

and on account of (3.2),

$$
\begin{equation*}
\left|v^{n}(s, x)-v^{n}(s+r, x)\right| \leq N_{0} e^{N_{0}(T-s)} r^{\delta / 2} \tag{3.5}
\end{equation*}
$$

if $s$ and $s+r$ belong to the same interval $\Delta(n, k)$ and $r \geq 0$.
Lemma 3.2. For any $n \geq 1$ and $h^{2} \leq 1 / n$, we have

$$
\begin{equation*}
v^{n}(s, x) \leq v_{h}(s, x)+N e^{N(T-s)} n h^{\delta_{1}} \tag{3.6}
\end{equation*}
$$

where $\delta_{1}$ is the same as in Lemma 3.1.
Proof. Lemma 3.1 applied with $u=g$ immediately implies that, for $s \in \Delta_{n, k(n)-k}$ with $k=1$

$$
\begin{equation*}
v^{n}(s, x) \leq v_{h}(s, x)+M_{k} e^{N_{k} / n} h^{\delta_{1}} \tag{3.7}
\end{equation*}
$$

where $M_{1}$ and $N_{1}$ are some constants depending only on $K, K_{1}, d$. Bearing in mind the induction on $k$, assume that (3.7) holds for $s \in \Delta_{n, k(n)-k}$ and some $k \geq 1$. We are going to prove then that, if $k<k(n)$, then (3.7) also holds for $s \in \Delta_{n, k(n)-k-1}$ with appropriate constants $N_{k+1}$ and $M_{k+1}$ in place of $N_{k}$ and $M_{k}$. Furthermore, we will see that one may take

$$
N_{k+1} \leq N_{k} \vee(N k+N), \quad M_{k+1} \leq N+e^{4 / n} M_{k}
$$

Then by induction $N_{k+1} \leq N k+N$ and $M_{k} \leq N n e^{5 k / n}$, which allows us to replace $M_{k}$ and $N_{k}$ in (3.7) with $N n e^{5(T-s)}$ and $N(T-s+1) n$, respectively, and leads us to (3.6).

It follows from (3.5) and (3.7) that, if $\tau_{n, k(n)-k}+r \in \Delta(n, k(n)-k)$ and $r \leq h^{2}$, then

$$
\begin{align*}
v^{n}\left(\tau_{n, k(n)-k}, x\right) & \leq v^{n}\left(\tau_{n, k(n)-k}+r, x\right)+N_{0} e^{N_{0} k / n} h^{\delta} \\
& \leq v_{h}\left(\tau_{n, k(n)-k}+r, x\right)+N_{0} e^{N_{0} k / n} h^{\delta}+M_{k} e^{N_{k} / n} h^{\delta_{1}} \\
& =: v_{h}\left(\tau_{n, k(n)-k}+r, x\right)+q_{k} \tag{3.8}
\end{align*}
$$

Here, if $k>1$, one can obviously take any $r \in\left[0, h^{2}\right]$ due to the assumption $h^{2} \leq 1 / n$. It turns out that for $k=1$ the inequality between extreme terms in (3.8) holds for any $r \in\left[0, h^{2}\right]$ as well. Indeed, for $T-\tau_{n, k(n)-1} \leq r \leq h^{2}$ (if there are such $r$ at all), we have

$$
v_{h}\left(\tau_{n, k(n)-1}+r, x\right)=g(x)=v^{n}(T, x) \geq v^{n}\left(\tau_{n, k(n)-1}, x\right)-N_{0} h^{\delta}
$$

Hence owing to (3.3), (3.2), and Lemma 3.1 we get that, for $s \in \Delta_{n, k(n)-k-1}$,

$$
v^{n}(s, x) \leq v_{h}(s, x)+e^{4 / n} q_{k}+N\left(1+N_{0}\right) e^{N / n+N_{0} k / n} h^{\delta_{1}} .
$$

This yields (3.7) with

$$
N_{k+1}=\left(N+N_{0} k\right) \vee N_{k}, \quad M_{k+1}=N+e^{4 / n} M_{k}
$$

in place of $N_{k}$ and $M_{k}$. As explained above, the lemma is thus proved.
Proof of Theorem 1.11. By applying Theorem 2.9 of [7] and taking into account that $\delta_{0} \leq \delta$, we have

$$
v(0, x) \leq v^{n}(0, x)+N e^{N T} n^{-\delta \delta_{0} / 8} .
$$

Combining this with (3.6) and choosing integer $n$ to be of order $h^{-q}$ with $q=$ $8 \delta_{1}\left(8+\delta \delta_{0}\right)^{-1}\left(q<2\right.$, so that $n \leq h^{-2}$ as required in Lemma 3.2), we get (1.5) at points $(0, x)$. By the way, we have only considered the points $(0, x)$ because in [7] the intervals, on which the policies of type $\mathfrak{U}_{n}$ are constant, are assumed to have the same length $1 / n$. Other points $(s, x)$ are considered by shifting the time variable. The theorem is proved.

## Appendix

We closely follow the arguments from Sections 3.2 and 3.3 of [4] and prove that

$$
\begin{equation*}
|v(s, x)-v(t, y)| \leq N e^{N T} N_{1}\left(|t-s|^{\delta / 2}+|x-y|^{\delta}\right) \tag{A.1}
\end{equation*}
$$

where $N_{1}=\left(1+|c|_{, \delta}\right)\left(|f|_{, \delta}+|g|_{, \delta}\right)$ and $N$ depends only on $|\sigma|_{, 1}$ and $|b|_{, 1}$.
First, according to Theorem 2.5.9 of [4], for any $\alpha \in \mathfrak{Y}, s \in[0, T]$, and $x, y \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
& E \sup _{t \leq T-s}\left|x_{t}^{\alpha, s, x}-x_{t}^{\alpha, s, y}\right|^{2} \leq N e^{N(T-s)}|x-y|^{2} \\
& E \sup _{t \leq T-s}\left|x_{t}^{\alpha, s, x}-x_{t}^{\alpha, s, y}\right|^{\delta} \leq N e^{N(T-s)}|x-y|^{\delta}
\end{aligned}
$$

Hence, by remembering (2.7), we get

$$
\begin{aligned}
&\left|v^{\alpha}(s, x)-v^{\alpha}(s, y)\right| \leq N_{2} E \int_{0}^{T-s}\left|c^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, x}\right)-c^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, y}\right)\right| d t \\
&+E \int_{0}^{T-s}\left|f^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, x}\right)-f^{\alpha_{t}}\left(s+t, x_{t}^{\alpha, s, y}\right)\right| d t \\
&+E\left|g\left(x_{T-s}^{\alpha, s, x}\right)-g\left(x_{T-s}^{\alpha, s, y}\right)\right| \\
&\left|v^{\alpha}(s, x)-v^{\alpha}(s, y)\right| \leq N e^{N(T-s)} N_{1}|x-y|^{\delta}
\end{aligned}
$$

where $N_{2}=2 T|f|_{0}+2|g|_{0}$. This certainly implies (3.3) and

$$
\begin{equation*}
|v(s, x)-v(s, y)| \leq N e^{N T} N_{1}|x-y|^{\delta} \tag{A.2}
\end{equation*}
$$

Furthermore, by Bellman's principle (Theorem 3.3.6 of [4]), for $s \leq t \leq T$,

$$
v(s, x)=\sup _{\alpha \in \mathfrak{R}} E_{s, x}^{\alpha}\left[\int_{0}^{t-s} f^{\alpha_{r}}\left(s+r, x_{r}\right) e^{-\varphi_{r}} d r+v\left(t, x_{t-s}\right) e^{-\varphi_{t-s}}\right]
$$

Combining this with (A.2), for $t-s \leq 1$, we conclude

$$
\begin{aligned}
|v(s, x)-v(t, x)| \leq & \left(|f|_{0}+2|c|_{0} \sup _{[s, T] \times \mathbb{R}^{d}}|v|\right)(t-s) \\
& +\sup _{\alpha \in \mathfrak{A}} E_{s, x}^{\alpha}\left|v\left(t, x_{t-s}\right)-v(t, x)\right| \\
\leq & N e^{N T} N_{1}\left\{|t-s|^{\delta / 2}+\sup _{\alpha \in \mathfrak{R}} E_{s, x}^{\alpha}\left|x_{t-s}-x\right|^{\delta}\right\} \\
\leq & N e^{N T} N_{1}|t-s|^{\delta / 2},
\end{aligned}
$$

where in the last step we have used again Theorem 2.5.9 of [4]. The same inequality trivially holds if $|t-s| \geq 1$. This and (A.2) yield (A.1).

Applying this argument to the case $A=\{\beta\}$ and using (3.3) we also get (3.4).
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