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Abstract. We study nonlinear wave and heat equations onRd driven by a spatially homoge-
neous Wiener process. For the wave equation we consider the cases ofd = 1,2,3. The heat
equation is considered on an arbitraryRd -space. We give necessary and sufficient conditions
for the existence of a function-valued solution in terms of the covariance kernel of the noise.

0. Introduction

The paper is concerned with the following stochastic wave equation{
∂2

∂t2
u = 1u+ f (u)+ b(u)Ẇ,

u(0, x) = u0(x),
∂
∂t
u(0, x) = v0(x), x ∈ Rd

(0.1)

and heat equation

∂

∂t
u = 1u+ f (u)+ b(u)Ẇ, u(0, x) = u0(x), x ∈ Rd . (0.2)

In (0.1) and (0.2),u0 and v0 are given functions,f, b : R → R, andW is a
spatially homogeneous Wiener process defined on a filtered probability spaceU =
(�,F, (Ft )t≥0,P). For the wave equation we consider the cases ofd = 1,2,3.
The heat equation is considered on an arbitraryRd -space.

ProcessW takes values in the space of tempered distributionsS′(Rd), and has
the covariance of the following form

E 〈W(t), ψ〉〈W(s), ϕ〉 = t ∧ s 〈0,ψ ∗ ϕ(s)〉, ψ, ϕ ∈ S(Rd) ,

whereϕ(s)(x) = ϕ(−x), x ∈ Rd , and0 is a positive-definite tempered distribution.
Then0 has to be the Fourier transform of a positive symmetric tempered measureµ

onRd . We call0 andµ thespace correlationandspectral measureofW. In Section
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1 we gather basic facts concerning a spatially homogeneous Wiener process, and
the stochastic integral with respect to it.

In the paper we are looking forL2(Rd ,e−|x|dx)-valued solutions to (0.1) and
(0.2). We note that all results of the paper hold true if the exponential weight is
replaced by(1 + |x|2)−ρ , whereρ > d/2.

The problems of existence and uniqueness of solutions to (0.1) and (0.2) have
been the subject of numerous investigations with the main aim of finding verifiable
conditions in terms off, b and0 orµ. For bibliographic comments on the parabolic
equation (0.2) we refer to [19]. Necessary and sufficient conditions for the existence
of function-valued solutions of linear equations of the form (0.1) and (0.2) have
been obtained in [11] and [12]. These papers were inspired by Dalang and Frangos
[3] which proved the existence of a local in time solution to the nonlinear equation
(0.1) for dimensiond = 2. Dalang and Frangos assumed that the functionsf

andb are Lipschitz, and that the space correlation0 is a non-negative function,
continuous outside 0 and satisfies the integrability condition

∫
{|y|≤1}

log(|y|−1)0(y)dy < ∞ .

The results of [3] were improved by Millet and Sanz-Solé [15], who showed, still
for dimension 2, that under the above conditions the solution to (0.1) is global
and that the integrability condition is, in a sense, also necessary for the existence.
The methods applied in [3] and [15] rely on the integration theory with respect to
martingale measures developed by Walsh [20]. This theory was originally thought
not to be applicable for the wave equation in dimensiond = 3 and higher because
the integrand is a distribution valued process. In fact the referee of the present
paper has indicated that Dalang [2] has recently extended the theory of stochastic
integration with respect to martingale measures to a class of distribution-valued
processes, and applied this to 3 dimensional wave equations.

The aim of the present paper is twofold. First we strengthen the results on
nonlinear stochastic wave equations from [3] and [15], to cover noise processes
with space correlations0 which can be generalized functions, and we treat also
equations in 3 space dimension. Secondly we complement the results of [19] dealing
with parabolic equation (0.2). We relax the condition, imposed in [19], that the
spectral measureµ is absolutely continuous with respect to Lebegues measure.
Our approach is based on the general integration theory and harmonic analysis as
developed in [19]. In both cases, hyperbolic and parabolic, our existence results are
necessary and sufficient.

Before formulating our results we introduce some notation and definitions. Let
ϑ ∈ S(Rd) be a strictly positive even function such thatϑ(x) = e−|x| for |x| ≥ 1.
Clearly, the spacesL2(Rd ,e−|x|dx) andL2

ϑ = L2(Rd , ϑ(x)dx) are isomorphic.
Let us denote byH 1

ϑ the weighted Sobolev space being the completion ofS(Rd)
with respect to the norm

|ψ |H1
ϑ

=
(∫

Rd

{|ψ(x)|2 + |∇ψ(x)|2}ϑ(x)dx)1/2
.
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LetG be the fundamental solution to the Cauchy problem for∂2

∂t2
u−1u = 0, see

Section 2.

Definition 0.1. Let u0 ∈ H 1
ϑ and v0 ∈ L2

ϑ , and letT > 0. By anL2
ϑ -valued

solution to(0.1)on a time interval[0, T ] we understand anL2
ϑ -valued measurable

(Ft )-adapted processu such that:

sup
0≤t≤T

E |u(t)|2
L2
ϑ

< ∞ , (0.3)

the stochastic integrals∫ t

0
G(t − s) ∗ (

b(u(s))dW(s)
)
, t ∈ [0, T ]

are well defined inL2
ϑ , and fort ∈ [0, T ],

u(t) = ∂
∂t
G(t) ∗ u0 +G(t) ∗ v0 + ∫ t

0 G(t − s) ∗ f (u(s))ds
+ ∫ t

0 G(t − s) ∗ (
b(u(s))dW(s)

)
. (0.4)

We say that an(Ft )-adapted measurable processu : � × [0,∞) → L2
ϑ is an

L2
ϑ -valued global solution to(0.1) iff it is a solution on any finite time interval, that

is, it satisfies (0.3) and (0.4) for an arbitraryT > 0.

LetP(t)(x) = (4πt)−d/2e−|x|2/(4t) be the fundamental solution to the Cauchy
problem for the heat equation∂

∂t
u−1u = 0.

Definition 0.2. Let u0 ∈ L2
ϑ , and letT > 0. By anL2

ϑ -valued solution to(0.2)on
[0, T ] we understand anL2

ϑ -valued measurable(Ft )-adapted processu such that:
(0.3) holds, the stochastic integrals∫ t

0
P(t − s) ∗ (

b(u(s))dW(s)
)
, t ∈ [0, T ]

are well defined inL2
ϑ , and fort ∈ [0, T ],

u(t) = P(t) ∗ u0 +
∫ t

0
P(t − s) ∗ f (u(s))ds +

∫ t

0
P(t − s) ∗ (

b(u(s))dW(s)
)
.

(0.5)

We say that an(Ft )-adapted measurable processu : � × [0,∞) → L2
ϑ is an

L2
ϑ -valued global solution to(0.2) iff it is a solution on any finite time interval.

Definitions 0.1 and 0.2 explicitly require that the stochastic integrals in (0.4)
and (0.5) are well-defined processes with values inL2

ϑ . The integrands act on the
noise process as the composition of the multiplication byb(u)with the convolution
operators with kernelsG andP respectively. In the next section we give a precise
meaning of the stochastic integral with respect toW.

Letλ denote Lebesgue measure onRd . In our exposition the following hypothe-
ses (H) and (G) play an essential role.
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(H) There is aκ ≥ 0 such that0 + κλ is a non-negative measure.

(G)




The condition (H) holds true, and∫
{|y|≤1} log(|y|−1)0(dy) < ∞ if d = 2,∫
{|y|≤1} |y|−d+20(dy) < ∞ if d > 2.

In dimensiond = 1, (G) is identical with (H).

Note that (G) is stronger than (H), and its formulation depends on the dimensiond

of the underlying spaceRd .

Remark 0.1.The hypothesis (H) can be equivalently stated in terms of the spectral
measureµ as a requirement that there exists aκ such that the measureµ+ κδ0 is
a positive-definite distribution.

Remark 0.2.If 0 = F(µ) is anR-valued function bounded from below, then (H)
holds. If0 = F(µ) andµ is a finite non-negative measure then (G) holds. For
more examples we refer the reader to [12] and [19].

The main results of the present paper are the following existence theorems. The
first one deals with the wave equation.

Theorem 0.1. Assume thatd ≤ 3. Letf andb be Lipschitz continuous functions.
(i) If (G) holds then for arbitraryu0 ∈ H 1

ϑ and v0 ∈ L2
ϑ there exists a unique

globalL2
ϑ -valued solution to(0.1).

(ii) Assume that(H) holds and that there is a constantc > 0 such that|b(x)| ≥ c

for everyx ∈ R. If for someu0 ∈ H 1
ϑ , v0 ∈ L2

ϑ , and T > 0 there exists an
L2
ϑ -valued solution to(0.1) on [0, T ], then(G) holds.

The second result is concerned with the heat equation.

Theorem 0.2. Letd ∈ N, and letf andb be Lipschitz continuous functions.
(i) If (G) holds then for everyu0 ∈ L2

ϑ there exists a unique globalL2
ϑ -valued

solution to(0.2).
(ii) Assume that(H) holds and there is a constantc > 0 such that|b(x)| ≥ c for
everyx ∈ R. If for certainu0 ∈ L2

ϑ andT > 0 there exists anL2
ϑ -valued solution

to (0.2) on [0, T ], then(G) holds.

The existence of a solution to the parabolic problem (0.2) was obtained in [19],
see also [1], under the following condition.

(A) The spectral measureµ of W is either finite or absolutely continuous with
respect to Lebesgue measure and its densityγ = dµ/dx belongs toLp(Rd)
for somep ∈ [1,∞] satisfying(1 − 1/p)d/2< 1.

Clearly, (A) implies that ∫
Rd

1

1 + |x|2 dµ(x) < ∞ . (0.6)
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We will show, see Proposition 3.1, that if(H) holds then (0.6) and(G) are equiv-
alent.

Theorem 0.2 provides conditions for the existence and uniqueness of anL2
ϑ

solution satisfying the regularity condition (0.3). In fact, see [18], and [19], one can
show that the unique solutionu to the heat equation has continuous trajectories in
L2
ϑ and satisfies

E sup
t∈[0,T ]

|u(t)|p
L2
ϑ

< ∞ for all T > 0 andp ≥ 1 .

The paper is organized as follows. In Section 1 we introduce some basic notation
and recall the construction of the stochastic integral with respect to a spatially ho-
mogeneous Wiener process. Next section is devoted to solutions on the weighted
spaceL2

ϑ of the linear deterministic wave equation. Then we establish some ana-
lytical lemmas needed to estimate stochastic integrals with respect toW. Sections
4 and 5 are devoted to the proofs of Theorems 0.1 and 0.2, respectively.

1. Stochastic integration

Let S(Rd; C) andS(Rd) denote the spaces of all infinitely differentiable rapidly
decreasing complex and real functions onRd . Let S′(Rd; C) andS′(Rd) be the
spaces of complex and real tempered distributions onRd . The value of a distribution
ξ on a test functionψ is denoted by〈ξ, ψ〉. We use also the same notation for the
products onRd andL2(Rd; C).

Forψ ∈ S(Rd; C) we setψ(s)(x) = ψ(−x), x ∈ Rd . Denote byS(s)(R
d) the

space of allψ ∈ S(Rd; C) such thatψ = ψ(s), and byS′
(s)(R

d) the space of all

ξ ∈ S′(Rd; C) such that〈ξ, ψ〉 = 〈ξ, ψ(s)〉 for everyψ ∈ S(Rd; C).
In the paper we denote byF the Fourier transform onS(Rd; C), that is

Fψ(x) =
∫

Rd
e−2πi〈x,y〉ψ(y)dy .

Recall that the inverse Fourier transformF−1 is given by the formula

F−1ψ(x) =
∫

Rd
e2πi〈x,y〉ψ(y)dy .

Let ξ ∈ S′(Rd; C). We defineFξ putting 〈Fξ, ψ〉 = 〈ξ,F−1ψ〉 for ψ ∈
S(Rd; C). Note thatF transformsS′(Rd) intoS′

(s)(R
d).

Let U = (�,F, (Ft )t≥0,P) be a complete filtered probability space. In the
paper we assume thatW is a spatially homogeneous Wiener process onU, that is
anS′(Rd)-valued Wiener process satisfying the following conditions:

(A.1) For eachψ ∈ S(Rd), {〈W(t), ψ〉}t∈[0,∞) is a real-valued(Ft )-adapted
Wiener process.

(A.2) There exists a0 ∈ S′(Rd) such that for allψ, ϕ ∈ S(Rd) one has

Q(ψ, ϕ)
def= E 〈W(1), ψ〉〈W(1), ϕ〉 = 〈0,ψ ∗ ϕ(s)〉 .
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We recall, see [19], that a process satisfying (A.1) satisfies (A.2) iff the laws
L(W(t)), t ≥ 0 are invariant with respect to all translationsτ ′

h : S′(Rd) →
S′(Rd), h ∈ Rd , where τh : S(Rd) → S(Rd), τhψ(·) = ψ(· + h) for
ψ ∈ S(Rd). We callQ appearing in (A.2) thecovariance formof W. Since0 is
a positive-definite distribution there exists a positive symmetric tempered measure
µ on Rd such that0 = F(µ), see [9, Theorem 6, p. 169]. Recall, see Section 0,
that0 appearing in (A.2) is the space correlation andµ = F−10 is the spectral
measure ofW.

If the spectral measureµ is finite, then0 is a continuous positive-definite real-
valued function onRd , and for an arbitraryt ≥ 0,W(t, ·) is a stationary random
field such that for allx, y ∈ Rd ,

EW(t, x)W(t, y) = t 0(x − y) .

The crucial role for stochastic integration with respect toW is played by the Hilbert
spaceHW ⊂ S′(Rd) consisting of all distributionsξ for which there exists a
constantC such that

|(ξ, ψ)| ≤ C
√
(0,ψ ∗ ψ(s)), ψ ∈ S(Rd) .

The norm inHW is given by the formula

|ξ |HW = sup
ψ∈S(Rd )

|(ξ, ψ)|√
(0,ψ ∗ ψ(s))

.

The spaceHW is called thereproducing kernel Hilbert spaceof W, see e.g. [4],
[10], or [19].

LetH be a Hilbert space and letL(S′(Rd),H)be the space of linear continuous
operators fromS′(Rd) intoH . A mapping9 from [0,∞)×� intoL(S′(Rd),H)
is calledsimpleif it takes only a finite number of values and there exists a finite
sequencet0 = 0< t1 < · · · < tm < tm+1 = ∞ such that

9(t, ω) = 9(tk, ω), t ∈ [tk, tk+1), ω ∈ �, k = 0, . . . , m ,

with Ftk -measurable random variables9(tk). For simple processes the stochastic
integral ∫ t

0
9(s)dW(s), t ≥ 0

is defined in the usual way

∫ t

0
9(s)dW(s) =

m∑
k=0

9(tk)[W(t ∧ tk+1)− W(t ∧ tk)] .

It is anH -valued martingale for which

E

∫ t

0
9(s)dW(s) = 0, t ≥ 0 .
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Moreover, ifL(HS)(HW, H) denotes the space of Hilbert–Schmidt operators from
HW intoH then, see e.g. [4], [10], [19],

E

∣∣∣ ∫ t

0
9(s)dW(s)

∣∣∣2
H

= E

∫ t

0
||9(s)||2L(HS)(HW,H)ds for t ≥ 0 . (1.1)

The formula (1.1) is fundamental for stochastic integration. It underlines importance
of the kernel spaceHW. It allows to extend the definition of the stochastic integral,
by an approximation procedure, to all measurable(Ft )-adaptedL(HS)(HW, H)-
valued processes9 such that

E

∫ t

0
||9(s)||2L(HS)(HW,H)ds < ∞ for t ≥ 0 . (1.2)

In this more general case the identity (1.1) is still valid.
Finally the condition (1.2) can be relaxed to

P

(∫ t

0
||9(s)||2L(HS)(HW,H)ds < ∞

)
= 1, t ≥ 0 . (1.3)

If (1.3) holds the stochastic integral can be defined by the standard localization
procedure.

We will need a characterization of the spaceHW from [19, Proposition 1.2].
In the proposition belowL2

(s)(R
d , µ) denotes the subspace ofL2(Rd ,dµ; C) con-

sisting of all functionsu such thatu(s) = u.

Proposition 1.1. A distributionξ belongs toHW if and only ifξ = F(uµ) for a
certainu ∈ L2

(s)(R
d , µ). Moreover, ifξ = F(uµ) andη = F(vµ), then

〈ξ, η〉HW = 〈u, v〉L2
(s)(R

d ,µ) .

Recall thatG andP denote the fundamental solutions to the Cauchy problems for
∂2

∂t2
u−1u = 0 and ∂

∂t
u−1u = 0, respectively. Let us denote byH0

W the dense

subspace ofHW consisting of allη = F(ψµ), whereψ ∈ S(s)(R
d). Note that∫

Rd
|ψ(x)|µ(dx) < ∞ for ψ ∈ S(s)(R

d) .

ThusH0
W ⊂ Cb(R

d). Foru ∈ L2
ϑ , t > 0 andη ∈ H0

W we write

K(t, u)η = G(t) ∗ (uη) (1.4)

and
P(t, u)η = P(t) ∗ (uη) . (1.5)

We will show, see Lemmas 3.3 and 5.2, that if (G) holds then for allt > 0 andu,
K(t, u) andP(t, u) have (unique) extensions to Hilbert–Schmidt operators from
HW intoL2

ϑ . Moreover,

||K(t, u)||L(HS)(HW,L2
ϑ )

≤ C1(t)|u|L2
ϑ
,

||P(t, u)||L(HS)(HW,L2
ϑ )

≤ C2(t)|u|L2
ϑ
,
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whereC1(t) andC2(t) can be chosen such that∫ T

0
C2
i (t)dt < ∞ for T > 0 andi = 1,2 .

Thus,K(t, ·)andP(t, ·)can be uniquely extended to linear bounded operators from
L2
ϑ into L(HS)(HW, L

2
ϑ). Now, letu be anL2

ϑ -valued measurable(Ft )-adapted
process satisfying (0.3). Then for any fixedt > 0, the operator-valued processes
K(t − s, b(u(s))) andP(t − s, b(u(s))), s ∈ (0, t) are adapted and satisfy (1.2).
We define the stochastic integrals in (0.4) and (0.5) in the following way∫ t

0
G(t − s) ∗ (

b(u(s))dW(s)
) def=

∫ t

0
K(t − s, b(u(s)))dW(s) ,∫ t

0
P(t − s) ∗ (

b(u(s))dW(s)
) def=

∫ t

0
P(t − s, b(u(s)))dW(s) .

In the formulae aboveb(u(s)) denotes the random field

b(u(s))(ω, x) = b(u(s, x, ω)), x ∈ Rd , ω ∈ �.

2. Linear deterministic hyperbolic equation onRd

Consider the linear wave equation onRd ,

∂2

∂t2
u(t) = 1u(t), t > 0, u(0) = u0,

∂

∂t
u(0) = v0 , (2.1)

wereu0, v0 ∈ S′(Rd; C). Passing to Fourier transforms we arrive at the problem

d2

dt2
Fu(t)(x) = −4π2|x|2Fu(t)(x), t > 0, Fu(0) = Fu0,

d

dt
Fu(0) = Fv0 .

Hence, by direct computation we get

Fu(t)(x) = cos(2π |x|t)Fu0(x)+ sin(2π |x|t)
2π |x| Fv0(x) .

In the formula above, we multiply distributionsu0 andv0 by functions cos(2π |x|t)
and(2π |x|)−1 sin(2π |x|t) of x-variable. These products are well defined because
the functions are infinitely differentiable, with all derivatives of a polynomial
growth. Note that̂u(t), t ≥ 0 is anS′(Rd; C)-valued mapping infinitely differen-
tiable int .

Let G be the solution to (2.1) withG(0) ≡ 0 and ∂
∂t
G(0) being equal to the

Dirac δ0-distribution. Then

F
( ∂
∂t
G(t)

)
(x) = cos(2π |x|t) and FG(t)(x) = sin(2π |x|t)

2π |x| .
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Consequently, the unique solution to (2.1) is given by

u(t) = ∂

∂t
G(t) ∗ u0 +G(t) ∗ v0 .

where∗ denotes the convolution operator defined byξ ∗ η = F−1(FξFη) for
tempered distributionsξ andη such that their productFξFη is well defined.

We callG the fundamental solutionto the wave equation∂
2

∂t2
u − 1u = 0.

Explicit formulae forG(t), t ≥ 0 are well known, see e.g. [16, pp. 279–280].
Namely, ifd = 1, thenG(t), t > 0 are functions ofx-variable, and

G(t)(x) = 1

2
χ{|x|<t} .

If d = 2k + 1 for some integerk ≥ 1, then

G(t) = 1

2(2π)k

(1

t

∂

∂t

)k−1σdt

t
,

whereσdt is the surface measure on the sphere inRd with center at 0 and radiust .
If d = 2k, then

G(t)(x) = 1

(2π)k

(1

t

∂

∂t

)k−1 1

(t2 − |x|2)1/2+
χ{|x|<t} .

Recall that in any dimensionG(0) ≡ 0. Clearly, if d = 1,2,3, then eachG(t),
t ≥ 0 is a finite non-negative measure with the support contained in the closed ball
B(0, t) in Rd with center at 0 and radiust .

Recall that the weighted spacesL2
ϑ andH 1

ϑ were introduced in the first section.
Note that there is a constantCϑ such that

ϑ(x − z) ≤ Cϑetϑ(x) for t ≥ 0, x ∈ Rd , z ∈ B(0, t) . (2.2)

Lemma 2.1. Letd = 1,2,3, and letCϑ satisfy(2.2). Then:

G(t) ∗ ϑ(x) =
∫

Rd
ϑ(x − y)G(t)(dy) ≤ Cϑte

tϑ(x), t ≥ 0, x ∈ Rd . (2.3)

Moreover, for allt ≥ 0 andψ ∈ S(Rd), G(t) ∗ ψ ∈ L2
ϑ and ∂

∂t
G(t) ∗ ψ ∈ H 1

ϑ ,
and

|G(t) ∗ ψ |L2
ϑ

≤ C
1
2
ϑ te

t
2 |ψ |L2

ϑ
, (2.4)

| ∂
∂t
G(t) ∗ ψ |L2

ϑ
≤ C

1
2
ϑ e

t
2
(
1 + t

) |ψ |2
H1
ϑ

. (2.5)
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Proof. By direct calculation we obtain∫
Rd
G(t)(dz) = t for t ≥ 0 andd = 1,2,3 . (2.6)

Hence

G(t) ∗ ϑ(x) =
∫
B(0,t)

ϑ(x − z)G(t)(dz) ≤ Cϑte
tϑ(x) ,

which gives (2.3).
We now prove (2.4). SinceG(0) ∗ ψ ≡ 0 we can assume thatt > 0. By (2.6)

and the Schwartz inequality we get∫
Rd

|G(t) ∗ ψ(x)|2ϑ(x)dx =
∫

Rd

∣∣∣ ∫
Rd
ψ(x − z)G(t)(dz)

∣∣∣2ϑ(x)dx
≤ t

∫
Rd

∫
Rd

|ψ(x − z)|2G(t)(dz)ϑ(x)dx

≤ t

∫
Rd

∫
Rd

|ψ(y)|2ϑ(y + z)G(t)(dz)dy

sinceG(t)(dz) = G(t)(−dz) andϑ(y − z) = ϑ(z− y), this is

≤ t

∫
Rd

∫
Rd

|ψ(y)|2ϑ(y − z)G(t)(dz)dy

and from (2.3) we obtain

≤ Cϑt
2et

∫
Rd

|ψ(y)|2ϑ(y)dy = Cϑt
2et |ψ |2

L2
ϑ

,

which proves (2.4).
We now prove (2.5). To this end note that ifd = 1, then we have∣∣∣ ∂

∂t
G(t) ∗ ψ(x)

∣∣∣ = 1

2

∣∣∣ ∂
∂t

∫
{|y|<t}

ψ(x − y)dy
∣∣∣ = 1

2

∣∣∣ ∂
∂t
t

∫
{|z|<1}

ψ(x − tz)dz
∣∣∣

≤ 1

t
G(t) ∗ |ψ |(x)+G(t) ∗ |ψ ′|(x) .

Now, for d = 2 we have

∣∣∣ ∂
∂t
G(t) ∗ ψ(x)

∣∣∣ = 1

2π

∣∣∣ ∂
∂t

∫
{|y|<t}

ψ(x − y)

(t2 − |y|2)1/2 dy
∣∣∣

= 1

2π

∣∣∣ ∂
∂t
t

∫
{|z|<1}

ψ(x − tz)

(1 − |z|2)1/2 dz
∣∣∣

≤ 1

t
G(t) ∗ |ψ |(x)+G(t) ∗ |∇ψ |(x) .

Finally, for d = 3 we have
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∣∣∣ ∂
∂t
G(t) ∗ ψ(x)

∣∣∣ = 1

4π

∣∣∣ ∂
∂t
t

∫
{|z|=1}

ψ(x − tz)σ 3
1 (dz)

∣∣∣
≤ 1

t
G(t) ∗ |ψ |(x)+G(t) ∗ |∇ψ |(x) .

Summing up, ford = 1,2,3, t > 0,ψ ∈ S(Rd) andx ∈ Rd we have

| ∂
∂t
G(t) ∗ ψ(x)| ≤ 1

t
G(t) ∗ |ψ |(x)+G(t) ∗ |∇ψ |(x) .

Hence, by (2.4) we have

| ∂
∂t
G(t) ∗ ψ |L2

ϑ
≤ C

1
2
ϑ e

t
2 |ψ |L2

ϑ
+ C

1
2
ϑ te

t
2 |∇ψ |L2

ϑ
,

which is our claim. ut
As a direct consequence of the lemma we have the following corollary.

Corollary 2.1. For any t ≥ 0 there are unique operatorsG(t) ∈ L(L2
ϑ , L

2
ϑ) and

Ġ(t) ∈ L(H 1
ϑ , L

2
ϑ) such that for everyψ ∈ S(Rd), G(t)ψ = G(t) ∗ ψ and

Ġ(t) = ∂
∂t
G(t) ∗ ψ . Moreover, there is a constantC such that

||G(t)||L(L2
ϑ ,L

2
ϑ )

+ ||Ġ(t)||L(H1
ϑ ,L

2
ϑ )

≤ C(t + 1)et for everyt ≥ 0 .

3. Main estimates in the hyperbolic case

Recall thatK is given by (1.4). Note that by Corollary 2.1 we have

|K(t, u)η|L2
ϑ

≤ C(t + 1)et |uη|L2
ϑ

for all t ≥ 0, u ∈ L2
ϑ , η ∈ H0

W .

Clearly,

K(t, u)η(x) =
∫

Rd
u(x − y)η(x − y)G(t)(dy), u ∈ L2

ϑ , η ∈ H0
W, x ∈ Rd .

The aim of this section is to show that for anyt > 0, K(t, ·) has an extension
to a bounded linear operator fromL2

ϑ into the space of Hilbert–Schmidt operators
L(HS)(HW, L

2
ϑ), provided that the integrability condition (0.6) is fulfilled.

The following result has been proved, under slightly less general conditions, in
[12].

Proposition 3.1. If hypothesis(H) is satisfied, then conditions(G) and(0.6) are
equivalent.

Proof. Define0κ = F(µ+κδ0). By Theorem 2 of [12],0κ satisfies (G) if and only
if (0.6) holds withµ being replaced byµ + κδ0. Since the measureδ0 obviously
satisfies (0.6) and functions 1, log(| · |−1), and | · |−1 are locally integrable in
dimensions 1,2 and 3 respectively, the result follows. ut
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Lemma 3.1. Let d ≤ 3. Let u ∈ Cb(R
d), t > 0, and let {fk} ⊂ H0

W be an
orthonormal basis ofHW. Then

∑
k

|K(t, u)fk|2L2
ϑ

=
∫

Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2µ(dy)ϑ(x)dx . (3.1)

Proof. Let x ∈ Rd andt ≥ 0. Then asG(t)(x − ·)u is a finite measure, we have
F

(
G(t)(x − ·)u) ∈ Cb(R

d). Thus the right hand side of (3.1) is well defined. Let
{ek} ⊂ S(s)(R

d) be an orthonormal basis ofL2
(s)(µ) such thatfk = F(ekµ). Then

∑
k

|K(t, u)fk|2L2
ϑ

=
∑
k

|G(t) ∗ (
uF(ekµ)

)|2
L2
ϑ

=
∑
k

∫
Rd

|〈F(G(t)(x − ·)u), ekµ〉|2ϑ(x)dx

=
∫

Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2µ(dy)ϑ(x)dx ,

which is the desired conclusion. ut
The following lemma is essentially contained in [12].

Lemma 3.2. Letd = 1,2,3. The following conditions are equivalent:

(i) K(s,1), s ≥ 0 are Hilbert–Schmidt operators acting fromHW intoL2
ϑ , and

∫ t

0
||K(s,1)||2

L(HS)(HW,L2
ϑ )

ds < ∞

for every, or equivalently for a certaint > 0.
(ii) The spectral measureµ ofW satisfies the integral condition(0.6).

Proof. Let {fk} ⊂ H0
W be an orthonormal basis ofHW. Then, by Lemma 3.1,

we have

∑
k

|K(s,1)fk|2L2
ϑ

=
∫

Rd

∫
Rd

|F(
G(s)(x − ·))(y)|2µ(dy)ϑ(x)dx

=
∫

Rd

∫
Rd

sin2(2π |y|s)
4π2|y|2 µ(dy)ϑ(x)dx

=
(∫

Rd
ϑ(x)dx

) ∫
Rd

sin2(2π |y|s)
4π2|y|2 µ(dy) . (3.2)

Since
∫

Rd
ϑ(x)dx < ∞, the desired conclusion follows from the following ele-

mentary estimates

sin2(2π |y|s)
4π2|y|2 ≤ c(s)

1 + |y|2 , y ∈ Rd
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and

c1(t)

1 + |y|2 ≤
∫ t

0

sin2(2π |y|s)
4π2|y|2 ds

= t

8π2|y|2
{
1 − sin(4π |y|t)

4π |y|t
}

≤ c2(t)

1 + |y|2 , y ∈ Rd

with properly chosenc(s), c1(t), c2(t) ∈ (0,∞). ut
Since there is a constantC such that(sin2 r)/r2 ≤ C/(1+ r2) for everyr ∈ R,

we have the following direct consequence of (3.2).

Corollary 3.1. There is a constantC such that itµ satisfies(0.6), then

||K(t,1)||2
L(HS)(HW;L2

ϑ )
≤ Ct2

(∫
Rd
ϑ(x)dx

) ∫
Rd

µ(dy)

1 + |y|2 , t ≥ 0 .

To go further we need the following reformulation of the hypothesis (H).

Proposition 3.2. Let µ be the spectral measure ofW, and letδ0 be the Dirac
distribution. Condition(H) holds if and only if there existsκ ≥ 0 such that for
N ∈ N, the Fourier transforms of the measures

µN,κ(dy) = e− |y|2
N

(
µ(dy)+ κδ0(dy)

)
,

are non-negative functions.

Proof. Note that the sequence{µN,κ} converges inS′(Rd), asN → ∞, toµ+κδ0.
Therefore the sequence of non-negative measures0N,κ = F(µN,κ) converges to a
non-negative measure0κ = F(µ+κδ0). Consequently0 = 0κ −κλ, as required.
If 0 = 0κ − κλ for some tempered non-negative measure0κ andκ ≥ 0, then
0κ = 0 + κλ and0κ = F(µ+ κδ0). Moreover,

F(µN,κ) = (πN)d/2e−Nπ2|·|2 ∗ 0κ ,
and the distributionsF(µN,κ) are non-negative functions, as required. ut
Lemma 3.3. Let d ≤ 3. (i) If condition (G) is satisfied, then for allt > 0 and
u ∈ L2

ϑ , K(t, u) belongs toL(HS)(HW, L
2
ϑ). Moreover, there is a constantC

such that

||K(t, u)||2
L(HS)(HW,L2

ϑ )
≤ Ct2et |u|2

L2
ϑ

for all t ≥ 0 andu ∈ L2
ϑ .

(ii) Let (H) hold. There exists a constantC > 0 such that ifu ∈ L2
ϑ satisfies

u(x) ≥ 1 for almost allx ∈ Rd , then∑
k

|K(t,1)fk|2L2
ϑ

≤
∑
k

|K(t, u)fk|2L2
ϑ

+ Ct2et |u|2
L2
ϑ

, t ≥ 0 ,

for an arbitrary orthonormal basis{fk} ⊂ H0
W ofHW.
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Proof of (i). From (H) and Proposition 3.2, there is aκ ≥ 0 such that0N,κ(x) ≥ 0
for all N ∈ N andx ∈ Rd . First we prove the desired estimate under the additional
assumption thatκ = 0, that is

0N,0(x) = F(µN,0)(x) ≥ 0 for allN ∈ N andx ∈ Rd .

Let u ∈ Cb(R
d). We have

|F(
G(t)(x − ·)u)(y)|2

=
∫

Rd

∫
Rd

e−2πi〈z−z′,y〉u(z)u(z′)G(t)
(
d(x − z)

)
G(t)

(
d(x − z′)

)
=

∫
Rd

∫
Rd

e−2πi〈η−η′,y〉u(x − η)u(x − η′)G(t)(dη)G(t)(dη′) .

SinceµN,0, N ∈ N, andG(t)(x − ·), t ≥ 0, x ∈ Rd are finite positive measures,
andu is a bounded function we have∫

Rd

∫
Rd

∫
Rd

∣∣e−2πi〈η−η′,y〉u(x−η)u(x−η′)
∣∣G(t)(dη)G(t)(dη′)µN,0(dy) < ∞ .

Thus, by Fubini’s theorem, for anyN we have∫
Rd

|F(
G(t)(x − ·)u)(y)|2µN,0(dy)

=
∫

Rd

∫
Rd
0N,0(η − η′)u(x − η)u(x − η′)G(t)(dη)G(t)(dη′) . (3.3)

Let {fk} ⊂ K0
W be an orthonormal basis ofKW. Then, by Lemma 3.1 and (3.3)

we have∑
k

|K(t, u)fk|2L2
ϑ

=
∫

Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2µ(dy)

= lim
N→∞

∫
Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2e− |y|2

N µ(dy)

= lim
N→∞

∫
Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2µN,0(dy)

= lim
N→∞

∫
Rd

∫
Rd

∫
Rd
0N,0(η − η′)u(x − η)u(x − η′)

G(t)(dη)G(t)(dη′)ϑ(x)dx . (3.4)

Since for eacht > 0, suppG(t) ⊂ B(0, t), we have∫
Rd

∫
Rd

∫
Rd
0N,0(η − η′)u(x − η)u(x − η′)G(t)(dη)G(t)(dη′)ϑ(x)dx

=
∫

Rd

∫
B(0,t)

∫
B(0,t)

0N,0(η−η′)u(x−η)u(x−η′)G(t)(dη)G(t)(dη′)ϑ(x)dx .
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Using now (2.2) we get for allt ≥ 0 andη, η′ ∈ B(0, t) the following estimate

∣∣∣ ∫
Rd
u(x − η)u(x − η′)ϑ(x)dx

∣∣∣
≤

(∫
Rd

|u(x − η)|2ϑ(x)dx
)1/2(∫

Rd
|u(x − η′)|2ϑ(x)dx

)1/2 ≤ Cϑet |u|2
L2
ϑ

.

Hence, as0N,0 ≥ 0, we have∫
Rd

∫
Rd

∫
Rd
0N,0(η − η′)u(x − η)u(x − η′)G(t)(dη)G(t)(dη′)ϑ(x)dx

≤ Cϑet |u|2
L2
ϑ

∫
Rd

∫
Rd
0N,0(η − η′)G(t)(dη)G(t)(dη′).

Taking in (3.4),u = 1 we obtain∫
Rd

∫
Rd
0N,0(η − η′)G(t)(dη)G(t)(dη′)

=
(∫

Rd
ϑ(x)dx

)−1
∫

Rd

∫
Rd

∫
Rd
0N,0(η − η′)G(t)(dη)G(t)(dη′)ϑ(x)dx

−→
N→∞

(∫
Rd
ϑ(x)dx

)−1 ∑
k

|K(t,1)fk|2L2
ϑ

.

To summarize, for allu ∈ Cb(R
d) andt ≥ 0 we have the following estimate

∑
k

|K(t, u)fk|2L2
ϑ

≤ Cϑet |u|2
L2
ϑ

(∫
Rd
ϑ(x)dx

)−1 ∑
k

|K(t,1)fk|2L2
ϑ

.

Using now Corollary 3.1 we obtain the required estimate in (i). Let us assume now
that (H) is satisfied with a given fixedκ0 > 0. Thenν = µ + κ0δ0 satisfies (H)
with κ = 0. Let us denote byHV the kernel of the spatially homogeneous Wiener
processV with the spectral measureν. Then, sinceν satisfies (0.6), we can find a
constantC such that

||K(t, u)||2
L(HS)(HV,L

2
ϑ )

≤ Ct2et |u|2
L2
ϑ

for all t ≥ 0, u ∈ Cb(R
d) . (3.5)

Now, as∫
Rd

|F(
G(t)(x − ·))(y)|2µ(dy) ≤

∫
Rd

|F(
G(t)(x − ·))(y)|2ν(dy) , (3.6)

Lemma 3.1 yields that for arbitraryu ∈ Cb(R
d), t ≥ 0 and an orthonormal basis

{fk} ⊂ H0
W of HW one has

∑
k

|K(t, u)fk|2L2
ϑ

≤ ||K(t, u)||2
L(HS)(HV,L

2
ϑ )
.
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Thus, by (3.5),K(t, u) ∈ L(HS)(HW, L
2
ϑ) and

||K(t, u)||2
L(HS)(HW,L2

ϑ )
≤ Ct2et |u|2

L2
ϑ

(3.7)

for all t ≥ 0 andu ∈ Cb(R
d). SinceCb(R

d) is dense inL2
ϑ , andK(t, u) is linear

with respect tou, we have (3.7) for allt ≥ 0 andu ∈ L2
ϑ , which completes the

proof of (i). ut

Proof of (ii) . Let (H) be satisfied with a givenκ0 ≥ 0. Letν = µ+κ0δ0, and letV
be the homogeneous Wiener process with the spectral measureν. LetHV denote
the kernel ofV, and letH0

V be the subspace ofHV consisting of allF(ην),
whereη ∈ S(s)(R

d), and let{gk} ⊂ H0
V be an arbitrary orthonormal basis of

HV. Let u ∈ L2
ϑ , satisfiesu(x) ≥ 1 for x ∈ Rd . Then applying (3.4) forν and

{gk} we obtain

∑
k

|K(t,1)gk|2L2
ϑ

≤
∑
k

|K(t, u)gk|2L2
ϑ

for t ≥ 0 . (3.8)

By Lemma 3.1 and (3.6) we have

∑
k

|K(t,1)fk|2L2
ϑ

≤
∑
k

|K(t,1)gk|2L2
ϑ

for t ≥ 0 (3.9)

and

∑
k

|K(t, u)gk|2L2
ϑ

=
∑
k

|K(t, u)fk|2L2
ϑ

+ κ0I (t, u) for t ≥ 0 , (3.10)

where

I (t, u)
def=

∫
Rd

∫
Rd

|F(
G(t)(x − ·)u)(y)|2δ0(dy)ϑ(x)dx .

Let B be the Wiener process with the spectral measureδ0, and letHB be its
kernel. Obviously,δ0 satisfies (H) and (0.6). Thus, by Lemmas 3.1 and 3.3(i),
K(t, u) ∈ L(HS)(HB, L

2
ϑ) for t ≥ 0, and there is a constantC1 > 0 such that

I (t, u) = ||K(t, u)||2
L(HS)(HB,L

2
ϑ )

≤ C1t
2et |u|2

L2
ϑ

for t ≥ 0 . (3.11)

Combining (3.8) to (3.11) we obtain the estimate

∑
k

|K(t,1)fk|2L2
ϑ

≤
∑
k

|K(t, u)fk|2L2
ϑ

+ κ0C1t
2et |u|2

L2
ϑ

, t ≥ 0 ,

which gives the desired conclusion. ut
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4. Proof of Theorem 0.1

Proof of (i). Having shown the estimates from the previous section we are able to
prove the theorem in a rather short way. We use the Banach fixed point theorem in
the spaceXT of all L2

ϑ -valued(Ft )-adapted processesz such that

sup
t∈[0,T ]

E |z(t)|2
L2
ϑ

< ∞ .

Let T > 0 be an arbitrary but fixed. Forρ ≥ 0 we set

||z||ρdef= sup
t∈[0,T ]

e−ρt(E |z(t)|2
L2
ϑ

)1/2
, z ∈ XT .

Note that the norms|| · ||ρ , ρ ≥ 0 are equivalent, and(XT , || · ||ρ) is a Banach
space for an arbitraryρ.

Let u0 ∈ H 1
ϑ andv0 ∈ L2

ϑ . Note that by Corollary 2.1,

∂

∂t
G(t) ∗ u0

def= Ġ(t)u0 and G(t) ∗ v0
def= G(t)v0, t ≥ 0 ,

satisfy

sup
0≤t≤T

{|Ġ(t)u0|L2
ϑ

+ |G(t)v0|L2
ϑ

}
< ∞ for anyT ∈ (0,∞) .

Let

y(t) = Ġ(t)u0 + G(t)v0 for t ≥ 0 .

Let z ∈ XT . Then byf (z) andb(z) we denote the random fieldsf (z)(t, x) =
f (z(t, x)) andb(z)(t, x) = b(z(t, x)), x ∈ Rd , t ∈ [0, T ]. For t ∈ [0, T ] we set
f (z(t))(x) = f (z(t, x)) andb(z(t))(x) = b(z(t, x)). Note thatf (z), b(z) ∈ XT

for anyz ∈ XT . Forz ∈ XT we set

I1(z)(t) = y(t)+
∫ t

0
G(t − s) ∗ f (z(s))ds

def= y(t)+
∫ t

0
G(t − s)f (z(s))ds ,

I2(z)(t) =
∫ t

0
G(t − s) ∗ (

b(z(s))dW(s)
)

def=
∫ t

0
K(t − s, b(z(s)))dW(s) .

Then it is easy to show thatI1 mapsXT into XT , and that there is aρ1 ≥ 0 such
that

||I1(z)− I1(z̃)||ρ ≤ 1

4
||z− z̃||ρ for all z, z̃ ∈ XT , ρ ≥ ρ1 .
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The same holds true for the stochastic integral mappingI2. For, note that by (1.1)
and Lemma 3.3(i) we have

E |I2(z)(t)|2L2
ϑ

= E

∫ t

0
||K(t − s, b(z(s)))||2

L(HS)(HW,L2
ϑ )

ds

≤ Ct3et sup
s∈[0,t ]

E |b(z(s))|2
L2
ϑ

,

whereC is independent ofz andt . Sinceb(z) ∈ XT , we haveI2(z) ∈ XT . Now,
letL be the Lipschitz constant forb. Then for arbitraryψ, ψ̃ ∈ L2

ϑ we have

|b(ψ)− b(ψ̃)|L2
ϑ

≤ L|ψ − ψ̃ |L2
ϑ
,

and consequently, by Lemma 3.3(i), for allρ ≥ 0 andz, z̃ ∈ XT , we have

||I2(z)− I2(z̃)||2ρ = sup
t∈[0,T ]

e−2ρt E |I2(z)(t)− I2(z̃)(t)|2L2
ϑ

= sup
t∈[0,T ]

e−2ρt E

∫ t

0
||K(

t−s, b(z(s))−b(z̃(s)))||2
L(HS)(HW,L2

ϑ )
ds

≤ sup
t∈[0,T ]

e−2ρt C

∫ t

0
(t − s)2et−sE |b(z(s))− b(z̃(s))|2

L2
ϑ

ds

≤ CT 2eT L2 sup
t∈[0,T ]

e−2ρt
∫ t

0
E |z(s)− z̃(s)|2

L2
ϑ

ds

≤ CT 2eT L2 sup
t∈[0,T ]

∫ t

0
e−2ρ(t−s)e−2ρs E |z(s)− z̃(s)|2

L2
ϑ

ds

≤ CT 2eT L2||z− z̃||2ρ sup
0≤t≤T

∫ t

0
e−2ρ(t−s)ds

≤ CT 2eT L2(2ρ)−1||z− z̃||2ρ ,
which gives the desired conclusion. Thus we can findρ ≥ 0 such thatI = I1 + I2
is a contraction fromXT intoXT . The Banach fixed point theorem yields that there
is a unique solutionu ∈ XT to the equation

u = y + I1(u)+ I2(u),

which completes the proof of the existence of a solution to (0.1). ut
Proof of (ii) . Let u be a solution to (0.1) on a time interval [0, T ], whereT > 0.
Then processes

Ġ(t)u0, G(t)v0,

∫ t

0
G(t − s)f (u(s))ds, t ∈ [0, T ] ,

belong toXT . Thus the process
∫ t

0 K(t − s, b(u(s)))dW(s), t ∈ [0, T ], also
belongs toXT . Thus∫ t

0
E ||K(t − s, b(u(s)))||2

L(HS)(HW,L2
ϑ )

ds < ∞ for everyt ∈ [0, T ] .
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Note that asb is continuous, eitherb(x) ≥ c > 0 for everyx or b(x) ≤ −c < 0
for all x. Thus, by Lemma 3.3(ii),∫ t

0
E ||K(t − s,1)||2

L(HS)(HW,L2
ϑ )

ds < ∞ for t ∈ [0, T ] ,

and we conclude by Lemma 3.2 and Proposition 3.1. ut

5. The case of the stochastic heat equation

We pass now to the nonlinear stochastic heat equation (0.2). The proof of Theorem
0.2 follows the same pattern as that of Theorem 0.1, given in the previous sections.
We therefore restrict our attention to three basic technical results formulated as
Lemmas 5.1 to 5.3 below. Recall that

P(t)(x) = (4πt)−
d
2 e− |x|2

4t for t > 0 andx ∈ Rd ,

andP(0) = δ0 is the fundamental solution to the Cauchy problem for the parabolic
equation ∂

∂t
u−1u = 0. Let

S(t)u(x) =
∫

Rd
P (t)(x − y)u(y)dy, u ∈ S(Rd), t ≥ 0 ,

be the heat semigroup. Then, see [19, Lemma 3.1], or [7], we have the following
fact.

Lemma 5.1. The semigroupS has a unique extension to a holomorphic semigroup
onL2

ϑ . In particular, denoting this extension also byS, we have the estimate

∀ T > 0 ∃CT : |S(t)u|L2
ϑ

≤ CT |u|L2
ϑ

for all t ∈ [0, T ], u ∈ L2
ϑ .

Recall thatP is given by (1.5). Clearly,

P(t, u)η = S(t)(uη) = P(t) ∗ (uη) for u ∈ L2
ϑ , η ∈ H0

W .

We have the following version of Lemma 3.3.

Lemma 5.2. Let condition(H) formulated in Section0 be satisfied. Then for all
t > 0 and u ∈ Cb(R

d), P(t, u) ∈ L(HS)(HW, L
2
ϑ). Moreover, there exists a

constantC such that

||P(t, u)||2
L(HS)(HW,L2

ϑ )
≤ Cet |u|2

L2
ϑ

∫
Rd

e−8π2t |y|2µ(dy) (5.1)

for all t > 0 andu ∈ L2
ϑ , and

||P(t, u)||2
L(HS)(HW,L2

ϑ )
+ Cet |u|2

L2
ϑ

≥
(∫

Rd
ϑ(x)dx

) ∫
Rd

e−4π2t |y|2µ(dy) (5.2)

for all t > 0 andu ∈ L2
ϑ satisfyingu(x) ≥ 1, x ∈ Rd .
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Proof. Letκ0 be such thatµN,κ(x) ≥ 0 for allN ∈ N andx ∈ Rd . Letν = µ+κ0δ0,
and letV andB be homogeneous Wiener processes with the spectral measuresν

andκ0δ0, respectively. Let{fk} ⊂ K0
W, and{gk} be orthonormal bases ofHW

andHV.
Note first that in the proofs of (3.1), (3.3) and (3.4) we did not use the form of

the fundamental solution. Thus we have

∑
k

|P(t, u)gk|2L2
ϑ

= lim
N→∞

∫
Rd

∫
Rd

∫
Rd
0N,κ0(η − η′)u(x − η)u(x − η′)

×P(t)(η)P (t)(η′)ϑ(x)dx dη dη′ . (5.3)

Now for all η, η′ ∈ Rd we have the following estimate

∣∣∣ ∫
Rd
u(x − η)u(x − η′)ϑ(x)dx

∣∣∣
≤

(∫
Rd

|u(x − η)|2ϑ(x)dx
)1/2(∫

Rd
|u(x − η′)|2ϑ(x)dx

)1/2≤C1 e
|η|+|η′|

2 |u|2
L2
ϑ

.

Hence, as0N,κ0 ≥ 0, we have

∫
Rd

∫
Rd

∫
Rd
0N,κ0(η − η′)u(x − η)u(x − η′)P (t)(η)P (t)(η′)ϑ(x) dx dη dη′

≤ C1|u|2L2
ϑ

∫
Rd

∫
Rd
0N,κ0(η − η′)e

|η|+|η′|
2 P(t)(η)P (t)(η′)dη dη′ .

Now note that

e
|η|+|η′|

2 P(t)(η)P (t)(η′) = (4πt)−de
|η|+|η′|

2 − |η|2+|η′|2
4t

= (4πt)−de
4t |η|−|η|2+4t |η′|−|η′|2

8t e− |η|2
8t − |η′|2

8t

≤ 2det (8πt)−de− |η|2
8t − |η′|2

8t ≤ 2det P (2t)(η)P (2t)(η′) .

Thus we have

∫
Rd

∫
Rd

∫
Rd
0N,κ0(η − η′)u(x − η)u(x − η′)P (t)(η)P (t)(η′)ϑ(x)dx dη dη′

≤ C2et |u|2
L2
ϑ

∫
Rd

∫
Rd

∫
Rd
0N,κ0(η − η′)P (2t)(η)P (2t)(η′)ϑ(x)dx dη dη′ ,

whereC2 = 2dC1
(∫

Rd
ϑ(x)dx

)−1. LettingN → ∞ we obtain

∑
k

|P(t, u)gk|2L2
ϑ

≤ C2et |u|2
L2
ϑ

∑
k

|P(2t,1)gk|2L2
ϑ

for u ∈ Cb(R
d), t ≥ 0 .

(5.4)
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Now ∑
k

|P(t,1)gk|2L2
ϑ

=
∫

Rd

∫
Rd

|F(
P(t)(x − ·))(y)|2ν(dy)ϑ(x)dx

=
(∫

Rd
ϑ(x)dx

) ∫
Rd

e−4π2t |y|2ν(dy) . (5.5)

Note that from (5.4) and (5.5) we haveP(t, u) ∈ L(HS)(HV, L
2
ϑ). Since, by

Lemma 3.1,∑
k

|P(t, u)fk|2L2
ϑ

=
∫

Rd

∫
Rd

|F(
P(t)(x − ·))(y)|2µ(dy)ϑ(x)dx

≤
∫

Rd

∫
Rd

|F(
P(t)(x − ·))(y)|2(µ(dy)+ κ0δ0(dy)

)
ϑ(x)dx

≤ ||P(t, u)||2
L(HS)(HV,L

2
ϑ )
,

we haveP(t, u) ∈ L(HS)(HW, L
2
ϑ) and (5.1) holds true for allt > 0 andu ∈ L2

ϑ .
We now show (5.2). Clearly, it is enough to show this foru ∈ Cb(R

d). Let u ∈
Cb(R

d) satisfyu(x) ≥ 1 for everyx ∈ Rd . Then by Lemma 3.1 and (5.3) we have

||P(t, u)||2
L(HS)(HW,L2

ϑ )
= ||P(t, u)||2

L(HS)(HV,L
2
ϑ )

− κ0I (t)

≥ ||P(t,1)||2
L(HS)(HV,L

2
ϑ )

− κ0I (t) , (5.6)

where

I (t) =
∫

Rd

∫
Rd

|F(
P(t)(x − ·)u)(y)|2δ0(dy)ϑ(x)dx

≤
∫

Rd

∫
Rd
P (t)(x − z)|u(z)|2ϑ(x)dz dx

≤ C3

(∫
Rd
(4πt)−

d
2 e− |r|2

4t +|r|dr
)
|u|2

L2
ϑ

≤ C4et |u|2
L2
ϑ

.

Combining this with (5.5) and (5.6) we obtain (5.2), which completes the proof.ut
Note that∫ t

0

∫
Rd

e−4π2s|y|2µ(dy)ds =
∫

Rd

1 − e−4π2t |y|2

4π2|y|2 µ(dy) .

Thus there are continuous functionsc, c̃ : (0,∞) → (0,∞) such that

c(t)

∫
Rd

µ(dy)

1 + |y|2 ≤
∫ t

0

∫
Rd

e−4π2s|y|2µ(dy)ds

≤ c̃(t)

∫
Rd

µ(dy)

1 + |y|2 for all t > 0 . (5.7)

Combining (5.7) with Lemma 5.2 we get the following result.
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Lemma 5.3. Let condition(H) be satisfied. Then there are continuous function
C1, C2, C3 : (0,∞) → (0,∞) such that∫ t

0
||P(s, u)||2

L(HS)(HW,L2
ϑ )

ds ≤ C1(t)|u|2L2
ϑ

∫
Rd

µ(dy)

1 + |y|2

for all t > 0 andu ∈ L2
ϑ , and∫ t

0
||P(s, u)||2

L(HS)(HW,L2
ϑ )

ds + C2(t)|u|2L2
ϑ

≥ C3(t)

∫
Rd

µ(dy)

1 + |y|2

for all t > 0 andu ∈ L2
ϑ satisfyingu(x) ≥ 1, x ∈ Rd .
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