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Abstract. We obtain the Lifschitz tail, i.e. the exact low energy
asymptotics of the integrated density of states (IDS) of the two-
dimensional magnetic SchroÈ dinger operator with a uniform magnetic
®eld and random Poissonian impurities. The single site potential is
repulsive and it has a ®nite but nonzero range. We show that the IDS is
a continuous function of the energy at the bottom of the spectrum.
This result complements the earlier (nonrigorous) calculations by
BreÂ zin, Gross and Itzykson which predict that the IDS is discontinuous
at the bottom of the spectrum for zero range (Dirac delta) impurities at
low density. We also elucidate the reason behind this apparent con-
troversy. Our methods involve magnetic localization techniques (both
in space and energy) in addition to a modi®ed version of the ``en-
largement of obstacles'' method developed by A.-S. Sznitman.

Mathematics Subject Classi®cation (1991): 60K40, 82B44, 82D30

1 Introduction

Magnetic SchroÈ dinger operators with random potentials have been
intensively studied by physicists, in particular because of their rele-
vance to the quantum Hall e�ect. Rigorous mathematical studies of
these operators have appeared only recently (e.g. [5], [6], [18], [19]).
For a wider background and many references (including physical
ones) we refer to [5]. In this paper we focus on the integrated density
of the states (IDS) in the low energy limit, i.e. on the so-called
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Lifschitz tail. We restrict ourselves to the two-dimensional situation
which is the most relevant case for magnetic problems.

The Lifschitz tail is not supposed to depend on the actual shape of
the single site obstacle potential if it has short range, and our results are
consistent with this expectation. We can treat both soft and hard-core
obstacles as well. Our result shows, in particular, that the IDS is
continuous at the bottom of the spectrum if the density of the obstacles
is positive and if the support of the potential has nonempty interior.

However, the case of zero range (Dirac delta) impurities yields a
characteristically di�erent behavior due to a purely magnetic e�ect.
We rigorously justify the prediction of BreÂ zin, Gross and Itzykson [4]
that the IDS is discontinuous at the bottom of the spectrum if the
impurity density is smaller than the density of states in the unper-
turbed lowest Landau level.

The conclusion is that while the ®ndings of [4] are correct, it is
wrong to extend them to more realistic, nonzero range potentials. The
IDS is continuous for typical potentials and the discontinuity in the
case of Dirac delta impurities is an exceptional phenomenon.

For most of our work we shall assume that the potential has
nonzero range and in Section 9 we investigate the zero range case.

1.1 De®nitions

1.1.1 Soft potential

Consider a nonnegative, measurable function V �0� on R2, which is
positive on an open set of positive measure, i.e. V �0��x� � v for jxj � a
for some a; v > 0. For technical simplicity, we assume that V �0� is
continuous. Let

V �x� � Vx�x� �
X

i

V �0��xÿ xi�x�� �1:1�

be a random potential, where xi�x� is the realization of the Poisson
point process P � Pm on R2 with density m (here x denotes the ran-
domness, but we shall usually omit it from the notations). The ex-
pectation with respect toP is denoted by E. We consider the following
magnetic SchroÈ dinger operator with random potential Vx

H�V � � H�Vx� � Hx � 1
2��ÿirÿ A�2 ÿ B� � Vx ; �1:2�

where A : R2 ! R2 is a deterministic vector potential (gauge) gener-
ating the constant B > 0 magnetic ®eld, i.e. curl A � B. The properties
we are interested in are independent of the actual gauge choice, so,
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conveniently, we choose the standard gauge A�x� :� B
2
ÿx2
x1

� �
. Here

x � �x1; x2� 2 R2, i.e.

H�Vx� � ÿ 1
2

Dx � iB
2

ÿ
x1@x2 ÿ x2@x1

�� B2jxj2
8
ÿ B
2
� Vx�x� :

We subtracted the constant B=2 term in the kinetic energy both for
physical reasons (spin coupling) and for mathematical convenience. In
this way the spectrum of the free operator H�V � 0� is
fnB : n � 0; 1; 2; . . .g, i.e. it starts at zero. It is well known that each
level (Landau band) is in®nitely degenerate, and the spectral projec-
tion Pn onto the nth level is an explicit integral operator (see (2.14) in
[5]).

We also de®ne HQ � HQ�V � as the restriction of H onto a domain
Q � R2 (with Dirichlet boundary conditions). In this paper by domain
we mean an open, bounded subset of R2 with regular (C1) boundary,
which is not necessarily connected.

Integration by parts shows that HQ corresponds to the quadratic
form hf ;HQf i � 1

2

R
Q jTf j2 � RQ V jf j2 de®ned on the core C10 �Q� with

T :� ÿi@1 � @2 ÿ A1 ÿ iA2.
We shall always assume that V �0� has su�cient decay so that

Vx 2 L2loc with probability one, i.e. these operators are almost surely
selfadjoint. We always consider x from this set of full measure. We
de®ne the integrated density of states (IDS) as

N�E� � lim
Q%R2

1

jQjETrPE�HQ� ; �1:3�

where PE is the spectral projection onto the half line �ÿ1;E�, and
Q% R2 denotes an increasing sequence of nested regular domains, say
squares or disks. The trace is over L2�Q�. In fact, the above limit
equals to E�PE�H��x; x��; moreover it has the so called self-averaging
property, i.e. the random quantity jQjÿ1TrPE�HQ� becomes deter-
ministic in the thermodynamic limit. For details, we refer to [7] and
references therein.

The existence of the limit (1.3) is standard by the ergodic technique
of superadditive processes. We refer to [15] for the general technique
and to [19] for the magnetic case, here we just recall the basic idea for
the soft potential case, the same argument applies to the other two
cases.

N�E� can be de®ned via quadratic form as well, using that
TrPE�HQ� � NQ;Vx�E� by variational principle, where
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NQ;Vx�E� :� max
K�C1

0
�Q�

(
dim K :

1

2

Z
Q
jTf j2

�
Z

Q
Vxjf j2 � Ejf j2; 8f 2K

)
: �1:4�

Here Q! NQ;Vx�E� is superadditive, stationary and for E < B it is
bounded from above by B

2p � jQj, since NQ;Vx�E� � TrL2�Q�PE�HQ�0�� �R
Q PE�H�0���x; x� dx � RQ P0�x; x� dx � B

2p � jQj. Hence 1
jQnjE NQn;Vx�E� is

a bounded, increasing sequence for, say, Qn :� �ÿ2n; 2n�2, hence its
limit exists. By standard thermodynamic argument one can show that
the same limit is obtained for other sequence of regular domains.

1.1.2 Hard-core potential

Let K be a compact set with a non-empty interior and regular
boundary, say B�0; a� � K � B�0; a� for some 0 < a < a and @K 2 C1.
B�x; r� denotes the ball of radius r centered at x. Consider the random
set

Tx �T � R2

�[
i

�K � xi�x�� �1:5�

and let HT be the operator 1
2 ��ÿirÿ A�2 ÿ B� with Dirichlet boun-

dary conditions on T. Since fxi�x�gi is a.s. locally ®nite, T is open
almost surely. Hence HT and HT\Q are well de®ned as a selfadjoint
operators. As before, let

N�E� :� lim
Q%R2

1

jQjETrPE�HT\Q� : �1:6�

1.1.3 Dirac delta potential

We consider the model introduced by BreÂ zin, Gross and Itzykson [4],
where the single site potential is V �0��x� � gd0�x�, g > 0, i.e.

Hx'' � '' 12��ÿirÿ A�2 ÿ B� � g
X

i

d�xÿ xi�x�� : �1:7�

Unfortunately, the mathematically rigorous de®nition of this operator
is problematic even for ®nite volume. The corresponding quadratic
form
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qQ;x�f ; f � :� 1

2

Z
Q
jTf j2 � g

X
i

jf �xi�x��j2 ; �1:8�

de®ned on smooth functions vanishing outside of Q, is symmetric but
not closable, hence there is no selfadjoint operator associated with it.
The reason is that for any f 2 C10 �Q� and for any ®nite point con-
®guration fxig in Q, there exists a sequence of cuto� functions #� such
that #��x� ! 1 for x 6� xi, #��xi� � 0 and kT �#�f �k2 ! kTf k2 as �! 0.
Hence kf� ÿ f�0k2 � kT �f� ÿ f�0 �k2 ! 0 with f� :� #�f ! f , but
qQ;x�f�; f�� does not converge to qQ;x�f ; f � if f �xi� 6� 0. [For example
the following function #� has this property if there is only a single
point at the origin, x1 � 0; let #��x� � 0 for jxj � �, #��x� :�
log�a� b log jxj� for � � jxj � ��

�
p

and #��x� � 1 for jxj � ��
�
p

, where a
and b are such that #� be continuous. The generalization for many
centers is straightforward.]

This problem has been widely studied for the nonmagnetic case, for
the most comprehensive reference see [3]. In nutshell, the result is that
it is possible to identify certain selfadjoint extensions of ÿD de®ned on
C10 �R2n[ifxig� as a norm resolvent limit of approximating operators
with regularized deltafunctions, but the strength of the coupling g has
to be weakened as the regularization goes to zero. However, if the
approximating potential is nonnegative, then the limit is always the
usual ÿD on R2, i.e. the repulsive point centers remain unnoticed. [See
Section I.5 in [3] for the one center case in d � 2, and the analogous
but more elaborated d � 3 case for many centers in Section II.1.2.]

To our best knowledge, the magnetic case has not been fully
worked out (for partial results see [21]). It is easy to see, however, that
if one de®nes the IDS analogously to (1.4) using the Dirac delta
quadratic form (1.8), then the result is trivial, i.e. N�E� is exactly the
same as for the free magnetic operator (step function). One could
simply use the same orthonormal set of trial functions as for the free
case, just one has to in®nitesimally cut out the e�ect of the impurities
using the #� multipliers. As �! 0, this cuto� does not in¯uence the
kinetic energy and the orthogonality. The details are left to the reader.

Despite this triviality, several physical works considered the IDS of
the Dirac delta case and obtained a nontrivial result (see [4], [16] and
Remark 2.4. (ii) in [5] for a summary). The reason is that these works
actually considered P0VxP0, the so called lowest Landau band
approximation of (1.7) which has also been used in the context of
Anderson localization (see [10] and references therein).

The corresponding quadratic form, q�0�g;x�f ; f � :� g
P

i �P0f ��xi�j j2�
g
P

ihf ;Pxif i; is de®ned for all f 2 L2�R2� such that q�0�g;x�f ; f � <1,
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where Pxi :� jPxiihPxi j is the one dimensional projection onto the
subspace spanned by Pxi�x� :� P0�xi; x�. This form is closed in contrast
to (1.8), although it is not bounded due to a possible large concen-
tration of points (unlike the analogous operator treated in [10] with
impurities on a lattice).

There are several ways to de®ne the corresponding ®nite volume
operator on Q � R2, where Q is a ``nice'' domain (say disk or square).
Dirichlet boundary conditions cannot be imposed as P0 is not a local
operator, but one can consider vQP0VxP0vQ, i.e. the almost surely
bounded, self-adjoint operator on L2�Q� corresponding to

q�0�Q;g;x�f ; f � :� g
X

i

P0vQf
ÿ ��xi�
�� ��2 ; �1:9�

where vQ is the characteristic function of Q. The IDS is de®ned as

Ng�E� :� lim
Q%R2

1

jQjETrPE�vQP0VxP0vQ� : �1:10�

From physical point of view it seems reasonable to focus only on the
lowest Landau band for the low energy (E� B) behavior of the
operator. However, the discussion above shows that this (or similar)
approximation is not just convenient but also necessary from the
mathematical point of view in order to de®ne a nontrivial operator
describing Dirac delta interactions in a magnetic ®eld. Our result re-
mains valid for the ®nitely many Landau band approximationÿPk

i�0 Pi
�
Vx
ÿPk

i�0 Pi
�
as well.

Remark. The spectral properties (e.g. IDS) of the magnetic operator
are invariant under a global gauge transformation on R2,
A! A�rn, with n 2 C1�R2; S1�, hence we can just use the standard
gauge (see e.g. [17]). However, for multiply connected domains X, that
appear in the hard-core and Dirac delta cases, it is also possible to
consider local gauges, A 2 C1�X;R2�, curl A � B on X, which cannot
be extended to a global gauge on R2 that would generate the constant
®eld everywhere (the holes in the domain may have to carry extra
¯uxes). If such gauges were allowed, PE�H��x; x� or the lowest eigen-
value, for example, would not be gauge invariant, as they would de-
pend on the integer parts modulo 2p of the hole ¯uxes (this is
essentially the Aharonov-BoÈ hm e�ect [1]). Although we believe that
our result on the asymptotic behaviour of N�E� remains valid for any
local gauge choice, the current proof does not cover this general case
(only the argument in Section 6 uses the speci®c global gauge).
However, in Section 7 we need to introduce local gauges for certain
auxiliary operators.
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1.2 Results

All our results are equally valid for the soft and hard-core cases, and
the proofs are almost identical. We shall focus on the soft potential
case, the hard-core case follows with minor formal modi®cations.
However the Dirac delta potential requires a separate treatment.

1.2.1 Soft or hard-core obstacles

First, we recall the relevant results for the nonmagnetic (B � 0) case in
any dimension d (see [20]). Assume that the single site potential, V �0�,
is in L2loc and it has a de®nite tail behaviour with exponent a > d, i.e.

lim
jxj!1

jxjaV �0��x� � l; 0 < l <1 : �1:11�

For slowly decaying potentials, i.e. for d < a < d � 2, the asymptotics
of N�E� is given by

lim
E!0�0

Ed=�aÿd� log N�E� � ÿC�d; a;l; m� ; �1:12�

where the constant is explicit. This behaviour is completely governed
by the potential energy, i.e. by classical e�ects. For a > d � 2 (more
precisely, if V �0��x� � o�jxjÿdÿ2� at in®nity), one has (see [9] and [24])

lim
E!0�0

Ed=2 log N�E� � ÿC�d; m� ; �1:13�

i.e. the tail is independent of the parameters of the single site potential.
In fact, we obtain the same behaviour for hard obstacles (formally, it
corresponds to a � 1), indicating that the localization properties of
the kinetic energy plays the major role in contrast to the previous case
of slowly decaying potential. We call this regime nonclassical. Note
that the threshold for this transition is at the decay exponent
a � d � 2. Heuristically, it is obtained from the competition between
the kinetic energy within the ball of radius R (�Rÿ2) and the potential
energy within this ball originated from obstacles outside the ball
(� Rjxj�R

l
jxja m dx � Rdÿa).

In the magnetic case, the situation is di�erent. The magnetic ®eld
itself has a strong localization e�ect, i.e. the kinetic energy is expected
to play less role. In fact, it has been proven in [5] that the classical
e�ects dominate for any d � 2 < a <1, and any B > 0, i.e. (compare
with (1.12); even the constant is the same)

lim
E!0�0

E2=�aÿ2� log N�E� � ÿC�d � 2; a;l; m� �1:14�
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under the condition (1.11). Note that the strength of the magnetic ®eld
does not appear in the asymptotic behaviour of N�E�, only the fact
that B > 0 is used. Analogous result is valid in higher even dimensions
as well.

One of the conclusion of [5] is that the low energy tail is always
determined by the classical e�ect. In the present paper, we show that
with a more careful analysis one can detect the nonclassical behaviour,
but the threshold decay of the potential, where the transition occurs,
has to be faster than polynomial. Therefore it is invisible in the regime
investigated in [5]. Moreover, we show that the asymptotic behaviour
of N�E� does depend on the strength of B in the nonclassical regime.
Our theorem is the following [1��� or 1��� denote the characteristic
function]:

Theorem 1.1. In two dimensions let m be the intensity of the Poisson
point process and let B > 0 be a constant magnetic ®eld. Let V �0� be
continuous, compactly supported and V �0� � v1B�0;a� for some a; v > 0 in
the soft obstacle case; and assume that the compact set K contains a ball
B�0; a� and has a regular boundary in the hard-core case. Then the
integrated density of states of H�V � or HT, de®ned in (1.3) and (1.6),
respectively, satis®es

lim
E!0�0

log N�E�
jlog Ej � ÿ

2pm
B

: �1:15�

In particular

lim
E!0�0

N�E� � 0

for any m > 0, i.e. the integrated density of states is continuous at the
bottom of the spectrum.

Remark 1. This theorem does not establish the optimal condition on
the decay of V �0�. In particular, we do not address the question how to
improve our result to include potentials with unbounded support (the
results of [5] show that the decay of the potential has to be faster than
any polynomial). Similarly to the nonmagnetic case, a competition
between the kinetic energy and the potential energy suggests that the
threshold decay is probably Gaussian.

Remark 2. Our method does not work to investigate Lifschitz tails
above higher Landau levels. Note that statements analogous to (1.14)
were proven in [5] for the restriction of H onto any ®xed Landau band.

328 L. Erd}os



1.2.2 Dirac delta potential in the lowest
Landau band approximation

The results by BreÂ zin, Gross and Itzykson [4], which are based upon
nonrigorous supersymmetric functional integrations, show with our
notations that for any g > 0

lim
E!0�0

Ng�E�
j log Ej � ÿ

2pm
B
� 1 if

2pm
B
� 1 �1:16�

and

lim
E!0�0

Ng�E� � B
2p

�
1ÿ 2pm

B

�
if

2pm
B

< 1 : �1:17�

In fact the calculations in [4] give more detailed information, as they
yield the density of states as well.

The heuristic explanation for these results is that a fraction of the
total number of states in the lowest Landau level of the free operator
remains una�ected by the Dirac delta potential. This is possible be-
cause the ground state magnetic eigenfunctions have many zeros
which can neutralize the Dirac delta impurities at low density m < B

2p
(roughly saying the density of zeros of a typical ground state is B

2p). If
the impurity density is high, then there are not enough zeros to ac-
commodate all the obstacles, but the zeros can match B

2p obstacles per
unit area. Hence the e�ective density of the obstacles is
meff :� mÿ B

2p � B
2p

2pm
B ÿ 1
ÿ �

which accounts for the discrepancy be-
tween Theorem 1.1 and (1.16)±(1.17).

Here we rigorously justify the most interesting part of this heuristic
explanation by proving the following theorem.

Theorem 1.2. Let 2pm
B < 1 and g > 0, then

lim inf
E!0�0

Ng�E� � B
2p

�
1ÿ 2pm

B

�
� B
2p
ÿ m : �1:18�

In particular, the IDS is discontinuous at the bottom of the spectrum.

Remark. This theorem gives the easier direction of (1.17) and is es-
sentially a trial function calculation. The upper bound would require
extending the method of Section 7 to point interactions, but unfor-
tunately the fatness of the obstacle support is heavily used in our
technique.
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1.3 Idea of the proofs

First we discuss the proof of Theorem 1.1. Similarly to the di�erence
in complexity between the proofs of (1.12) and (1.13), one can expect
that the proof of (1.15) requires more detailed analysis than that of
(1.14). In particular, the lower bound on the Hamiltonian (upper
bound on the IDS) is more complicated; Golden-Thompson and
related inequalities used in [5] are insu�cient.

First, we translate the problem into a heat kernel estimate. Then,
there are three main ingredients in our work. Not unexpectedly, the
proof of (1.15) must contain an argument similar to the proof of
(1.13), i.e. a Donsker-Varadhan type upper bound on the heat kernel
(see [9]). A.-S. Sznitman has worked out an alternative method for
proving this upper bound (in fact, his technique, called the method of
the ``enlargement of obstacles'', is applicable to a much wider class of
problems), and we found this approach suitable to the magnetic
problem. This is the ®rst major ingredient.

Sznitman's method is able to estimate the lowest eigenvalue only.
Hence, before applying it, one needs to localize the problem so that
the lowest eigenvalue dominate the behavior of the IDS. Here we use a
special magnetic localization technique developed in [14]. This is the
second ingredient.

Finally, the third ingredient is an isoperimetric inequality. For the
nonmagnetic case this boils down to the standard isoperimetric
problem; the minimization of the lowest Dirichlet eigenvalue of a
domain with a ®xed volume. Note that neither Donsker-Varadhan's
nor Sznitman's method can avoid this step. Apparently the same is
true for the magnetic problem; this was our main motivation to prove
the corresponding isoperimetric inequality with a magnetic ®eld in
[12]. The necessary results are recalled in Section 4.

The present paper contains a modi®ed version of the ``enlargement
of obstacles'' argument in the magnetic setup and the localization
step. Here we explain brie¯y the strategy.

Sznitman's method relies on heat kernel estimates. This is not di-
rectly applicable, since it heavily uses that the transition kernels are
positive, in contrast to the oscillatory character of the magnetic
problem. It also requires a real valued ``free'' di�usion process, such
that the Feynman-Kac formula for eÿtH�V � could be viewed as its
perturbation. We were not able to ®nd a suitable di�usion process
associated with the free magnetic problem. Di�usion with a drift
comes as a natural candidate but we are not aware of any process with
a real drift that mimics the free magnetic SchroÈ dinger operator. We
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are able to replace the e�ect of the magnetic ®eld by a potential via a
variational principle (see Eqs. (6) and (8) in [12]), but this potential
changes sign which makes it hard to estimate in the Feynman-Kac
formula.

Instead, our key idea is to use the spectral gap in the free magnetic
Hamiltonian to separate the lowest Landau band. It turns out, by a
simple energy argument, that the contributions from the higher
Landau bands are irrelevant as we are investigating unusually low
lying eigenvalues. Hence almost the whole principal eigenstate lives in
the lowest Landau band. By the proof of the Aharonov-Casher the-
orem [2], the projection of any state onto the lowest Landau band can
be expressed as heBg where h is analytic, and g solves Dg � ÿ1 on the
domain. We write g in terms of the expected value of the boundary
hitting time of a free Brownian motion. It is this stage where we use an
argument similar to Sznitman's, applied to a process which is, unlike
in Sznitman's papers, completely di�erent from the one generated by
the original free Hamiltonian. This is the content of the most technical
Section 7.

The IDS in in®nite volume contains information about in®nitely
many (generalized) eigenvalues. However, the crucial part of our
analysis (as well as in Sznitman's original work) proves that the lowest
eigenvalue of H�V � is comparable to the lowest eigenvalue of another
Hamiltonian (the one with the so-called ``enlarged obstacles''), whose
potential con®guration has a smaller entropy factor. This method is
able to estimate only the lowest eigenvalue, hence, before applying it,
we have to localize the problem onto a small enough box on which the
lowest eigenvalue solely determines the low energy asymptotics of the
averaged IDS. The choice of the size of this localization box depends
on the energy threshold E according to the following two require-
ments.

On one hand, it turns out that for each energy E the main con-
tribution to the averaged IDS comes from very atypical con®gurations
(where the Poisson cloud has a large clearing) which support an
eigenfunction with a very low lying eigenvalue. This eigenfunction has
a natural lengthscale, depending only on E. Obviously, the localiza-
tion box has to be at least as big as this natural lengthscale in order
not to destroy these low lying states by the arti®cial localization.

On the other hand, the actual number of eigenvalues below E
should be irrelevant (on logarithmic scale) compared to the large
deviation probability that there is any eigenvalue below E at all. This
is the case, at least, if the size of the localization box is not much
bigger than the natural lengthscale of the typically contributing
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eigenfunction. The number of the relevant low lying eigenvalues is
approximately equal to the volume ratio between the apriori box and
the box with side lengths equal to the natural lengthscale.

Using (1.3), the in®nite volume IDS can be approximated by a
®nite volume IDS, but we have to control the error e�ectively. It is
done in two steps. In the ®rst step we localize onto a big ``apriori'' box
to make the problem ®nite. In the second step we apply the magnetic
localization technique of [14]. This enables us to localize onto a
constant �� n0� multiple of the natural lengthscale (this will be our
localization scale) at the expense of changing the magnetic ®eld by a
constant amount 2b. The relation between these constants is that
b! 0 as n0 !1, but we take this limit only after E! 0� 0.

The whole proof is actually done in the language of the heat kernel
as we explain it in Section 2. We shall take the Laplace transform of
N�E� to obtain the heat kernel, whose time parameter t is the conju-
gate variable to E. The small energy asymptotics of N�E� is related to
the large time asymptotics of the heat kernel by a Tauberian type
argument, which also establishes the relation between t and E. The
apriori localization entails a large deviation estimate of the probability
that the Brownian loop (in the Feynman-Kac-Ito representation of
the heat kernel) goes extremely far. By the simplest Gaussian tail
estimate on this probability one obtains the necessary decay (expo-
nential in t is good enough) if the linear size of the apriori box is of
order t. This estimate does not use any extra localization due to the
magnetic ®eld (if any); the oscillatory factor in the Feynman-Kac-Ito
formula, which supposedly enhances localization, is estimated by
absolute value. We remark that it is not clear to what extent the strong
Gaussian type o�-diagonal decay of the free magnetic heat kernel
survives under a general potential perturbation. Warning examples
and related phenomena are discussed in [11] and [13].

In the nonmagnetic case the Tauberian argument sets E � tÿ2=�d�2�,
and the natural lengthscale is of order Eÿ1=2 � t1=�d�2�, d being the
space dimension. Since the volume of the apriori box is of order td , the
number of low lying eigenvalues is around td=td=�d�2�, i.e. a power of t.
This overcounting is irrelevant compared to the subexponentially
small size of the averaged heat kernel �� expÿtd=�d�2��.

In the magnetic case, the situation is much tighter. The natural
lengthscale is proportional to

���������������j log Ejp � ����������
log t
p

, and the over-
counting is still a power of t if we use only the apriori localization of
linear size t. But the actual heat kernel decay is algebraic as well
(tÿ2pm=B, see (2.7) later). Hence the overcounting error is comparable to
the main term. This is the reason why we have to do a second local-
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ization which brings us down to a constant multiple of the natural
lengthscale from the apriori lengthscale. In fact the second localiza-
tion (Section 6) is strong enough so that we do not need a particularly
e�ective apriori localization (Section 3).

The proof of Theorem 1.2 is signi®cantly simpler and we present it
in Section 9 which is independent of the rest of the paper.

After identifying R2 with the complex plane z 2 C the idea is to
construct many linearly independent analytic functions which all have
zeros at the points of the Poisson process. Multiples of the well known
Weierstrass product serve as natural candidates. By the Aharonov-
Casher theorem, all these functions multiplied by exp

ÿÿ Bjzj2=4� are
zero energy eigenfunctions of Hx if they are in L2�C�. It is well known
that the growth rate of the Weierstrass product depends on the density
of zeros. It turns out that if the density of zeros is smaller than B

2p, then
the growth is controlled by the factor exp

ÿÿ Bjzj2=4�.
To produce the necessary amount of linearly independent func-

tions, all having zeros at the Poisson points, we superimpose the
original Poisson process of density m with another one with density
slightly smaller than B

2pÿ m. The Weierstrass product corresponding to
the union of these two Poisson clouds is still controlled by
exp

ÿÿ Bjzj2=4� since the union of the two point clouds is also a
Poisson process with density slightly smaller than B

2p. Moreover, this
Weierstrass product naturally factorizes into two factors, according to
the two processes. Keeping the factor corresponding to the original
process ®xed (this ensures the vanishing at the points of the original
process), we choose the remaining factor by sampling randomly from
the second Poisson process. Since this second factor is a random
polynomial of a degree essentially N � B

2pÿ m
� � � �Volume�, choosing

N samples typically gives linearly independent random polynomials.
Including the ®rst factor and exp

ÿÿ Bjzj2=4�, we obtain N linearly
independent functions, all vanishing at the points of the original
process, and typically they are decaying at in®nity. The actual proof is
done in a ®nite volume with appropriate cuto�s.

2 Heat kernel, Laplace transform

Let L�t� (t > 0) be the Laplace transform of the density of states N�E�:

L�B��t� � L�t� :�
Z

eÿkt dN�k� : �2:1�

We usually omit the B superscript if it refers to the original magnetic
®eld.
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2.1.1 Soft potential

Let B0 :� B=2 for simplicity. For all x and x 2 R2 we can de®ne

Lx
x�t� :� �2pt�ÿ1eB0tEx;t

x;0 e
ÿi
R t

0
A�Ws� dWsÿ

R t

0
Vx�Ws� ds

� �
� eÿtHx�x; x� ; �2:2�

where Ex;t
y;0 stands for the expectation with respect to the probability

measure of the two dimensional Brownian bridge Ws �0 � s � t) with
W0 � x, Wt � y. Notice that the heat kernel, eÿtHx�x; y� in general exists
only for almost all x and y and almost surely. But by Theorem 3.1.
from [7] it is continuous almost surely (if Vx 2 L1loc), and the Feynman-
Kac-Ito formula gives this continuous representation. In particular,
the diagonal element is well de®ned and nonnegative since eÿtHx is a
nonnegative operator.

Notice that Lx
x�t� is independent of the gauge choice, in particular

its distribution is ergodic with respect to the spatial translations in x,
i.e. ELx

x�t� is independent of the choice of x.
Using the approximation result in [5] (formula (A.10)) we get that

L�t� � ELx
x�t� �2:3�

for any x (in particular this shows that L�t� is ®nite).

2.1.2 Hard-core potential

For all x 2 R2

Lx
x�t� :� �2pt�ÿ1eB0tEx;t

x;0 e
ÿi
R t

0
A�Ws� dWs1�TTx > t�

� �
� eÿtHTx �x; x� :

�2:4�
Here and in the sequel TX denotes the exit time from the domain X.

The continuity of the heat kernel of HT has not been explicitly
proven in [7], but it follows immediately from the soft potential case
by the following approximation. Since T �Tx is open (almost
surely), by dominated convergence

E
y;t
x;0 e

ÿi
R t

0
A�Ws� dWsÿ

R t

0
Vn�Ws� ds

� �
! E

y;t
x;0 e

ÿi
R t

0
A�Ws� dWs1�TT > t�

� �
�2:5�

locally uniformly in x; y 2T and in t, where Vn is an increasing se-
quence of continuous functions supported onTc such that Vn�x� ! 1
for all x 2Tc. Such a sequence exists because int�K� is non-empty and
@K is regular.
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By continuity of the heat kernel, its diagonal element in (2.4) is well
de®ned and for all x

L�t� � ELx
x�t� : �2:6�

Again, this relation is proven in [5] only for soft potential, but the
proof of (A.10) goes through with obvious changes for the hard-core
case as well.

Theorem 2.1. Under the conditions of Theorem 1.1, we have

lim
t!1

log L�t�
log t

� ÿ 2pm
B

�2:7�

for both the soft and hard-core cases.

By a standard Tauberian argument, Theorem 1.1 immediately
follows from Theorem 2.1.

The rest of the paper, apart from Section 9, contains the proof of
Theorem 2.1. We shall focus on the proof of the soft potential case,
the modi®cations for the hard-core case are obvious.

3 Apriori localization

Recall that for any box Q :� �ÿq; q�2 and for almost all con®gurations
x, we de®ned the self-adjoint operator HQ;x � 1

2

��ÿirÿ A�2 ÿ B
�

�Vx with Dirichlet boundary condition on Q. Let kQ;x be its lowest
eigenvalue. For any x 2 Q, let

Lx
Q;x�t� : � eÿtHQ;x�x; x�

� �2pt�ÿ1eB0tEx;t
x;0 e

ÿi
R t

0
A�Ws� dWsÿ

R t

0
Vx�Ws� ds

1�TQ > t�
� �

�3:1�

be the diagonal element of the heat kernel by the magnetic Feynman-
Kac formula. Recall that for any domain X � R2, TX denotes the exit
time from the set X.

The heat kernel of HQ;x is trace class, therefore

LQ;x�t� :� 1

jQj
Z

Q
Lx

Q;x�t� dx � 1

jQjTre
ÿtHQ;x

exists and is ®nite (j � j denotes the Lebesgue measure of a set). Finally
let

LQ�t� :� ELQ;x�t� :
We need the following robust estimates.
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Lemma 3.1. (i) For t > 2Bÿ1, for any x 2 R2 and for almost all x

Lx
x�t� � eÿtHx�x; x� � B ; �3:2�

and for any square Q

Lx
Q;x�t� � eÿtHQ;x�x; x� � B : �3:3�

(ii) For any square Q, for any x, t > 4Bÿ1 and for almost all x

Lx
Q;x�t� � eÿtHQ;x�x; x� � 10B eÿtkQ;x � eÿB0tÿ �

: �3:4�

Proof of Lemma 3.1. (i) The robust diamagnetic estimate in the
Feynman-Kac-Ito formula (2.2) gives

eÿsHx�x; x� � �2ps�ÿ1eB0s ; �3:5�

for any s > 0. Hence, using Hx � 0, we have

eÿtHx�x; x� � eÿBÿ1Hx��; x�; eÿ�tÿ2Bÿ1�HxeÿBÿ1Hx��; x�
� �

L2�R2�

�
eÿBÿ1Hx��; x�

2
L2�R2�

� eÿBÿ1Hx�x; x� � B :

The proof of (3.3) is identical.
(ii) Similarly to part (i),

eÿtHQ;x�x; x� �
�
eÿBÿ1HQ;x��; x�; eÿ�tÿ2Bÿ1�HQ;xeÿBÿ1HQ;x��; x�

�
L2�R2�

� eÿ�tÿ2Bÿ1�kQ;x

eÿBÿ1HQ;x��; x�
2

L2�R2�

� 10B
�
eÿtkQ;x � eÿB0t

�
�3:6�

using that HQ;x � kQ;x, t > 4Bÿ1 and that eÿsHQ;x�x; x� � �2ps�ÿ1eB0s,
for any s, again by a robust estimate in the Feynman-Kac formula
(3.1). (

Proposition 3.2. Let Q � �ÿq; q�2 and M � �ÿm;m�2 be squares. Then
for any q and t

LQ�t� � L�t� � lim inf
m!1 LM�t� : �3:7�

Proof. We start with the lower bound. Let M :� �ÿm;m�2,
M 0 :� �ÿm0;m0�2 with m0 < m being integer multiples of q. We have
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L�t� � 1

jM j
Z

M 0
ELx

x�t� dx � 1

jM j
Z

M 0
ELx

M ;x�t� dx

� 1

jM j
Z

M 0
E
h
Lx

x�t� ÿ Lx
M ;x�t�

i
dx

� 1

jM j
Z

M
ELx

M ;x�t� dxÿ B�jM j ÿ jM 0j�
jM j

ÿ 4eB0tjM 0j
2ptjM j exp ÿ�mÿ m0�2

8t

 !
: �3:8�

Here we used (3.3) for Lx
M ;x, x 2 MnM 0, and we estimated

E eÿtHx�x; x� ÿ eÿtHM ;x�x; x�� ��� ��
� E�2pt�ÿ1eB0tEx;t

x;0 e
ÿi
R t

0
A�Ws� dsÿ

R t

0
Vx�Ws� ds

1�TM � t�
� ����� ����

� 4�2pt�ÿ1eB0t exp

 
ÿ�mÿ m0�2

8t

!
�3:9�

for any x 2 M 0. The last estimate follows from the fact that x is at least
at a distance mÿ m0 from the boundary of M and from the standard
large deviation estimate for the Brownian loop ([22])

P0;t
0;0 sup

0�s�t
jWsj � L

� �
� 4 exp ÿ L2

8t

� �
�3:10�

for any L > 0.
Since n � m=q is an integer, there are squares fQign2

i�1, each being
congruent to Q, which partition M . Obviously HM ;x � �iHQi;x. Since
the trace of the heat kernel is operator monotone, we have

1

jM j
Z

M
Lx

M ;x�t� dx � 1

jM jTre
ÿtHM ;x � 1

n2
Xn2
i�1

1

jQijTre
ÿtHQi ;x :

Hence (3.8) yields

L�t� � LQ�t� ÿ 2B�mÿ m0�
m

ÿ 4eB0t

2pt
exp ÿ�mÿ m0�2

8t

 !
:

Since this is true for any m;m0, letting m;m0 ! 1 such that
mÿ m0 ! 1 but �mÿ m0�=m ! 0, we obtain the lower bound in
(3.7).

The proof of the upper bound in (3.7) is very similar. We again
consider the squares M and M 0. Then
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LM ;x�t� � 1

jM j
Z

M 0
Lx

x�t� dx� 1

jM j
Z

MnM 0
Lx

M ;x�t� dx

� 1

jM j
Z

M 0
Lx

M ;x�t� ÿ Lx
x�t�

� �
dx :

Taking expectation

LM�t� � jM
0j

jM j L�t� �
1

jM j
Z

MnM 0
ELx

M ;x�t� dx

� 1

jM j
Z

M 0
E Lx

M ;x�t� ÿ Lx
x�t�

� �
dx

� L�t� 1ÿ 2�mÿ m0�
m

� �
ÿ 4eB0t

2pt
exp ÿ�mÿ m0�2

8t

 !
�3:11�

using the estimate (3.9). Choosing m0 � mÿ ����
m
p

and taking
lim infm!1 on both sides we obtain the upper bound in (3.7). (

4 Estimates on the lowest eigenvalue on a disk

For any open bounded domain X � R2 with piecewise C1 boundary
we would like to de®ne the lowest magnetic eigenvalue of X with
constant magnetic ®eld B and with Dirichlet boundary condition. For
simply connected domains this eigenvalue is gauge invariant. How-
ever, for multiply connected domains, the eigenvalue can depend on
the extra ¯uxes through the holes in the domain, hence on the actual
gauge, as we remarked in Section 1.1. If we allow local gauges as well,
then the lowest eigenvalue might not come from a global gauge on R2

generating the constant ®eld everywhere. Hence let k�B��X� :�
inf Spec 12

��ÿirÿ A�2 ÿ B
�
X, and

k̂�B��X� :� inf

(
inf Spec

1

2

h
�ÿirÿ Â�2 ÿ B

i
X

: Â 2A�X� \ C1�X�;

curl Â � B on X

)
; �4:1�

where, as usual, the index X refers to Dirichlet boundary condition on
X and A�X� is the set of real analytic vector®elds. In general
k̂�B��X� � k�B��X�, but if X simply connected, then k̂�B��X� � k�B��X�.

Let BR be the disk of radius R, then the magnetic isoperimetric
inequality [12] states that
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k̂�B��X� � k�B��BR� �4:2�
if jXj � jBRj � pR2. Though it is not stated explicitly, notice that the
proof given in [12] is valid for any analytic local gauge Â de®ned on X,
i.e. the gauge does not have to be global. The smoothness condition
on @X can be relaxed to piecewise C1 by standard approximation.

Moreover, in the Appendix of [12] we gave a lower and an upper
bound on k�B��BR�. The choice of the parameters in the proof given
there is not well-suited for our problem, hence we slightly reformulate
the statement and the proof. Recall that B0 :� B=2.

Proposition 4.1. For any j > 0, there exists C�j� > 0 such that if
B0R2 � C�j�, then

eÿB0R2�1�j� � k�B��BR� � eÿB0R2�1ÿj� : �4:3�

Proof. We slightly modify the proof given in [12]. Recall that it is
su�cient to consider the case B � 1 by scaling. Then, we identi®ed
k�B�1��BR� with the smallest eigenvalue of the one dimensional har-
monic oscillator ÿ@2x � x2=4ÿ 1=2 with Dirichlet boundary conditions
on the interval �ÿR;R�.

To construct a trial function for the upper bound in (4.3), we cut
o� the Gaussian eigenfunction /�x� � eÿx2=4 of the unrestricted os-
cillator by straight line segments on Rÿ 1 � jxj � R. For large R this is
more e�ective than the line segments on R=2 � jxj � R used in [12].

For the lower bound, we follow the same proof based on the
Birman-Schwinger principle, but we choose the following parameters:
E :� exp�jR2=2�, N :� 1

2� j
ÿ �

R2E, g :� exp ÿ 1�j
2 R2

ÿ �
. For com-

pleteness, we recall the Birman-Schwinger type argument here, since
the usual references (e.g. [23]) do not precisely cover our case.

Let U :� �E � g�1�ÿR;R�c and Hosc :� ÿ@2x � x2=4ÿ 1=2 de®ned on
L2�R�. Then k�B�1��BR� � g, would follow from Hosc � U � g. To
show this latter, it is su�cient to prove that Hosc ÿ jU ÿ gÿ Ejÿ �
ÿE. Here j � jÿ denotes the negative part.

Suppose there is an eigenvalue ÿk, with eigenfunction f , such that
k > E, i.e.

ÿ
Hosc ÿ jU ÿ gÿ Ejÿ

�
f � ÿkf . Then

�jU ÿ gÿ Ej1=2ÿ
�Hosc � k�ÿ1jU ÿ gÿ Ej1=2ÿ �g � g with g :� jU ÿ gÿ Ej1=2ÿ f 2 L2�R�.
This means that the bigger operator

Kg;E :� jU ÿ gÿ Ej1=2ÿ
1

Hosc � E
jU ÿ gÿ Ej1=2ÿ

(the Birman-Schwinger kernel) has an eigenvalue at least 1. In par-
ticular Tr�Kg;E�N � 1.
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On the other hand, one can show, exactly as in [12], that
Tr�Kg;E�N < 1. (

5 Proof of the lower bound

Using Proposition 3.2, to give a lower bound on L�t�, it is enough to
bound LQ�t� for a convenient Q. Since it corresponds to an upper
bound on the Hamiltonian HQ;x, we have to choose a convenient
obstacle con®guration and a trial function.

Let `�t� :� 10 log t=B0� �1=2. This is the natural lengthscale, men-
tioned in the introduction, on which the eigenfunctions, with eigen-
values substantially contributing to the Lifschitz tail, are supported.
Let K�t� :� �ÿ`�t�; `�t��2.

For the lower bound we choose Q :� K � K�t�. Let supp
V �0� � B�0; a� for some a. Hence

LK�t� � 1

jKjETre
ÿtHK;x

� 1

jKj supX�K
eÿtk�X� �P X \

[
i

B�xi�x�; a� � ;
 !( )

� 1

jKj supX�K
eÿtk�X�eÿmjX�B�0;a�j
n o

; �5:1�

where the supremum runs through all open sets X � K, and recall that
k�X� � k�B��X� denotes the lowest eigenvalue of HX :�
1
2��ÿirÿ A�2 ÿ B� with Dirichlet boundary conditions on X.

For X, one can choose a disk with radius R :�
log t=B0�1ÿ j�� �1=2� `�t� with some 0 < j < 1=2. Then k�X� �
eÿB0R2�1ÿj� � tÿ1 by Proposition 4.1 for large enough t. Hence, we
obtain from (5.1) and (3.7)

L�t� � LK�t��t� � 1

4`�t�2 � t
ÿ 2pm

B�1ÿ2j� �5:2�

for large enough t � ~t�B; m; a�. Taking logarithm of (5.2), and con-
sidering lim inft!1 ®rst, then limj! 0, we immediately obtain the
lower bound in (2.7).

6 Second localization for the upper bound

For the upper bound we need a further localization from the un-
controlled lengthscale of the square M to a square S of lengthscale
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s � s�t� � �const� � `�t� (the precise de®nition is given later). Here we
use the magnetic localization technique developed in [14]. As it is
explained there, the usual IMS formula (see, e.g. [8]) makes a local-
ization error of order Lÿ2 in the energy, where L is the localization
lengthscale. The magnetic kinetic energy can be localized at a price
which is of order exp �ÿ�const�L2� if one is willing to change the
magnetic ®eld by a constant amount.

Fix parameters 0 < b < B0 � B=2, 1 � s � m and let
M � �ÿm;m�2, S � �ÿs; s�2, ~M � �ÿmÿ s;m� s�2, and ~S � �ÿ s

2 ;
s
2�2.

Let Sz :� S � z for any z 2 R2. Let k�B�2b�Sz;x
be the lowest eigenvalue of

H �B�2b�Sz;x
:� 1

2

��ÿirÿ �1� 2bBÿ1�A�2 ÿ �B� 2b��� Vx with Dirichlet
boundary conditions on Sz. Recall that A�x� � �A1�x�;A2�x��
� �B=2��ÿx2; x1�, and the magnetic ®eld in H �B�2b�Sz;x

is B� 2b.

Proposition 6.1. Assume that the parameters introduced above satisfy
bs2 � 4. Then for any z 2 R2 there exist functions gz, supported on Sz,
such that for any f 2 H1

0 �M�

hf ;HM ;xf i � b
2p

Z
~M

dzhf gz;H
�B�2b�
Sz;x

f gzi ÿ 32pbÿ1sÿ2eÿ
b
8s
2kf kL2�M� :

�6:1�
Furthermore jgz�x�j depends only on xÿ z. Hence kgzk2 �

R jgzj2 is in-
dependent of z and we denote this common value by kgk2 :� kgzk2, which
satis®es

p
2b
� kgk2 � kgzk2 �

p
b
: �6:2�

We shall need the following corollary.

Corollary 6.2. Under the conditions of Proposition 6.1 we have

Tr eÿtHM ;x
ÿ � � C�b; s; t�

Z
~M

dzTrL2�Sz�
�
exp
h
ÿ t
4

H �B�2b�Sz;x

i�
�6:3�

with
C�b; s; t� :� exp

�
32pbÿ1sÿ2eÿ

b
8s
2

t
�
: �6:4�

In particular

lim sup
m!1

LM�t� � C�b; s; t�L�B�2b�S

� t
4

�
: �6:5�

In our application, we shall use this corollary together with
Proposition 3.2 to obtain

Theorem 6.3. Let s � s�t; n0� :� n0`�t� and S � �ÿs; s�2 as usual. For
any ®xed b > 0 and any n0 � �B=b�1=2
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lim sup
t!1

log L�t�
log t

� lim sup
t!1

�log t�ÿ1 log E exp
�
ÿ tk�B�2b�S;x

�
: �6:6�

Proof of Proposition 6.1. We can assume that kf k � 1. We can think
of f to be extended to the whole R2 by de®ning it to be zero outside of
M , and let

R
denote

R
R2 in this section. Then, using integration by

parts and that
R
exp�ÿb�xÿ z�2� dz � pbÿ1 for all x,

hf ;HM ;xf i �
Z

1
2 �ÿirÿ A�fj j2ÿB0jf j2 � Vxjf j2
� �

�
Z

1
2 �ÿi@1 � @2 ÿ A1 ÿ iA2�fj j2�Vxjf j2
� �

� b
p

Z
dz
Z

1
2 e
ÿb�ÿz�2 �ÿi@1 � @2 ÿ A1 ÿ iA2�fj j2

�
�Vxe

ÿb�ÿz�2 jf j2
�
: �6:7�

Straightforward calculation shows that for any ®xed z

ÿi@1 � @2 � �B0 � b�x2 ÿ i�B0 � b�x1� ��uzf ��x�
� uz�x� ÿi@1 � @2 � B0x2 ÿ iB0x1� �f �x� ;

where

uz�x� :� eÿ
b
2�xÿz�2eib�x2z1ÿx1z2� :

Let

Tb :� ÿi@1 � @2 � �B0 � b�x2 ÿ i�B0 � b�x1 �6:8�
for simplicity. Hence from (6.7), using A�x� � B0�ÿx2; x1�

hf ;HM ;xf i � b
p

Z
dz
Z

1
2 jTb�uzf �j2 � Vxjuzf j2
n o

: �6:9�

Fix a smooth function h�x� such that h�x� � 0 for x 2 R2nS, h�x� � 1
on ~S, 0 � h � 1 and krhk1 � 4sÿ1. Then

p
2b
�
Z

h2�x�eÿbx2 dx � p
b
; �6:10�

using bs2 � 4. Consider z ®xed for a while and let hz�x� :� h�xÿ z� and
gz :� hzuz for any z 2 R2. Clearly jgz�x�j depends only on zÿ x and
(6.2) is guaranteed by (6.10). Furthermore,

�1ÿ hz�uzfj j2� eÿ
b
8s
2 juzjjf j2 and

juzf j2 � 1�supprhz� � eÿ
b
8s
2 juzjjf j2 ; �6:11�
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where 1��� is the characteristic function of a set as before.
By a Schwarz inequality, recalling the de®nition of Tb

h2z jTb�uzf �j2 � 1
2jTb�hzuzf �j2 ÿ 2krhk21 � 1�supprhz�juzf j2

� 1
2jTb�hzuzf �j2 ÿ 32sÿ2eÿ

b
8s
2 juzjjf j2 : �6:12�

Hence, using h2z � 1, Vx � 0,
R juz�x�j dz � 2pbÿ1 (for any x) andR jf j2 � 1, we have

hf ;HM ;xf i � b
2p

Z
dz

Z
1
2jTb�gzf �j2 �

Z
Vxjgzf j2

� �
ÿ 32pbÿ1sÿ2eÿ

b
8s
2

:

�6:13�

Finally, since f is supported on M and gz is supported on Sz, we have
gzf � 0 unless z 2 ~M . Therefore the z-integral above can be restricted
to ~M . This ®nishes the proof of Proposition 6.1. (

Proof of Corollary 6.2. Consider the spaceM :� R�~M L2�Sz� dz de®ned
as a direct integral. Its elements will be denoted by g � gz� �z2 ~M where
gz 2 L2�Sz�. Let H be the following operator de®ned on M:

H :�
Z �

~M
H �B�2b�Sz;x

dz �6:14�
i.e. it acts as

Hg :�
�

H �B�2b�Sz;x
gz

�
z2 ~M
2M

(strictly speaking it is de®ned on a dense subspace
R�

~M H1
0 �Sz� dz ofM).

Let T : L2�M� ! M be de®ned as

Tf :� 1

kgk f gz� �z2 ~M2M :

If Sz is not included in M , then we extend f to be zero outside M to
ensure that f gz be de®ned on Sz. Notice that T is a partial isometry

hTf ;TgiM �
1

kgk2
Z

~M
dz
Z

Sz

jgzj2f g

� 1

kgk2
Z

~M
dz
Z
R2
jgzj2f g

� 1

kgk2
Z
R2

dz
Z
R2

jgzj2f g � hf ; giL2�M� :

To extend the integrations, we used that gz is supported on Sz and f g
is supported on M . In the last step we used that

R
dzjgz�x�j2 � kgk2 for

any x since jgz�x�j depends only on xÿ z.
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Let f1; f2; . . . be the normalized eigenfunctions of the (compact)
operator HM ;x. Then

Tr eÿtHM ;x �
X1
j�1

eÿthfj;HM ;xfji � C�b; s; t�

�
X1
j�1

exp ÿ tb
2p

Z
~M

dzhfjgz;H
�B�2b�
Sz;x

fjgzi
� �

� C�b; s; t�
X1
j�1

exp ÿ tbkgk2
2p

hTfj;HTfji
 !

� C�b; s; t�
X1
j�1

exp ÿ t
4
hTfj;HTfjiM

� �
using Proposition 6.1 and (6.2). By the Jensen-Peierls inequality and
the fact that fTfjgj�1;2;... is an orthonormal family in M we can
continue this estimate

Tr eÿtHM ;x � C�b; s; t�
X1
j�1
hTfj; e

ÿ t
4HTfjiM � C�b; s; t�TrM eÿ

t
4H

� �
� C�b; s; t�

Z
~M

dzTrL2�Sz� eÿ
t
4H
�B�2b�
Sz ;x

� �
to arrive at (6.3).

Finally, to obtain (6.5), we take expectation of (6.3) and divide by
jM j. Use that j ~M j=jM j ! 1 as m! 0 and notice that EL�B�2b�Sz

�t=4� is
independent of z by translation invariance. This completes the proof
of the Corollary. (

Proof of Theorem 6.3. Using (3.7), (6.5) and (3.4) we obtain

L�t� � 40Bs2C�b; s; t� Eeÿ t
4�k�B�2b�S;x � eÿ�B0�b� t4

� �
if t � 16Bÿ1. Taking logarithms and dividing by log�t=4� we easily
obtain (6.6) using the explicit form of C�b; s; t� from (6.4). (

7 Enlargement of obstacles

Estimating the IDS of HS;x amounts to considering all eigenvalues
below E (if any). But, as we mentioned in the introduction, for the
Lifschitz tail in a ®nite box of appropriate size, only a much rougher
information is needed, namely the location of the bottom of the
spectrum. The main contribution to LS�t�, hence to N�E�, comes from
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few con®gurations with a large clearing of size of order `�t�, and the
actual number of the eigenvalues below E is irrelevant compared to
the large deviation probability that there is any eigenvalue below E at
all. We shall see that focusing on the lowest eigenvalue is enough. We
really shall need this argument for H �B�2b�S;x , but the actual size of the
®eld does not play much role in this section, so for simplicity we

consider HS;x � H �B�S;x.

As before, let kS;x be the lowest eigenvalue of HS;x. Following
Sznitman's original idea, we shall estimate this eigenvalue from below
by the lowest eigenvalue of another magnetic Hamiltonian which has
hard-core potential on the ``enlarged obstacles'', i.e. on a set which
consists of larger balls centered at the points of the Poisson con®gu-
ration. This part of the analysis yields estimates uniformly in the point
con®guration, hence the Poisson randomness plays no role.

The enlarged obstacles typically occupy a much larger portion of S
than the support of Vx (in particular their union has a smaller com-
binatorial complexity), but the enlargement does not substantially
in¯uence the largest clearing on which the lowest eigenstate lives if this
clearing is really large. In other words, the enlargement does not
in¯uence the lowest eigenvalue if it is really small.

We need several de®nitions.

7.1 Good points, boxes, clearings

This construction follows Sznitman's work [25]. Consider a ®xed
locally ®nite set of points x � fxigi�1;2;... in S � �ÿs; s�2. Let ` � s and
let Cm stand for the cube (square)

Cm :� fz 2 R2 : mi` � zi < �mi � 1�`; i � 1; 2g :
Fix two parameters b > 10a and e > 0 (recall that a is the radius of a
disk located fully within the support of V �0�). We say that a point
xi 2 Cm is good if for all closed balls C � B�xi; 10

j�1b�, 0 � j, and
10j�1b � `=2 �����Cm \ C \

 [
xj2Cm

B�xj; b�
!����� � e

9
jCm \ Cj ; �7:1�

in particular �����C \
 [

xj2Cm

B�xj; b�
!����� � e

36
jCj :
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Let Good�m� be the set of good points in Cm, the rest is Bad�m�, and
let G :� [mGood�m�. By a covering argument (see [24]) we know that����Cm \

� [
xj2Bad�m�

B�xj; b�
����� � ejCmj � e`2 : �7:2�

Chop each segment �k`; �k � 1�`� into at most � ���2p `=b� � 1 intervals of
length b=

���
2
p

(except the last one). This yields closed boxes with di-
ameter less than b, with union Cm.

Introduce a number r > 0. We de®ne the event Clm that ``there is a
clearing of size r in Cm'', i.e.

Clm :� fx : j ~Um�x�j � 9ÿ2pr2`2g ;
where ~Um�x� is the open subset of int �Cm� obtained by taking the
complement in the interior of Cm of the closed boxes where a good
point of Cm falls. Let A0�x� be the union of all closed cubes Cm where
there is clearing of size r:

1A0�x��z� �
X

m

1Cm
�z� � 1Clm�x� :

Let A1 � A1�x� be the open set of points at distance less than ` from
A0�x�. If A0�x� is empty, so is A1�x�. Let S.

ÿ be the open square
�ÿsÿ .; s� .�2 and S.

� :� �ÿs� .; sÿ .�2 for s > . > 0. Finally, let

X :� S
[
i2G

-
B�xi; a� ;

and for any b > a, s > b

Xb
� :�

�
Sb
� \ A1

� [
i2G

-
B�xi; b�:

Let d :� minf 1
200 ;

a
6g and let

Xd
ÿ :� B�0; d� � X and X2d

ÿ :� B�0; 2d� � X :

Notice that X2b
� � Xb

� � X � Xd
ÿ � X2d

ÿ and that there is no A1 in the
de®nition of X, Xd

ÿ and X2d
ÿ .

Let kS;x be the lowest eigenvalue of 1
2

��ÿirÿ A�2 ÿ B
�� Vx with

Dirichlet boundary conditions on S. For a lower bound on kS;x one
can replace the true potential V by ~V � ~Vx which is de®ned as

~Vx�x� :� v � 1
�

x 2
[

i:xi�x�2G
B�xi; a�

�
; �7:3�

and we can assume that v � B and 0 < a < 1.
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7.2 Gauge choice

Since we work on multiply connected domains, we have to de®ne the
gauge freedom carefully. In Section 7 we shall allow independent extra
¯uxes from 0 to 2p through the good points to ensure more gauge
freedom on the complementary domain.

Let a � faigi2G 2 �0; 2p�G, Ba�x� :� B�Pi2G aiB��xÿ xi� and
Aa�x� :� A�x� �Pi2G aiA��xÿ xi�, where A� is the (unique) radial
gauge generating the uniform radial magnetic ®eld B��x� :�
8aÿ21B�0;a=2��x� supported on the disk B�0; a=2� with ¯ux 2p, i.e.
A��x� :� a�jxj� ÿx2; x1� � with a�r� :� �2pr2�ÿ1 Rjxj�r B��x� dx. Let

kb;a � k�B�a �Xb
�� :� inf Spec

1

2
�ÿirÿ Aa�2 ÿ Ba

h i
Xb
�

�7:4�

with Dirichlet boundary condition on Xb
� and

~kb � ~k�B��Xb
�� :� inf

n
k�B�a �Xb

�� : a 2 �0; 2p�G
o
: �7:5�

Since Ba � curl Aa � B on Xb
� and Aa is real analytic on Xb

�, we have
(recall (4.1))

~k�B��Xb
�� � k̂�B��Xb

�� �7:6�

(in fact, one can show that ~k�B��R� � k̂�B��R� for any domain R such
that Ba � B on R). Similarly,

ka � k�B�x;a�S� :� inf Spec
1

2
�ÿirÿ Aa�2 ÿ Ba

h i
� ~Vx �7:7�

with Dirichlet boundary conditions on S and

~k � ~k�B�x �S� :� inf
n
k�B�x;a�S� : a 2 �0; 2p�G

o
: �7:8�

Certainly kS;x � ~k. The advantage of these extra ¯uxes can be seen in
the following lemma.

Lemma 7.1. Let f 2 H1
0 �X�,

R jf j2 � 1 and X 2 C1�X;R2� be a
vector®eld that satis®es curlX � B on X. Then ~k �R ���ÿi@1 � @2 ÿ X1 ÿ iX2�f

��2.
Proof. Any bounded component C of Xc is a union of closed disks;
C � [i2IB�xi; a� with some index set I � IC. For each C, pick one of
the element of IC, say i0, and let ai :� 0 for i 2 IC, i 6� i0. Let
ai0 :� R@C X ÿ 2p 1

2p

R
@C X

� �
, i.e. the fractional part (modulo 2p) of the

¯ux through C. Notice that
R
@C X is well de®ned as

limd!0

R
@�C�B�0;d�� X using curlX � B even if X is not de®ned on @C.
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Let n 2 C2�X; S1� be a real solution to rn � Aa ÿ X with a :� faig.
This equation has a solution since curl�Aa ÿ X � � curlAÿ curlX � 0
on X, and

R
c�Aa ÿ X � 2 2pZ for every closed curve c in X by the

choice of a. HenceZ
ÿi@1 � @2 ÿ �Aa�1 ÿ i�Aa�2
ÿ ��einf ��� ��2
�
Z
�ÿi@1 � @2 ÿ X1 ÿ iX2�fj j2

proves the claim by the de®nition of ~k. (

7.3 Green's function, exit time

For any bounded domain X with piecewise C1 boundary we de®ne its
Green's function gX as the solution to the following boundary value
problem:

DgX � ÿ1 on X

gX � 0 on @X :

By standard elliptic theory, gX 2 C�X� \ C1�X� uniquely exists and is
positive and bounded. Let

GX :� max
x2X

gX�x� : �7:9�

Let us consider the standard Brownian motion Ws in X, starting from
x 2 X. The probability with respect to this Brownian motion is de-
noted by Px, the expectation value by Ex. Let TX be the exit time from
X. By Ito's formula gX�Ws� ÿ gX�x� ÿ 1

2

R s
0 DgX�Ws� ds is a martingale,

hence

gX�x� � 1
2ExTX : �7:10�

Using these notations, the goal of this section is to prove the following
theorem.

Theorem 7.2. Given a ®nite point con®guration x in S � �ÿs; s�2. Let ~kb

and ~k be de®ned by (7.5), (7.8). There exist two universal constants
0 < e0, c0 < 1 and a function ~̀�e; b;B; r� > 0 for all e � e0, b � 1 such
that for all ` � ~̀�e; b;B; r�

~kw�r�
b �

~k
K

�7:11�
with
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K � K�b;B; v; d; r; `; s�
:� 80bÿ2vÿ1dÿ2s2�20�1ÿc0�1=r

e20Bcÿ1
0

r2`2e30B`
� �ÿw�r� �7:12�

w�r� :� 1

1ÿ 20�1ÿ c0�1=r
�7:13�

under the following conditions: d :� minf 1
200 ;

a
6g, a < 1 < b, r � 1=4,

r < log
ÿ

1
1ÿc0

�
=�log 30�, v � B, and

~k
K
� 2ÿw�r� : �7:14�

All the estimates are uniform in the point con®guration x.

We shall need this result in the form of the following

Corollary 7.3. Assume a < 1, v � B and ®x an integer n0. For any b
large enough and r; e small enough, for all ` large enough and s :� n0`
we have ~kw�r�

b � ~k=K if ~k=K � 2ÿw�r�, where

lim
r!0

w�r� � 1 �7:15�

and

lim sup
r!1

lim sup
b!1
e!0

lim sup
`!1

log K
`2
� 0 : �7:16�

Since the relevant size of ~k is of order exp�ÿ�const�B`2�, we see that
log ~k� log K < 0 for large ` and small r. Hence (7.11) tells us that
log ~kb � �1ÿ o�1�� log ~k < 0.

The proof requires several lemmas. The intuitive idea is that the
magnetic Dirichlet eigenvalue k�X� of a domain X is essentially eÿBGX

and the corresponding eigenfunction is roughly eB�gX�x�ÿGX� if X is
large. The increase of the eigenvalue due to the enlargement is
determined by the size of the eigenfunction, hence of gX, within a
distance of order b from the boundary of X (Lemma 7.4). Then, by
applying the method of enlargement of obstacles, we show that
gX�x� � GX if X is large and x is close to the boundary of X (Lemma
7.5). Here we use the probabilistic representation of gX (7.10). For
technical reasons, we have to work on a slightly bigger domain, X2d

ÿ ,
and we have to compare GX and GX2d

ÿ
(Lemma 7.6). Finally we have to

go back and estimate GX in terms of k�X� (Lemma 7.7). Additional
di�culties arise from the facts that ~k in the theorem is not exactly k�X�
because the obstacles are soft and that we have to consider the in®-
mum over the extra gauge freedom.
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Lemma 7.4 With the notations above, if d � s, v � B, and
~k � �1=16�vsÿ2eÿ2Bgd2, then

~k � ~kb � 32~k 1� 8bÿ2vÿ1s2e2Bgdÿ2
ÿ � �7:17�

where
g :� max

n
gX2d
ÿ
�z� : z 2 X2d

ÿ n X2b
�
o
: �7:18�

Proof of Lemma 7.4. The ®rst inequality is trivial by variational
principle. For the second one, ®rst ®x a 2 �0; 2p�G, and let ua be a
normalized eigenfunction corresponding to ka. We can assume that a
is such that ka � �1=16�vsÿ2eÿ2Bgd2, and it is enough to show that
~kb � 32ka 1� 8bÿ2vÿ1s2e2Bgdÿ2

ÿ �
for all such a. Then taking the in®-

mum over all these a's, (7.17) will follow.
By variational principle

kb;a � inf
w2H1

0
�Xb
��

1
2

R
Xb
�
j�ÿirÿ Aa�wj2 ÿ Bajwj2
� �

R
Xb
�
jwj2 � inf

w2H 1
0
�Xb
��

1
2

R
Xb
�
jTawj2R

Xb
�
jwj2

using integration by parts with Ta :� ÿi@1 � @2 ÿ �Aa�1 ÿ i�Aa�2.
Let h be a cuto� function such that h � 1 on X2b

� , h � 0 on R2nXb
�,

0 � h � 1 and jrhj � 4bÿ1. Since

ka � 1

2

Z
S
jTauaj2 �

Z
S

~V juaj2 �
1

2

Z
S

h2jTauaj2 �
Z

S

~V juaj2

� 1

4

Z
S
jTa�hua�j2 ÿ

1

2
krhk21

Z
S\supprh

juaj2

by a Schwarz inequality and ~V � 0; we can use w :� hua as a trial
function to obtain

kb;a �
1
2

R
Xb
�
jTawj2R

Xb
�
jwj2 � 2ka � 16bÿ2

R
S\supprh juaj2R

Xb
�
h2juaj2

�
2ka � 16bÿ2

R
SnX2b

�
juaj2

1ÿ RSnX2b
�
juaj2

�7:19�

using
R

S juaj2 � 1 and h � 1 on X2b
� . Hence we have to estimateR

SnX2b
�
juaj2 from above.

Let Pa be the spectral projection onto the lowest (zero energy)
Landau level of the unperturbed operator 1

2

��ÿirÿ Aa�2 ÿ Ba
� �

1
2 T �a Ta de®ned on R

2. Notice that this operator is nonnegative. Extend
ua on the whole plane to be zero outside S. Then ua � Paua�
�1ÿPa�ua. Since TaPa � 0, we have
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ka � 1

2

Z
R2
jTauaj2 �

Z
S

~V juaj2 �
1

2

Z
R2
jTa�I ÿPa�uaj2

�
Z

S

~V juaj2 � B
Z
R2
j�I ÿPa�uaj2 �

Z
S

~V juaj2

by the gap of size at least B in the spectrum of the free magnetic

operator 1
2

��ÿirÿ Aa�2 ÿ Ba� de®ned on R2. Recall from [8] that

�ÿirÿ Aa�2 ÿ Ba and �ÿirÿ Aa�2 � Ba have the same spectrum
apart from 0, and �ÿirÿ Aa�2 � Ba � 2Ba � 2B. Hence, using the
form of ~V ,Z

R2
j�I ÿPa�uaj2 �

ka

B
and

ZS
i2G B�xi;a�

juaj2 �
ka

v
: �7:20�

Notice that

SnX2b
� �

�
XnX2b

�
�
[
[
i2G

B�xi; a� :

HenceZ
SnX2b

�

juaj2 �
Z

XnX2b
�

juaj2 �
ka

v

� 2

Z
XnX2b

�

jPauaj2 � 2

Z
XnX2b

�

j�I ÿPa�uaj2 �
ka

v

� 2

Z
XnX2b

�

jPauaj2 �
2ka

B
� ka

v
: �7:21�

Let g � gX2d
ÿ
for simplicity (recall that Dg � ÿ1 on X2d

ÿ and g � 0 on
@X2d
ÿ ). Since TaPaua � 0, it implies

ÿi@1 � @2 ÿ Y1 ÿ iY2� �h � 0 �7:22�
pointwise on X2d

ÿ , with Y � �Y1; Y2� :� ÿ�Aa�1 ÿ B@2g; �Aa�2 � B@1g
�

and h :� eÿBgPaua (we omit the dependence on a). Notice that curl
Y � 0 on X2d

ÿ . From (7.22), by a short calculation

Djhj2 � �i@1 � @2 � Y1 ÿ iY2�hj j2 ;

in particular jhj2 is subharmonic on X2d
ÿ and jhj satis®es the maximum

principle. [The real reason behind these properties is that (7.22) is a
Cauchy-Riemann equation in local coordinates on a ¯at analytic U�1�
bundle over X2d

ÿ , determined by the integer part (mod 2p) of the in-
tegrals of Y over noncontractible cycles. Hence its solution is an an-
alytic section. In particular (see [2]), if X2d

ÿ is simply connected or
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R
c Y 2 2pZ for all cycles c, then this bundle is trivial and the solution is
an analytic function.]

Let z0 be the point on @Xd
ÿ where jh�z�j takes on its maximal value.

By the maximum principle jh�z�j � jh�z0�j for all z 2 Xd
ÿ.

Since z0 2 @Xd
ÿ, we have B�z0; d� � [i2GB�xi; a�

S
Sc (here Sc is the

complement of S) and since u � 0 on Sc, we have
R

B�z0;d� juaj2 � kavÿ1

by (7.20). Again by (7.20) and
j�I ÿPa�uaj2 � 1

2 jPauaj2 ÿ juaj2 pointwise, we have
ka

B
�
Z
R2
j�I ÿPa�uaj2 �

Z
B�z0;d�

j�I ÿPa�uaj2

� 1

2

Z
B�z0;d�

jPauaj2 ÿ
Z

B�z0;d�
juaj2

� 1

2

Z
B�z0;d�

jhj2e2Bg ÿ kavÿ1 � p
2
jh�z0�j2d2 ÿ kavÿ1

by subharmoniticity of jhj2 and g � 0. Hence, by v � B

jh�z�j2 � jh�z0�j2 � 2kad
ÿ2vÿ1

for all z 2 Xd
ÿ. Hence, using that jPauaj � eBgjhj, jXj � s2 and

XnX2b
� � Xd

ÿ Z
XnX2b

�

jPauaj2 � 2kavÿ1s2e2Bgdÿ2

and thereforeZ
XnX2b

�

juaj2 � 4kavÿ1s2e2Bgdÿ2 � 2ka

B
� ka

v
� 8kavÿ1s2e2Bgdÿ2

using (7.21), v � B, g � 0 and d � s. Hence from (7.19)

kb;a � 16ka � 1� 8bÿ2vÿ1s2e2Bgdÿ2

1ÿ 8kavÿ1s2e2Bgdÿ2
� 32ka

�
1� 8bÿ2vÿ1s2e2Bgdÿ2

�
since we assumed that the denominator is bigger than 1=2. (

Lemma 7.5. Let H :� X2d
ÿ for simplicity and assume that

d � minf 1
200 ;

a
6g, a � 1 � b, 40b � ` � s, r � 1=4, GH � `.

(i.) There exist two functions, `0�e; b� > 0 and 1=4 � k�e; b� > 0 for
all b and 0 < e � e0, where e0 is a universal constant, such that

gH�x� � `

b

� �ÿk�e;b�
GH �7:23�

for all ` � `0�e; b� and for all x 2 H \ R, where
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R :� S2dÿ n�ÿs� 2b; sÿ 2b�2
� �

[
[
i2G

B�xi; 2b� : �7:24�

We can assume that `0�e; b� is increasing and k�e; b� is decreasing in b.
(ii.) There exists a positive number c0 such that if x 2 H and

x 62 A1 \ S, then

gH�x� � �1ÿ c0�1=rGH � cÿ10 r2`2
h i

� sup
y2R\H

gH�y� : �7:25�

Proof of part (i.). Fix x 2 R \H. Let Tj be the exit time from
B�x; 2 � 10jb� for j � 1, and T0 :� 0. For simplicity, let T :� TH in this
proof. Let M be the smallest integer such that 2 � 10M�1b > `=2, i.e.
M :� �log�`=4b�

log 10 � � 1. Then

ExT �
XM
j�1

Ex T � 1�Tjÿ1 � T < Tj�
� 	� Ex T � 1�TM � T �f g �7:26�

�
XM
j�1

Ex 1�Tjÿ1 � T � � Tjÿ1 � EWTjÿ1 �T � 1�T < Tj��
h in o

� Ex 1�TM � T � � TM � EWTM
T

h in o
�
XM�1
j�1

Ex 1�Tjÿ1 � T � � Tjÿ1
� 	

�
XM
j�1

Px�Tjÿ1 � T � � sup
y2H\S�x;2�10jÿ1b�

Ey�T ^ Tj�

� Px�TM � T � � sup
y2H\S�x;2�10M b�

EyT

by estimating T � 1�T � Tj� � T ^ Tj and using that Tk < T implies
WTk 2 H \ S�x; 2 � 10kb� for k � 1; 2; . . . M [here S�z; r� denotes the
circle of radius r with center z].

Next, we claim that

Px�Tj � T � � �1ÿ m�e; b��j �7:27�
for any 0 � j � M .

To prove (7.27), let HF denote the ®rst hitting time of F , for any
closed set F , and let

c�b� :� inf
y2S�0;2b�

Py�HB�0;aÿ2d� < TB�0;6b�� > 0 �7:28�

which is decreasing in b. Since a and d are considered ®xed, they are
omitted from the notation. Let
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m�e; b� :� c�b� � inf
�
inf
jyj�2

Py�HF < TB�0;10�� : F � B�0; 10�; jF j � 100pe
144

�
where the ®rst in®mum runs through all closed sets F � B�0; 10� with
relative volume bigger than e=144. Obviously m�e; b� > 0 for e > 0,
m�e; b� ! 0 as e! 0 uniformly in b and m�e; b� is decreasing in b.
These standard statements follow from Lemma 2.1 in [24]. Hence, for
small enough e � e0, we can assume that m�e; b� � 1=3. For brevity, let
m � m�e; b�.

First let x 2 Si2G B�xi; 2b�, i.e. jxÿ xlj � 2b for some l 2 G which
we ®x. Let

C�j� :�
[
i2G

jxiÿxl j�10jb

B�xi; 2b� � B�x; 10jb� 4b� � B�x; 2 � 10jb�

for j � 1. Then, by the de®nition of good points,

jC�j�j � e
36
jB�xl; 10

jb�j � e
144
jB�x; 2 � 10jb�j

if 10jb � `=2. Let W be a Brownian motion, started from x. If j � 1
and WTjÿ1 2 H (i.e. Tjÿ1 < T ), then

PWTjÿ1

h
1�Tj > HC�j�� � PeWHC�j�

�Tj > T �
i
� m ; �7:29�

using WTjÿ1 2 S�x; 2 � 10jÿ1b� and that T < HB�xr;aÿ2d� and TB�xr;6b� � Tj

if r 2 G is such that j eWHC�j� ÿ xrj � 2b. The ®rst relation is obvious, the
second follows from B�xr; 6b� � B�xl; 10

jb� 10b� � B�x; 2 � 10jb�. In
(7.29) eW denotes another Brownian motion, independent of W .
Hence, for j � 1

Px�Tj > T jT > Tjÿ1�

� Px PWTjÿ1

�
1�Tj > HC�j�� � PeWHC�j�

�Tj > T �
����WTjÿ1 2 H

� �
� m :

By the strong Markov property we obtain (7.27) for any 0 � j � M
(recall that for j � M we have 10jb � `=2). A similar but easier ar-
gument shows that (7.27) is true if x 2 S2dÿ n �ÿs� 2b; sÿ 2b�2 as well.

Let 1 � N � M be chosen later. Introduce Aj :�
Ex

n
1�Tj � T � � Tj

o
, then we can continue the estimate (7.26) as
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ExT �
XM�1
j�1

Ajÿ1 �
XN

j�1
2 � 102jb2�1ÿ m�jÿ1

� 2�M ÿ N�GH�1ÿ m�N � 2�1ÿ m�M GH

�
XM�1
j�1

Ajÿ1 � 8 � 102N b2�1ÿ m�N � 2MGH�1ÿ m�N : �7:30�

Here we estimated

sup
y2H\S�x;2�10jÿ1b�

Ey�T ^ Tj� � sup
y2B�x;2�10jb�

EyTj � 2 � 102jb2

for j � N and

sup
y2H\S�x;2�10jÿ1b�

Ey�T ^ Tj� � sup
y2H

EyT � 2GH

for j > N using (7.9), (7.10) and

sup
y2B�0;1�

EyTB�0;1� � 1

2
: �7:31�

Now we estimate Aj

Aj � Ex 1�Tj � T � � Tj
� 	

� Ex 1�Tjÿ1 � T �
h
Tjÿ1 � PWTjÿ1 �Tj � T � � EWTjÿ1 Tj

in o
� �1ÿ m�Ajÿ1 � 2 � 102jb2�1ÿ m�jÿ1

for 1 � j � N using (7.29), (7.31) and (7.27). Iterating this inequality,
and using that A1 � ExT1 � 200b2 we obtain for 1 � j � N that

Aj � 2 � 102jb2j�1ÿ m�jÿ1 : �7:32�
For N < j � M ,

Aj � Ex 1�Tj � T � � Tj
� 	

� Ex

n
1�Tjÿ1 � T �

h
Tjÿ1 � EWTjÿ1 �Tj � 1�Tj � T ��

io
� Ajÿ1 � 2GHPx�Tjÿ1 � T � � Ajÿ1 � 2GH�1ÿ m�N

by (7.27) and TN � Tjÿ1. By iteration, and using the estimate (7.32) for
AN , we have

Aj � 4 102N Nb2 �MGH
ÿ ��1ÿ m�N �7:33�

for j > N . Continuing (7.30) we get

ExT � 12M2b2�1ÿ m�N 202N � GH
� �

:
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Now choose

N :� min

(
M ;

"
logGH

2 log 20

#)
:

Short calculation shows that

ExT � 48�log�`=b��2b2GH �max
(

Gÿ2k�e;b�
H ;

� `
4b

�ÿ2k�e;b�
)

with k�e; b� :� 1
4 log 20 log

1
1ÿm�e;b� � 1

4. Since GH � `, b � 1, choosing a

large enough function `0�e; b� we ®nish the proof of (7.23) by (7.10).

Proof of part (ii.). Let x 62 A1 \ S and x 2 H. We can assume that
x 62 R, in particular x 2 S. Consider again a Brownian motion W
starting from x. Since S2dÿ nR � H, we have HR � TH � T , hence
ExT � Ex

�
HR � EWHR

T
	
. Obviously EWHR

T � 2 supy2R\H gH�y�, and it
can be estimated by part (i).

To estimate ExHR, let

F �n� :� sup
y2S:jxÿyj�nr`

EyHR

for n � 1; 2; . . . �1=r� ÿ 1. Fix y 2 S such that jxÿ yj � nr`, then

EyHR � Ey HR � 1�HR � TB�y;r`��
� 	

� Ey 1�HR > TB�y;r`�� � TB�y;r`� � EWTB�y;r`�
HR

h in o
� 2EyTB�y;r`� � F �n� 1� � Py�HR > TB�y;r`�� : �7:34�

To estimate Py�HR > TB�y;r`��, notice that the total volume of subboxes
containing no good points in B�x; `� is at most 3ÿ2pr2`2. The reason is
that B�x; `� does not intersect with any clearing box, hence each of the
boxes intersecting B�x; `� (there are at most nine of them) has at most
9ÿ2pr2`2 volume of subboxes which contain no good point. Hence, if
B�y; r`� � B�x; `�, then

R \ B�y; r`�j j � 1
4 pr2`2 ÿ 3ÿ2pr2`2 � �2ÿ2 ÿ 3ÿ2�jB�y; r`�j

using that if y 2 S � S2dÿ then at least one fourth of B�y; r`� is in S2dÿ . So
let

c0 :� min 1
2 ; inf F :F�B�0;1�

jF j��2ÿ2ÿ3ÿ2�jB�0;1�j
P0�HF � TB�0;1��

� �
> 0

be a positive universal constant, then Py�HR > TB�y;r`�� � �1ÿ c0�, and
by continuing (7.34) we have
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EyHR � r2`2 � �1ÿ c0�F �n� 1� ;
by (7.31) if B�y; r`� � B�x; `� which is satis®ed as n � �1=r� ÿ 1 and
jxÿ yj � nr`.

Taking the supremum for all y 2 S such that jxÿ yj � nr`, we have

F �n� � r2`2 � �1ÿ c0�F �n� 1� : �7:35�
We also have F �n0� � 2GH for any n0, since HR � TH. Iterating the
inequality (7.35), we get

F �0� � cÿ10 r2`2 � 2�1ÿ c0�n0GH :

Applying this to n0 :� �1=r� ÿ 1 for r � 1=4 we obtain
ExT � 2�cÿ10 r2`2 � �1ÿ c0�1=rGH� for all x 62 S \ A1, x 2 H, which ®n-
ishes the proof of (7.25). (

Lemma 7.6 For d � a
6

GX � GX2d
ÿ
� 8GX � 1000d2 :

Proof. The ®rst inequality is trivial by X � X2d
ÿ . For the second in-

equality, let Tÿ :� TX2d
ÿ

T� :� TX for simplicity, and we write

ExTÿ � Ex
�

T� � EWT�Tÿ
	 � ExT� � sup

y2X2d
ÿ nX

EyTÿ

for any x 2 X. If x 2 X2d
ÿ nX, then we can drop the ®rst term. Hence we

get

2GX2d
ÿ
� 2GX � sup

y2X2d
ÿ nX

EyTÿ : �7:36�

Let us ®x y 2 X2d
ÿ nX, let T :� TB�y;4d� and let the positive number h to

be chosen later. Then

EyTÿ � Ey Tÿ � 1�T > h� � 1�Tÿ > h�f g
� Ey Tÿ � 1�T � h� � 1�Tÿ > h�f g � Ey Tÿ � 1�Tÿ � h�f g : �7:37�

For the last term simply use Ey Tÿ � 1�Tÿ � h�f g � h. For the second
term, using that T � h and h < Tÿ implies WT 2 X2d

ÿ , we obtain

Ey Tÿ � 1�T � h� � 1�Tÿ > h�f g
� Ey 1�T � h� � 1�WT 2 X2d

ÿ � T � EWT Tÿ� �� 	
� h� Ey 1�WT 2 X2d

ÿ �EWT Tÿ
� 	 � h� 2GX2d

ÿ
� Py�WT 2 X2d

ÿ �
� h� 3

4 � 2GX2d
ÿ

since
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Py�WT 2 X2d
ÿ � �

jS�y; 4d� \ X2d
ÿ j

jS�y; 4d�j
(the exit measure is the Lebesgue measure on the circle) and this ratio
is at most 3=4 by elementary geometry. Here we used that the
boundary of X2d

ÿ consists of straight line segments and circular arcs of
curvature not bigger than �aÿ 2d�ÿ1 � �4d�ÿ1 by the assumption on
a.

Finally for the ®rst term in (7.37) we use

Ey Tÿ � 1�T > h� � 1�Tÿ > h�f g � h� Ey 1�T > h�EWhTÿf g

� h� 2GX2d
ÿ
� Py�T > h� � h� 2GX2d

ÿ
�2ph�ÿ1

Z
z2R2
jzj�4d

eÿ
z2
2h dz

 !
� h� 2�1ÿ eÿ8d

2hÿ1�GX2d
ÿ
:

Putting these three estimates together, we obtain from (7.37)

EyTÿ � 3h� 3
2� 2 1ÿ eÿ8d

2hÿ1
� �h i

GX2d
ÿ
:

Combining this with (7.36), we have

GX2d
ÿ
� GX � 3h

2
� 3

4
� 1ÿ eÿ8d

2hÿ1
� �� �

GX2d
ÿ
:

Choose h such that eÿ8d
2hÿ1 � 7=8, e.g. let h � 80d2. This gives

GX2d
ÿ
� 8GX � 1000d2 : (

Finally we bound the Green's function from above in terms of the
magnetic eigenvalue.

Lemma 7.7 Let X � SnSi2G B�xi; a� as usual and recall the de®nition of
~k from (7.8). Assume a � 1 � ` � s, v � B, then there exists a function
`1�e;B� > 0 such that

eBGX � s2eB`~kÿ1 �7:38�
for all ` � `1�e;B�.
Proof. We can assume that GX � `, otherwise (7.38) is trivial, since
~V � v � B, hence ~k � B� k�B��B1� � `2 � s2 is automatic if
` � �B� k�B��B1��1=2 (B1 is the unit ball).

We shall construct a trial function. For any d > 0 let

X�d� :� �ÿs� d; sÿ d�2
[
i2G

-
B�xi; d�
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and let g :� gX for simplicity. Let c � 0 be a ®xed smooth bounded
function with support in the unit ball and

R
R2 c � 1, krck1 � 4. Let

h :� c � 1�X�2� � B�0; 1��, where � denotes the convolution. Notice
that 0 � h � 1, h � 1 on X�2�, h � 0 on Xc and krhk1 � 4.

Let u�x� :� h�x�eBg�x� for x 2 S, obviously u 2 H1
0 �X� � H1

0 �S�,
hence we can use it as a trial function for ~k. Notice that u is zero on
the support of ~V . Choose a gauge X corresponding to g, i.e. let
�X1;X2� :� B�@2g;ÿ@1g�, which is well de®ned on X and curl X � B.
Since u is zero outside of X, we can use Lemma 7.1 to obtain

~k �
1
2

R
X j�ÿi@1 � @2 ÿ X1 ÿ iX2�uj2R

X juj2
:

By a Schwarz inequalityZ
X
j�ÿi@1 � @2 ÿ X1 ÿ iX2�uj2 � 2

Z
X

h2j�ÿi@1 � @2 ÿ X1 ÿ iX2�eBgj2

� 2krhk21
Z
supprh

e2Bg :

We know that �ÿi@1 � @2 ÿ X1 ÿ iX2�eBg�x� � 0 for x 2 X. We can
apply part (i) of Lemma 7.5 with b � b0 :� �a� 3�=2 � 2, d :� 0 to
obtain

g�x� � gX�x� � GX
`

b0

� �ÿk�e;b0�
� 2GX`

ÿk�e;b0� �7:39�

for ` � `0�e; 2� � `0�e; b0� and for all x 2 XnX�3�a�, in particular for all
x 2 supprh, since supprh � XnX�2� � XnX�3�a�. Hence

~k � 16s2 exp 4BGX`
ÿk�e;b0�ÿ �R

X juj2
�7:40�

(the extra s2 comes from volume
ÿ
supprh

� � s2).
Let x0 2 X be the point where g�x� takes on its maximum. By (7.39)

we know that x0 2 X�3�a� (in particular X�3�a� is not empty) if
` � log 2

k�e;2� � log 2
k�e;b0�.

Moreover, B�x0;pÿ1=2� � X�2� � X, hence h � 1 on B�x0;pÿ1=2�.
Therefore, by Jensen's inequalityZ

X
juj2 �

Z
B�x0;pÿ1=2�

e2Bg � exp 2B
Z

B�x0;pÿ1=2�
g

 !
: �7:41�

Since Dg � ÿ1, we have
D g� 1

4 jxÿ x0j2
� �

� 0
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on B�x0; pÿ1=2�, henceZ
B�x0;pÿ1=2�

g�x� � 1
4 jxÿ x0j2

� �
dx � g�x0� � GX :

Therefore Z
B�x0;pÿ1=2�

g � GX ÿ 1

8p
;

which ®nally gives Z
X
juj2 � eÿB=�4p�e2BGX

from (7.41). Hence, from (7.40) and GX � ` � 1

~k � 16eB=�4p�s2 exp ÿ2BGX 1ÿ 2`ÿk�e;b0�
� �h i

� s2eÿBGX

for large enough ` � `2�e;B� (recall that b0 � 2). Choosing

`1�e;B� :� max
�

B� k�B��B1�
�1=2

; `0�e; 2�; log 2k�e; 2� � 1; `2�e;B�
� �

we ®nish the proof of Lemma 7.7. (
Now we are ready to prove Theorem 7.2.

Proof of Theorem 7.2. First notice that K � 1 and (7.14) imply ~k � 1.
Then, we need an estimate on g which is de®ned in (7.18). We can
assume that GX2d

ÿ
� 1, otherwise g � 1 and Lemma 7.4 immediately

implies Theorem 7.2 for large enough `. Hence

GX � GX2d
ÿ
� 9GX �7:42�

by Lemma 7.6 and d � 1
200. Furthermore, we can assume that GX � `,

otherwise g � 9` using (7.42), and Theorem 7.2 follows directly from
Lemma 7.4 thanks to the factor e20B` in the de®nition of K. In par-
ticular GX2d

ÿ
� `.

Therefore using Lemma 7.5, the fact that X2d
ÿ nX2b

� � R [ �A1�c and
(7.42) we obtain that

g � `

b

� �ÿk�e;b�
GX2d

ÿ
� �1ÿ c0�1=rGX2d

ÿ
� cÿ10 r2`2

h i
� 10 �1ÿ c0�1=rGX � cÿ10 r2`2

h i
�7:43�

if ` � `3�e; b; r�. Combining this estimate with (7.38), we obtain

e2Bg � s2eB`~kÿ1
� �20�1ÿc0�1=r

e20Bcÿ1
0

r2`2 �7:44�
if, in addition, ` � `1�e;B�.
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Now we can estimate ~kb. By Lemma 7.4, (7.44) and the de®nitions
of K and w�r� given in (7.12) and (7.13) we immediately obtain (7.11).
The condition on ~k required in Lemma 7.4 is implied by (7.14) if ` is
large enough. The function ~̀ is obtained by taking the maximum of all
previous lower bounds on `. (

8 Proof of the upper bound

To complete the upper bound, we shall continue the estimate given in
Theorem 6.3, hence we choose 0 < b < B0, s � n0`�t�, with

n0 :� ��B=b�1=2� � 1 and `�t� � 10
�������
log t
B0

q
. We apply Theorem 7.2 to

estimate k�B�2b�S;x from below. The magnetic ®eld is B� 2b. Let
0 < e < e0, 0 < r � 1=4, r � log

ÿ
1

1ÿc0

�
=�log 30�, b > 1 and d :�

minfa
6 ;

1
200g. With these data, the procedure of Section 7 gives

~kb � ~k�B�2b��Xb
�� and a number K given by (7.12) (replace B by B� 2b

everywhere) such that (7.11) holds for ~k � ~k�B�2b�x �S� under the con-
dition (7.14) and that `�t� � ~̀�e0; b;B� 2b; r�. This latter condition is
satis®ed if t � t0�e0; b;B� 2b; r� with some function t0�e0; b;B� 2b; r�.
We also have ~k � k�B�2b�S;x . We obtain

lim sup
t!1

�log t�ÿ1 logEeÿtk�B�2b�S;x

� lim sup
t!1

�log t�ÿ1 log E exp ÿtK ~kw�r�
b

� �
� exp ÿtK � 2ÿw�r�

� �h i
�8:1�

recalling the condition (7.14) and distinguishing the cases �~k=K� is
smaller or bigger than 2ÿw�r�. Since

lim sup
t!1

�log t�ÿ1 log exp ÿtK � 2ÿw�r�
� �

� ÿ1 �8:2�

we get from Theorem 6.3 and (8.1)

lim sup
t!1

log L�t�
log t

� lim sup
t!1

�log t�ÿ1 logE exp ÿtK ~kw�r�
b

� �
: �8:3�

Recall (7.6), i.e. ~kb � ~k�B�2b��Xb
�� � k̂�B�2b��Xb

��. Using (4.2), Xb
� � ~U

and that k�B�2b���� is monotone function of the domain, we can fur-
ther estimate ~kb � k̂�B�2b��Xb

�� � k�B�2b��B�0;pÿ1=2jXb
�j1=2�� � k�B�2b�

�B�0;pÿ1=2j ~U j1=2��.
Following Sznitman's construction let

D :� S \
[

Cm\A0 6�;
Cm � S \ A1 :
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Let U (respectively ~U ) be the complement in D of the union over
m 2 Z2 of closed subboxes intersecting int�Cm� and containing a point
(respectively a good point) from x. By the de®nition of good points
and the construction of A0 and D we have (see Eq. (2.17) in [25])

U � ~U � D; j ~U j � jU j � ejDj : �8:4�
Let N � jDj=`2 which is an integer. For ®xed N , the number of pos-
sibilities for D is at most �4n20�N , since S consists of 4n20 boxes.

For ®xed D the number of possibilities for U and ~U is at most
22N ��� ��2p `=b��1�2 � 28N�`=b�2 . Finally jU j � j ~U j ÿ eN`2, and we know, that
once D;U ; ~U is chosen, the total volume which receives no point is at
least maxfjU j;Nr2`2p=729g � maxfj ~U j;Nr2`2p=729g ÿ eN`2. Here we
used the de®nition of good points and that jA0j � 1

9 jDj by construc-
tion.

Hence

E exp ÿtK ~kw�r�
b

� �
�
X4n2

0

N�0
�4n20�N28N�`=b�2emeN`2

� exp ÿtK k�B�2b�
�

B�0; pÿ1=2j ~U j1=2�
�h iw�r�� �

� eÿm�maxfj ~U j;Nr2`2p=729g : �8:5�
This sum is majorated by

X4n2
0

N�0
�4n20�NeÿN`2E � 1ÿ 4n20e

ÿ`2E
� �ÿ1

if

E � E�e; b; r; m� :� pr2m
729
ÿ meÿ 8�log 2�bÿ2 > 0

and t � t1�e;B� 2b; b; r; m; n0� .
Fix j > 0. We minimize tK

�
k�B�2b�

ÿ
B�0;pÿ1=2j ~U j1=2���w�r� � mj ~U j

for the number j ~U j using the lower bound on the lowest eigenvalue of
the disk (4.3). The result is

tK
h
k�B�2b�

�
B 0;pÿ1=2j ~U j1=2
� ��iw�r�

� mj ~U j

� min
X

tKeÿ�B0�b��1�j�pÿ1w�r�X � mX
n o

� F log�tK=F �
if t � t2�j;B� 2b; m�, where

F � F �j;B� 2b; r; m� :� 2pm
�B� 2b��1� j�w�r� :
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For any r > 0 there exists a small enough e and large enough b such
that E � 10ÿ3r2m. In this case (recalling that n0 � ��B=b�1=2� � 1)

lim sup
t!1

�log t�ÿ1 logE exp ÿtK ~kw�r�
b

� �
� lim sup

t!1
�log t�ÿ1 log exp ÿF log�tK=F �� �

1ÿ 4���B=b�1=2� � 1�2 exp�ÿ10ÿ3r2`2m�
: �8:6�

Using (7.16), we have

lim sup
r!0

lim sup
b!1
e!0

lim sup
t!1

ÿF log�K=F �
log t

� 0 ;

hence, recalling (7.15), we obtain from (8.3) and (8.6)

lim sup
r!0

lim sup
b!1
e!0

lim sup
t!1

log L�t�
log t

� ÿ 2pm
�B� 2b��1� j� : �8:7�

Finally, letting b! 0 (which is the same as n0 !1) and j! 0, we
obtain

lim sup
b!0

lim sup
j!0

lim sup
r!0

lim sup
b!1
e!0

lim sup
t!1

logL�t�
log t

� ÿ 2pm
B

; �8:8�

which completes the proof of the upper bound in (2.7).

9 Discontinuity of the IDS for zero range potentials

In this section we prove Theorem 1.2. Recall the de®nition of
q�0�Q;g;x�f ; f � from (1.9) and that P � Pm is the Poisson process with
density m. Let BR :� B�0;R� be the disk of radius R. It is easy to show
by a standard limiting argument that Theorem 1.2 follows from

Proposition 9.1. Assume m < B
2p. For every E > 0 and 0 < e < 1ÿ 2pm

B

lim
R!1

Pm

�
N�BR; g;E;x� � N�R; e�

�
� 1 ; �9:1�

where N�BR; g;E;x� is the dimension of the maximal subspace of L2�BR�
on which q�0�BR;g;x�f ; f � � Ekf k2 and

N�R; e� � N :� jBRj � B
2p

�
1ÿ 2pm

B
ÿ e
�
:

The idea is to present N functions supported on BR, all having zeros at
the points of the Poisson cloud within a disk of radius R, and with
total energy less than E.
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Temporarily we use complex notation and identify C with R2 as
z � x1 � ix2 � �x1; x2�. Let the random function F �z� be de®ned as

F �z� � FR;x�z� :�
Y

j:juj�x�j�R

�
1ÿ z

uj

�
:

In other words F �z� :� eX �z�, with

X �z� � XR;x�z� :�
Z
juj�R

log
�
1ÿ z

u

�
Px�du�

where fuj�x�gj�1;2;... is the realization of the Poisson process and

P �du� � Px�du� �
X

j

d�uÿ uj�x��du

is the corresponding random Poisson measure. In most cases we shall
omit x from the notation. Let Y �z� :� 2Re X �z� and v�z� � vBR

�z�.
Finally let

Gx�z� :� Fx�z�eÿ
Bjzj2
4 and f �z� � fx�z� :� v�z�Gx�z� :

The basic result is the following

Lemma 9.2 For any g > 0, E > 0 and m < B
2p

lim
R!1

Pm

"
q�0�BR;g;x�fx; fx�
kfxk22

� E

#
� 1 : �9:2�

Postponing the proof of Lemma 9.2 we ®rst show that it implies
Proposition 9.1. For simplicity we let qR;x��; �� :� q�0�BR;g;x��; ��.
Proof of Proposition 9.1. Consider two independent Poisson processes,
P�1� and P�2�, on a common probability space with densities m1 :� m
and m2 :� B

2p

ÿ
1ÿ 2pm

B ÿ e
2

�
. Let S1 and S2 be the corresponding r-

algebras. The sum of these two processes (as the sum
P �1��du� � P �2��du� of random point measures on R2) is again a
Poisson process P� :� P�1� 
P�2� with density m� :�
m1 � m2 � B

2p �1ÿ e=2�. We can apply Lemma 9.2 to this process to
obtain for any E > 0 that

lim
R!1

P�
"

q�R;x�fx; fx�
kfxk22

� E

#
� 1 ; �9:3�

where q�R;x is the quadratic form with obstacle con®guration x from
the process P�.
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Let q�1�R;x be the quadratic form with obstacles only from the P�1�

process, then the distribution of q�1�R;x is the same as that of qR;x in
Proposition 9.1, and certainly q�1�R;x � q�R;x.

Taking conditional probability, we have

lim
R!1

P�2�
(
P�1�

"
q�1�R;x�fx; fx�
kfxk22

� E

�����S2

#)
� 1 : �9:4�

For any g > 0 let Q � Q�R; g� be the following event

Q :� x : P�1�
q�1�R;x�fx; fx�
kfxk22

� E

�����S2

" #
� 1ÿ g

( )
;

which is S2-measurable, and clearly

lim
R!1

P�2� Q�R; g�� � � 1 : �9:5�
The function f � fx factorizes as f �z� � ~f �z�h�z� where

~f �z� � ~fx�z� :� v�z�eÿBjzj2
4 exp

"Z
juj�R

log
�
1ÿ z

u

�
P �1�x �du�

#
and

h�z� � hx�z� � exp

"Z
juj�R

log
�
1ÿ z

u

�
P �2�x �du�

#
�

Y
u:juj�R

P
�2�
x �fug��1

�
1ÿ z

u

�
:

Notice that ~f isS1-measurable and h isS2-measurable. Consider the
following S2-measurable event

R � R�R; e� :�
(

x :
���P �2�x �BR� ÿ m2jBRj

��� < ejBRjB
4p

)
;

then clearly

lim
R!1

P�2� R�R; e�� � � 1 �9:6�
for any ®xed e > 0. On the event R, the function h�z� is a polynomial
of degree at least m2jBRj ÿ ejBRjB

4p � N�R; e�.
Finally consider the event Q�R; g� \R�R; e� which is S2-measur-

able and its probability tends to 1 as R!1 by (9.5) and (9.6). Pick
independently N�R; e� functions h � hx with x 2 Q�R; g� \R�R; e�
using the distribution induced by P�2�. We obtain N�R; e� polynomials
of degree at least N�R; e�. Let h1; h2; . . . ; hN denote them. We claim
that almost surely these are linearly independent.
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For the proof, we can focus on ®xed degree, since polynomials with
di�erent degree are always linearly independent. Hence consider the
conditional measures

P�2�n ��� � P�2� �
��P �2�x BR� � � n
h i

�9:7�
with n � N (this is in fact the n-fold product of uniform measures on
BR). Let h�z� � hx�z� � 1� a1�x�z� . . . an�x�zn i.e, let aj � aj�x� be
the (random) coe�cients, and notice that the (random) roots of h�z�
are the Poisson points fuj�x�gj�1;2;...n taken from the process P�2�n .
Since there is a continuous one-to-one mapping between the sets of
the n roots and the n-tuples of coe�cients by the fundamental theorem
of algebra, and since the joint distribution of the Poisson points under
the conditioning (9.7) is the Lebesgue measure, we obtain that the
distribution of n-tuples of coe�cients of the polynomials h�z�, induced
byP�2�n , is absolutely continuous. But then N random n-tuples (n � N )
are almost surely linearly independent, so are the corresponding
polynomials.

Summarizing, we have shown that for any e; g > 0, with a P�2�-
probability tending to 1 as R!1 and with P�1�-probability bigger
than 1ÿ g, there exist at least N � N�R; e� functions, ~f h1, ~f h2, . . . ~f hN

with energy below E. Letting ®rst R!1, then g! 0 we obtain
Proposition 9.1. (

Finally we have to prove Lemma 9.2. As a preparatory step we
prove some results about the random variable Y �z�.
Lemma 9.3 Suppose that R � jzj and R is large enough. Then

(i)

EY �z� � pmjzj2 ; �9:8�
E
h
Y �z� ÿ EY �z�

i2
� cmjzj2 : �9:9�

(ii) If, in addition, jwj � R� 1, then

E eY �z�ÿY �w�
h i

� exp cm jzÿ wj2 logR� jzÿ wjR
n o� �

�9:10�

Proof of Lemma 9.3 (i)

EY �z� � 2m
Z
juj�R

log
���1ÿ z

u

��� du � 2mjzj2
Z
jyj�jzj=R

log j1ÿ yj
jyj4 dy

(here
R

du and
R

dy refer to the two dimensional Lebesgue integration
on C � R2). By Newton's theorem

R
jyj�r log j1ÿ yj � 2pr log r if r � 1,

hence
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EY �z� � 4pmjzj2
Z 1
jzj=R

log r
r3

dr � 4pmjzj2
Z 1
1

log r
r3

dr � pmjzj2 ;

using jzj � R. Similarly

E
h
Y �z� ÿ EY �z�

i2
� 4m

Z
juj�R

log2
���1ÿ z

u

���du

� 4mjzj2
Z
jyj�jzj=R

log2 j1ÿ yj
jyj4 dy � cmjzj2 :

(ii) Write Y �z� ÿ Y �w� � X1 � X2 with

X1 :� 2

Z
juÿzj�2jzÿwj
juj�R

�
log
���1ÿ z

u

���ÿ log
���1ÿ w

u

����Px�du� ;

X2 :� 2

Z
juÿzj<2jzÿwj
juj�R

�
log
���1ÿ z

u

���ÿ log
���1ÿ w

u

����Px�du� :

Notice that X1 and X2 are independent, hence

E
h
eY �z�ÿY �w�

i
�
h
EeX1

ih
EeX2

i
:

For X1, we have that��� log ���1ÿ z
u

���ÿ log
���1ÿ w

u

������ � cjzÿ wj
jzÿ uj

since
���rf log j1ÿ f

u j
��� � jfÿ ujÿ1 and jfÿ uj is comparable to jzÿ uj

for any f on the segment �z;w�. Therefore (recall that c denotes uni-
versal constants, whose values can change from line to line)

EeX1 � E exp
Z
juÿzj�2jzÿwj
juj�R

cjzÿ wj
jzÿ uj Px�du�

 !

� exp m
Z
juÿzj�2jzÿwj
juj�R

e
cjzÿwj
jzÿuj ÿ 1

h i
du

 !

� exp

 
m
Z
juÿzj�2jzÿwj
juj�R

cjzÿ wj
jzÿ uj du

!
� ecmjzÿwjR :

For X2, we have

EeX2 � exp

 
m
Z
juÿzj<2jzÿwj
juj�R

h
e2 log

��1ÿz
u

��ÿ2 log ��1ÿw
u

�� ÿ 1
i

du

!

� exp

 
m
Z
juÿzj<2jzÿwj
juj�R

h���1� zÿ w
wÿ u

���2 ÿ 1
i

du

!
� ecmjzÿwj2 logR ;
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where we used that jwÿ uj � 1. This completes the proof of Lemma
9.3. (

Proof of Lemma 9.2. Let A�R� be the following event

A�R� :� x : Px

�
B�0;Rÿ1�

�
� 0; Px�BR� ÿ mjBRjj j < mjBRj

n o
:

Clearly
lim

R!1
P
ÿ
A�R�� � 1; �9:11�

hence we can assume that there is no Poisson point in the Rÿ1

neighborhood of the origin and the total number of points in BR is less
than twice its expectation.

To estimate the norm from below, we notice that fx�0� � 1 and for
all jzj � �2R�ÿ1

r fx�z�j jj j � jrfx�z�j � jfx�z�j
 Z

Rÿ1�juj�R

1

jzÿ uj Px�du� � Bjzj
2

!
� cmR3jfx�z�j

with some universal constant c if R is large enough. Here we used the
condition that the total number of obstacles is bounded. Therefore
r log jfx�z�jj j � cmR3, hence jfx�z�j � exp �ÿcmR3jzj� for jzj � �2R�ÿ1,
using fx�0� � 1. Hence jfx�z�j � 1

2 for all jzj � �cmR3�ÿ1 and for large
enough R, and this means for x 2A�R� that

kfxk22 � cmÿ2Rÿ6 : �9:12�
To estimate qR;x�fx; fx�, we notice that it would be exactly zero if
there were no cuto� v � vBR

since P0Gx � 0. Hence, for x 2A�R�

qR;x�fx; fx� � g
Z
juj�R

P0�1ÿ v�Gx� ��u�j j2Px�du�

� Bg
2p

�1ÿ v�Gx

2
2
Px�BR�

� BgmR2

Z
jzj�R
jFx�z�j2eÿ

Bjzj2
2 dz ;

where we used that kP0k2L2!L1 � B
2p (see (2.11) in [5]).

For each k � 1; 2; . . ., ®x Mk :� 2p
������������
R� k
p� �� 1 equidistant points

fzk;igi�1;...Mk
on the circle jzj � R� k. For any point jzj � R there is a

pair of indices �k; i�, i � Mk such that jzÿ zk;ij � jzk;ij1=2. Let
Dk;i :� B

�
zk;i; jzk;ij1=2

�
, then Bc

R � [k;iDk;i. Therefore

qR;x�fx; fx� � BgmR2
X1
k�1

XMk

i�1
eY �zk;i�

Z
z2Dk;i

eY �z�ÿY �zk;i�eÿ
Bjzj2
2 dz : �9:13�
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Using Lemma 9.3 and Chebyshev's inequality

P
�

Y �zk;i� � pmjzk;ij2 � jjzk;ij2
�
� cm

j2jzk;ij2

for any j > 0. Since
P1

k�1
PMk

i�1 jzk;ijÿ2 ! 0 as R!1, we have

lim
R!1

P
�
B�R;j�

�
� 1 ; �9:14�

where B�R;j� is the following event:

B�R;j� :�
(

x : max
k�1;2;...

i�1;2;...Mk

Y �zk;i� � �pm� j�jzk;ij2
)

:

Hence, using (9.13) and part (ii) of Lemma 9.3, we obtain for R large
enough

E qR;x�fx; fx�1
�
B�R; j� \A�R�

�h i
�9:15�

� BgmR2
X1
k�1

XMk

i�1
exp

�
pm� 2jÿ B

2

�
jzk;ij2

� � Z
z2Dk;i

E
�
eY �z�ÿY �zk;i�

�
dz

� BgmR2
X1
k�1

XMk

i�1
jDk;ij exp

" 
pm� 2jÿ B

2

!
jzk;ij2:

� cm
�
jzk;ij logR� jzk;ij1=2R

�#

� cBgmR2 exp

 
pm� 3jÿ B

2

!
R2

" #
:

We also used that jzk;ij � R� 1, jzÿ zk;ij � jzk;ij1=2 for z 2 Dk;i, hence
B
2 jzj2 �

ÿ
B
2 ÿ j

�jzk;ij2 for R � R�j;B�. Combining this with (9.12), we
conclude that

lim
R!1

E
qR;x�fx; fx�
kfxk22

� 1 A�R� \B�R; j�� �
" #

� 0

for any j < 1
3

�
B
2 ÿ pm

�
. Together with (9.11) and (9.14) this completes

the proof of Lemma 9.2. (
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