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#### Abstract

For lattice distributions a convolution of two signed Poisson measures proves to be an approximation comparable with the normal law. It enables to get rid of cumbersome summands in asymptotic expansions and to obtain estimates for all Borel sets. Asymptotics can be constructed two-ways: by adding summands to the leading term or by adding summands in its exponent. The choice of approximations is confirmed by the Ibragimov-type necessary and sufficient conditions.
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## 1. Introduction

It would not be an exaggeration to say that the normal approximation plays the leading role in limit theorems. However for continuous distributions it fits much better than for discrete ones. Indeed, the differences in supports rule out a possibility to use total variation or any other stronger than uniform metric. Moreover, even in uniform metric it is impossible to apply the standard Edgeworth expansion, see Gnedenko and Kolmogorov (1968, p. 212). Two approaches are usually used to cope with those problems. The first approach is to replace integral CLT and its refinements by the sum of local theorems, i.e. to replace the normal law by the sum of normal densities - see, for example, Bhattacharya and Ranga Rao (1976), Chap. 5. Unfortu-

[^0]nately such approximation is not infinitely divisible. The second approach is to add cumbersome summands (such as $S(x)=$ $\left.\sum_{0}^{\infty}(2 \pi v)^{-1} \sin (2 \pi v x)\right)$ to the Edgeworth expansion compensating by this the jumps of lattice distributions, see Esseen (1945), Ibragimov and Linnik (1971, p. 100). In fact, both above-mentioned approaches provide much evidence that, for lattice distributions, the normal approximation is not that very natural and some its lattice analogue is needed.

The main purpose of this paper is to show that even in general situations the normal distribution can be replaced by a convolution of Poisson and signed Poisson measure. Such convolution is infinitely divisible and its 'probabilities' can be expressed in Bessel functions. This makes such approximation appropriate for calculations. Moreover, the resemblance in supports enables us to obtain estimates for all Borel sets. Asymptotic expansions can be constructed retaining not only latticeness but also infinite divisibility.

Further we need the following notation. Let be $E_{a}$ the distribution concentrated at a point $a, E \equiv E_{0}$. Products and powers of measures are defined in the convolution sense: $F G=F * G, F^{n}=F^{* n}, F^{0}=E$. For any signed measure of bounded variation $W$ we denote by $W(x)=W\{(-\infty, x)\}$ - the analogue of the distribution function, by $\exp \{W\}=\sum_{k=0}^{\infty} W^{k} / k!-$ its exponential measure, by $|W|=\sup _{x}$ $|W\{(-\infty, x)\}|=\sup _{x}|W(x)|-$ the analogue of the uniform distance, by $\|W\|$ - the total variation norm of $W$ and by $\widehat{W}(t)=$ $\int_{-\infty}^{\infty} \exp \{$ it $x\} W\{d x\}$ - its Fourier-Stieltjes transform. Note that $\widehat{\exp }\{W\}(t)=\exp \{\widehat{W}(t)\}$ and $\widehat{E}(t)=1$.

Let $W$ be concentrated on integers. We denote $l_{r}, 1 \leqslant r<\infty$ (we use the notation $l_{r}$ instead of a more common $l_{p}$ ) metrics by

$$
\begin{equation*}
|W|_{r}=\left(\sum_{k=-\infty}^{\infty}|W\{k\}|^{r}\right)^{1 / r} . \tag{1.1}
\end{equation*}
$$

Evidently for lattice $W$ we have $\|W\|=|W|_{1}$. However, understanding the utmost importance of the total variation norm we also use the first notation. It is a well-known fact that the total variation is equivalent to the total variation distance, i.e.,

$$
\begin{equation*}
\|W\| / 2 \leqslant \sup _{B}|W\{B\}| \leqslant\|W\|, \tag{1.2}
\end{equation*}
$$

where the supremum is taken over all Borel sets. Note that

$$
\begin{equation*}
|W| \leqslant\|W\|, \quad|W V| \leqslant|W|\|V\| \tag{1.3}
\end{equation*}
$$

for any two finite measures.

The local distance we denote by

$$
\begin{equation*}
|W|_{\infty}=\sup _{k}|W\{k\}| . \tag{1.4}
\end{equation*}
$$

Definition. Let $\lambda \in \mathbb{R}$ and let $F$ be a distribution. Then $\exp \{\lambda(F-E)\}$ is called signed compound Poisson (SCP) measure. A special case of SCP measure, when $F=E_{a}$ (i.e. when we have a measure $\exp \left\{\lambda\left(E_{a}-E\right)\right\}$ ) is called the signed Poisson ( $S P$ ) measure.

It must be noted that, for $\lambda<0$, SCP is not a distribution but rather a signed measure. It remains, however, infinitely divisible and always has a finite variation.

In probability theory the elements of signed approximations are not rare. Thus, for example, Le Cam (1960) used a signed compound Binomial approximation. Properties of SCP measures are discussed in Cuppens (1975). However, the turning point in SCP theory were the papers of Presman (1983) and Kornya (1983). Since then SCP measures were applied in actuarial mathematics by Hipp (1986), Dhaene and De Pril (1994), in statistics by Kruopis (1986a), in limit theorems by Kruopis (1986b), Čekanavičius (1991, 1996, 1997), and in probabilistic number theory by Šiaulys and Čekanavičius (1989). See also references in the aforementioned papers.

In this paper we consider one of the most classical situations: a sequence of lattice identically distributed random variables. For our purposes it is more convenient to use distributional notation, thus we usualy write convolutions instead of sums.

Let us assume that $\xi$ has a distribution $F$ and $F$ does not depend on $n$,
$F$ is concentrated on integers with the greatest common divisor equal to 1 ,
$\xi$ has finite variance and $E \xi=\mu, D \xi=\sigma^{2}$.
Note that $\left(L_{1}\right)$ means that $\xi$ is nondegenerate. In fact, any lattice variable can be normed by its maximum span and suitably centered to fulfill $\left(L_{1}\right)$. Thus, all results of this paper can be reformulated for any lattice distribution in the obvious manner.

Further on we use the same notation $C(\cdot)$ for all positive constants depending only on the indicated argument. For example, $C(F)$ is used for all constants depending on $F$. By $\theta$ we denote all quantities satisfying $|\theta| \leqslant C(F)$.

Now we shall introduce the main approximation of this paper. Set

$$
\begin{equation*}
D=\exp \left\{\frac{\left(\sigma^{2}+\mu\right)}{2}\left(E_{1}-E\right)+\frac{\left(\sigma^{2}-\mu\right)}{2}\left(E_{-1}-E\right)\right\} . \tag{1.7}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\widehat{D}(t)=\exp \left\{\frac{\left(\sigma^{2}+\mu\right)}{2}\left(\mathrm{e}^{\mathrm{i} t}-1\right)+\frac{\left(\sigma^{2}-\mu\right)}{2}\left(\mathrm{e}^{-\mathrm{i} t}-1\right)\right\} . \tag{1.8}
\end{equation*}
$$

If $|\mu| \leqslant \sigma^{2}$ then $D$ is the convolution of two Poisson distributions, but if $|\mu|>\sigma^{2}$ then $D$ is the convolution of Poisson law and signed Poisson measure, i.e. it becomes a signed measure. This, however is not a serious fault because any asymptotic expansion is not a distribution. In this sense $D$ is nothing but a Poisson distribution with one member of asymptotics in the exponent.

Approximation $D$ was introduced by Kruopis (1986a,b) who used factorial moments rather than mean and variance. He also proposed to call it the normal - Poisson approximation. Indeed, $D$ is Poisson structured and, for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\widehat{D}(t)=\exp \left\{\mathrm{i} t \mu-\frac{\sigma^{2} t^{2}}{2}+\theta|t|^{3}\right\}, \quad|\theta| \leqslant C(F) \tag{1.9}
\end{equation*}
$$

Though Kruopis (1986b) remarked that $D^{n}$ is uniformly close to $F^{n}$ even in the general case, he thoroughly explored the Bernoulli case only. His other results employ only the uniform distance and the remainder terms have unestimated summands. In comparison to Kruopis (1986b) we use much weaker assumptions and stronger metrics. Our approach to the asymptotics of $D$ also differs from that used by Kruopis.

The structure of this paper is the following. In Section 2 we introduce asymptotic expansions. In Section 3 we show that those expansions are close to $F^{n}$ in $l_{r}$ metrics, provided $F$ has a sufficient number of moments. In Section 4 we explore Ibragimov's necessary and sufficient conditions and prove that they are as much natural for approximation of lattice distributions by $D^{n}$, as they are natural for approximation of continuous distributions by the normal law. In concluding remarks we discuss some possible extensions and refinements of the obtained results.

## 2. Construction of asymptotics for $\boldsymbol{D}$

In this Section we discuss three possible ways of construction of asymptotics. The first and the most general one is so-called Bergström expansion, see Bergström (1951). For its construction no assumptions are needed. Set

$$
\begin{equation*}
B_{s}=D^{n}+\sum_{j=1}^{s-1}\binom{n}{j} D^{n-j}(F-D)^{j} \tag{2.1}
\end{equation*}
$$

From the practical point of view it is more convenient to use infinitely divisible measures whenever we encounter $n$-fold convolutions. Note that $B_{s}$ has $n$-order convolutions only of the infinitely divisible measure $D$. Meanwhile the largest power of $F$ in (2.1) equals $s-1$. The second advantage is that $B_{S}$ is a long expansion independently of the number of finite moments of $F$. Bergström expansion does not depend on dimension and can be used in general spaces, see Bentkus (1984), Nagaev and Chebotarev (1989). However, if some number of finite moments exists, it is more reasonable to use a simpler structured expansion.

Let $\Gamma_{k}$ be $k^{\prime}$ th cumulant of $F,(k=3,4, \ldots)$ and let $A_{k}$ be $k$ 'th moment of $F$, i.e.,

$$
\begin{align*}
\widehat{F}(t) & =1+\mathrm{i} t \mu+\sum_{k=2}^{s-1} A_{k} \frac{(\mathrm{i} t)^{k}}{k!}+\mathrm{o}\left(|t|^{s-1}\right), \quad \text { as } t \rightarrow 0,  \tag{2.2}\\
\ln \widehat{F}(t) & =\mathrm{i} t \mu-\frac{\sigma^{2} t^{2}}{2}+\sum_{k=3}^{s-1} \Gamma_{k} \frac{(\mathrm{i} t)^{k}}{k!}+\mathrm{o}\left(|t|^{s-1}\right), \quad \text { as } t \rightarrow 0 . \tag{2.3}
\end{align*}
$$

In Čekanavičius (1997) we proposed to construct asymptotics in the exponent for the normal distribution and also for a very special case of SP. Now we shall use the same ideas for the construction of asymptotics for $D$. Note that, for all $t \in \mathbb{R}$,

$$
\begin{equation*}
|\widehat{D}(t)|=\exp \left\{-\sigma^{2}(1-\cos t)\right\}=\exp \left\{-2 \sigma^{2} \sin ^{2}(t / 2)\right\} \tag{2.4}
\end{equation*}
$$

The main idea is to replace in (2.3) all the powers of $t^{k}$ by the powers of $\left(\mathrm{e}^{\mathrm{i} t a}-1\right)^{k}$ retaining some analogue of (2.4). The main advantage of ( $\mathrm{e}^{\mathrm{i} t a}-1$ ) with respect to $t$ is that, for all $t \in \mathbb{R}$, and integer $a$ it satisfies two inequalities simultaneously:

$$
\begin{equation*}
\left|\mathrm{e}^{\mathrm{i} t a}-1\right| \leqslant 2, \quad \text { and } \quad\left|\mathrm{e}^{\mathrm{i} t a}-1\right|^{2} \leqslant a^{2} 4 \sin ^{2}(t / 2) \tag{2.5}
\end{equation*}
$$

Asymptotics in the exponent are constructed step by step. The algorithm is the following. In the first step we replace $i t \mu-\sigma^{2} t^{2} / 2$ by $\left(\sigma^{2}+\mu\right)\left(\mathrm{e}^{\mathrm{i} t}-1\right) / 2+\left(\sigma^{2}-\mu\right)\left(\mathrm{e}^{-\mathrm{i} t}-1\right) / 2$ and obtain

$$
\begin{align*}
\mathrm{i} t \mu-\frac{\sigma^{2} t^{2}}{2}+\sum_{k=3}^{s-1} \Gamma_{k} \frac{(\mathrm{i} t)^{k}}{k!}= & \frac{\left(\sigma^{2}+\mu\right)}{2}\left(\mathrm{e}^{\mathrm{i} t}-1\right)+\frac{\left(\sigma^{2}-\mu\right)}{2}\left(\mathrm{e}^{-\mathrm{i} t}-1\right) \\
& +\sum_{k=3}^{s-1}\left(\Gamma_{k}-\frac{\left(\sigma^{2}+\mu\right)}{2}-(-1)^{k} \frac{\left(\sigma^{2}-\mu\right)}{2}\right) \frac{(\mathrm{i} t)^{k}}{k!} \\
& +\theta|t|^{s} \tag{2.6}
\end{align*}
$$

Set $\omega_{3}=\Gamma_{3}-\mu$. Now we shall replace $\omega_{3}(\mathrm{i} t)^{3} / 6$ by $\lambda_{3}(\exp \{\mathrm{i}$ $\operatorname{ta}(3)\}-1)^{3}$, where $\lambda_{3}$ has the same sign as $\omega_{3}$ and satisfies the equation

$$
a^{3}(3) \lambda_{3}=\omega_{3} / 6, \quad \text { where } a(3)=\left[\frac{\left|\omega_{3}\right|}{\sigma^{2}} 2^{5}\right]+1 .
$$

Here [.] means the integer part.
Thus, we have that, for some coefficients $\omega_{j}, j=4,5, \ldots$ and for all $t \in \mathbb{R}$,

$$
\begin{gather*}
\lambda_{3}\left(\mathrm{e}^{\mathrm{i} t a(3)}-1\right)^{3}=\omega_{3} \frac{(\mathrm{i} t)^{3}}{6}+\sum_{k=4}^{s-1} \omega_{k} \frac{(\mathrm{it} t)^{k}}{k!}+\theta|t|^{s},  \tag{2.7}\\
\left|\lambda_{3}\left(\mathrm{e}^{\mathrm{i} t a(3)}-1\right)^{3}\right| \leqslant 2\left|\lambda_{3} \| \mathrm{e}^{\mathrm{i} t a(3)}-1\right|^{2} \leqslant 8 \sin ^{2}(t / 2)\left|\lambda_{3}\right| a^{3}(3) / a(3) \\
 \tag{2.8}\\
\leqslant 2^{-2} \sigma^{2} \sin ^{2}(t / 2) .
\end{gather*}
$$

The next step is to replace $\left(\Gamma_{4}-\sigma^{2}-\omega_{4}\right)(\mathrm{i} t)^{4} / 4$ ! by some $\lambda_{4}$ $(\exp \{\operatorname{ita}(4)\}-1)^{4}$, where $a(4)$ is a natural number and $\lambda_{4}$ satisfies assumptions that lead to the analogue of (2.7) and (2.8). In general the algorithm of replacement of $\omega(\mathrm{i} t)^{k} / k!$ by $\lambda_{k}(\exp \{\operatorname{ita}(k)\}-1)^{k}$ is the following. Let $\lambda_{k}$ be of the same sign as $\omega_{k}$ and let

$$
\begin{equation*}
\lambda_{k} a^{k}(k)=\omega / k!, \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
a(k)=\left[|\omega|^{1 /(k-2)} \sigma^{-2 /(k-2)} 2^{(2 k-1) /(k-2)}\right]+1 . \tag{2.10}
\end{equation*}
$$

After $s$ steps, for all $t \in \mathbb{R}$, we get

$$
\begin{align*}
\mathrm{i} t \mu-\frac{\sigma^{2} t^{2}}{2}+\sum_{k=3}^{s-1} \Gamma_{k} \frac{(\mathrm{i} t)^{k}}{k!}= & \frac{\left(\sigma^{2}+\mu\right)}{2}\left(\mathrm{e}^{\mathrm{i} t}-1\right)+\frac{\left(\sigma^{2}-\mu\right)}{2}\left(\mathrm{e}^{-\mathrm{i} t}-1\right) \\
& +\sum_{k=3}^{s-1} \lambda_{k}\left(\mathrm{e}^{\mathrm{i} t a(k)}-1\right)^{k}+\theta|t|^{s} . \tag{2.11}
\end{align*}
$$

Moreover, due to the construction

$$
\begin{align*}
\sum_{k=3}^{s-1}\left|\lambda_{k}\left(\mathrm{e}^{\mathrm{i} t(k)}-1\right)^{k}\right| & \leqslant\left.\sum_{k=3}^{s-1}\left|\lambda_{k}\right|\right|^{k-2} a^{2}(k) 4 \sin ^{2}(t / 2) \\
& \leqslant \sum_{k=3}^{s-1} 2^{k} \sin ^{2}(t / 2) \sigma^{2} 2^{1-2 k} \leqslant \frac{\sigma^{2}}{2} \sin ^{2}(t / 2) \tag{2.12}
\end{align*}
$$

Set

$$
\begin{align*}
D_{s}=\exp \{ & \frac{\left(\sigma^{2}+\mu\right)}{2}\left(E_{1}-E\right) \\
& \left.+\frac{\left(\sigma^{2}-\mu\right)}{2}\left(E_{-1}-E\right)+\sum_{k=3}^{s-1} \lambda_{k}\left(E_{a(k)}-E\right)^{k}\right\} . \tag{2.13}
\end{align*}
$$

Assume that $F$ has a finite absolute moment of order $s \geqslant 3$. By (2.11), (2.12) and the relations between cumulants and moments, for all $t \in \mathbb{R}$, we have

$$
\begin{align*}
& \left|\widehat{D}_{s}(t)\right| \leqslant \exp \left\{-\frac{3 \sigma^{2}}{2} \sin ^{2} \frac{t}{2}\right\}  \tag{2.14}\\
& \left|\widehat{F}(t)-\widehat{D}_{s}(t)\right| \leq C(F, s)|t|^{s} \tag{2.15}
\end{align*}
$$

After a quite standard calculation we also get that, for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\left|\widehat{F}^{\prime}(t)-\widehat{D}_{s}^{\prime}(t)\right| \leqslant C(F, s)|t|^{s-1} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left(\widehat{F}(t) \mathrm{e}^{-\mathrm{i} t \mu}\right)^{\prime}\right| \leqslant C(F)|t|, \quad\left|\left(\widehat{D}_{s}(t) \mathrm{e}^{-\mathrm{i} t \mu}\right)^{\prime}\right| \leqslant C(F, s)|t| \tag{2.17}
\end{equation*}
$$

$D_{s}$ is both infinitely divisible and lattice. Note that the construction of $D_{s}$ is quite arbitrary and other $\lambda_{k}$ and $a(k)$ can be selected provided the relation (2.11) is fulfilled and the analogue of (2.14) holds. Here we presented just one of the possibilities.

If we want to construct asymptotics by adding summands to $D$, then we should put down some of the expansion in the exponent. Kruopis (1986b) considered one of such expansions based on factorial moments. Here we shall introduce a different approach based on cumulants. For the sake of brevity we shall use only a short expansion. We can write formally

$$
\begin{equation*}
\widehat{F}^{n}(t)=\exp \{n \ln \widehat{F}(t)\}=\widehat{D}^{n}(t)\left(1+n\left(\Gamma_{3}-\mu\right) \frac{(\mathrm{i} t)^{3}}{3!}+\cdots\right) \tag{2.18}
\end{equation*}
$$

Now let us replace $(\mathrm{i} t)^{3}$ by $\left(\mathrm{e}^{\mathrm{i} t}-1\right)^{3}$. Note that in this case we do not need the analogue of (2.8). Moreover, the replacement is not unique. Indeed, we can use $\left(1-\mathrm{e}^{-\mathrm{i} t}\right)\left(\mathrm{e}^{\mathrm{i} t}-1\right)^{2}$ etc. Set

$$
\begin{equation*}
K_{3}(n)=D^{n}\left(E+n \frac{\Gamma_{3}-\mu}{6}\left(E_{1}-E\right)^{3}\right) \tag{2.19}
\end{equation*}
$$

If we want to get a longer expansion then evidently we should take more summands in (2.18) and replace $(\mathrm{i} t)^{k}$ by some $\lambda_{k}\left(\mathrm{e}^{\mathrm{i} t}-1\right)^{k}$ in a manner analogous to the construction of $D_{s}$ with the only exception that the analogue of (2.14) is unnecessary.

We shall end this Section by formulating important consequences of the conditions (1.5), $\left(L_{1}\right)$ and (1.6). It is easy to check that, if those conditions are satisfied then, for some $0<\varepsilon \leqslant \pi$,

$$
\begin{equation*}
|\widehat{F}(t)| \leqslant \mathrm{e}^{-C(F) t^{2}}, \quad \text { if }|t| \leqslant \varepsilon \tag{2.20}
\end{equation*}
$$

Moreover, for any $0<\varepsilon \leqslant \pi$ and all $\varepsilon \leqslant|t| \leqslant \pi$,

$$
\begin{equation*}
|\widehat{F}(t)|^{n} \leqslant \mathrm{e}^{-n C(F, \varepsilon)}, \tag{2.21}
\end{equation*}
$$

see Gnedenko and Kolmogorov (1968, p. 234). Note also that from (2.14) we get that, for $|t| \leqslant \pi$,

$$
\begin{equation*}
\left|\widehat{D}_{s}(t)\right| \leqslant \mathrm{e}^{-C(F, s) t^{2}} . \tag{2.22}
\end{equation*}
$$

## 3. Estimates in $\ell_{\mathrm{r}}$ metric

Throughout this Section we assume that $1 \leqslant r<\infty$ is a fixed number, $s$ is a natural number and by writing $\mathrm{O}\left(n^{-s}\right)$ we consider $n \rightarrow \infty$.

As we have mentioned previously, Bergström expansions require a very little amount of information. The following long expansion requires only the existence of three absolute moments.
Theorem 3.1. Let $F$ satisfy conditions (1.5), (1.6) and ( $L_{1}$ ) and let

$$
\int_{-\infty}^{\infty}|x|^{3} F\{d x\}=\beta<\infty
$$

Then, for any fixed $s \geqslant 1$,

$$
\begin{gather*}
\left|F^{n}-B_{s}\right|_{r}=\mathrm{O}\left(n^{-s / 2-(r-1) /(2 r)}\right)  \tag{3.1}\\
\left|F^{n}-B_{s}\right|_{\infty}=\mathrm{O}\left(n^{-(s+1) / 2}\right) \tag{3.2}
\end{gather*}
$$

Corollary 3.1. Under the conditions of Theorem 3.1

$$
\begin{equation*}
\left\|F^{n}-B_{s}\right\|=\mathrm{O}\left(n^{-s / 2}\right) \tag{3.3}
\end{equation*}
$$

If $F$ has the $s$ 'th finite absolute moment we can apply the approximation $D_{s}$.

Theorem 3.2. Let $F$ satisfy (1.5), (1.6) and $\left(L_{1}\right)$ and have finite s'th absolute moments. Then

$$
\begin{equation*}
\left|F^{n}-D_{s}^{n}\right|_{r}=\mathrm{O}\left(n^{-(s-2) / 2-(r-1) /(2 r)}\right) \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
\left|F^{n}-D_{s}^{n}\right|_{\infty}=\mathrm{O}\left(n^{-(s-1) / 2}\right) . \tag{3.5}
\end{equation*}
$$

Corollary 3.2. Under the conditions of Theorem 3.2

$$
\begin{equation*}
\left\|F^{n}-D_{s}^{n}\right\|=\mathrm{O}\left(n^{-(s-2) / 2}\right) . \tag{3.6}
\end{equation*}
$$

We can apply $K_{3}(n)$ too.
Theorem 3.3. Let $F$ satisfy (1.5), (1.6) and $\left(L_{1}\right)$ and have finite third absolute moment. Then

$$
\begin{gather*}
\left|F^{n}-K_{3}(n)\right|_{r}=\mathrm{O}\left(n^{-1-(r-1) /(2 r)}\right),  \tag{3.7}\\
\left|F^{n}-K_{3}(n)\right|_{\infty}=\mathrm{O}\left(n^{-3 / 2}\right)  \tag{3.8}\\
\left\|F^{n}-K_{3}(n)\right\|=\mathrm{O}\left(n^{-1}\right) \tag{3.9}
\end{gather*}
$$

Before proving theorems we shall discuss some aspects of their application. In all cases the fast Fourier transform can be used for calculation of 'probabilities'. However it is evident that, in fact, $B_{s}$ is not as convenient as the remaining two approximations, because in $B_{s}$ the initial distribution $F$ is used (not only its moments). Thus $B_{s}$ to some extent can be viewed as an intermediate approximation. For $K_{3}(n)$ it is possible to use some recursion algorithm. Indeed, let

$$
P(m)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{-\mathrm{i} t m} \widehat{D}^{n}(t) d t
$$

Then $P(m)$ satisfies a simple recursion formula

$$
\begin{equation*}
\left(\mu-\sigma^{2}\right) P(m+1)=2 m P(m)+\left(\sigma^{2}+\mu\right) P(m-1) . \tag{3.10}
\end{equation*}
$$

But $K_{3}(n)$ can be expressed in $P(m)$ 's as follows

$$
\begin{align*}
K_{3}(n)\{m\}= & P(m)+n \frac{\left(\Gamma_{3}-\mu\right)}{6} \\
& \times(P(m-3)-3 P(m-2)+3 P(m-1)-P(m)) . \tag{3.11}
\end{align*}
$$

Now for calculation (3.10) can be applied. Note that $P(0), P(1), P(-1)$ can be calculated with a given accuracy directly from the inversion formula. Besides $P(m)$ can be expressed in Bessel functions. For example, let $\sigma^{2}+\mu \geqslant 0$ and $\sigma^{2}-\mu<0$. Then

$$
P(m)=\mathrm{e}^{-\sigma^{2}}\left(\sigma^{2}+\mu\right)^{m / 2}\left|\sigma^{2}-\mu\right|^{-m / 2} J_{m}\left(\sqrt{\left|\sigma^{4}-\mu^{2}\right|}\right)
$$

where $J_{m}$ is the Bessel function of the first kind. For other values of $\mu$ and $\sigma$ analogous formulas can be obtained.

Now we pass onto the proofs of theorems. The following auxiliary result is needed.

Lemma 3.1. Let $\Delta$ be a measure of finite variation concentrated on integers. Then

$$
\begin{gather*}
|\Delta|_{r} \leqslant\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}|\widehat{\Delta}(t)|^{r /(r-1)} d t\right)^{(r-1) / r}, \text { for } r \geqslant 2  \tag{3.12}\\
|\Delta|_{\infty} \leqslant \frac{1}{2 \pi} \int_{-\pi}^{\pi}|\widehat{\Delta}(t)| d t  \tag{3.13}\\
|\Delta| \leqslant \frac{1}{4} \int_{-\pi}^{\pi} \frac{|\widehat{\Delta}(t)|}{|t|} d t . \tag{3.14}
\end{gather*}
$$

If, in addition, $\sum_{k}|k \| \Delta\{k\}|<\infty$ then for all $a \in \mathbb{R}, b>0$ and $1 \leqslant r<2$

$$
\begin{align*}
|\Delta|_{r} \leqslant & (1+b \pi \sqrt{r /(2-r)})^{(2-r) /(2 r)} \\
& \times\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}|\widehat{\Delta}(t)|^{2}+\frac{2-r}{r b^{2}}\left|\left(\mathrm{e}^{-\mathrm{i} t a} \widehat{\Delta}(t)\right)^{\prime}\right|^{2} d t\right)^{1 / 2} \tag{3.15}
\end{align*}
$$

The relation (3.13) follows directly from the inversion formula. The relation (3.14) is a well-known Tsaregradskii's inequality, see Tsaregradskii (1958). Proof of other relations can be found in Siaulys and Cekanavičius (1988).

Proof of Theorem 3.1. For the sake of brevity we write $\widehat{F}, \widehat{D}, B_{s}, C$ instead of $\widehat{F}(t), \widehat{D}(t), \widehat{B}_{s}(t), C(F, s, r, \varepsilon)$. Note that $C$ is used for different constants. By the Bergström (1951) identity we have

$$
\begin{equation*}
\left|\widehat{F}^{n}-\widehat{B}_{s}\right|=\left|\sum_{j=s}^{n}\binom{j-1}{s-1} \widehat{F}^{n-j}(\widehat{F}-\widehat{D})^{s} \widehat{D}^{j-s}\right| \tag{3.16}
\end{equation*}
$$

Let $|t| \leqslant \varepsilon$, where $\varepsilon$ is defined by (2.20). Then

$$
\left|\widehat{F}^{n}-\widehat{B}_{s}\right| \leqslant \sum_{j=s}^{n}\binom{j-1}{s-1} \mathrm{e}^{-(n-s) C t^{2}}|\widehat{F}-\widehat{D}|^{s}
$$

$$
\begin{equation*}
\leqslant C n^{s} \mathrm{e}^{-n C t^{2}}|t|^{3} \leqslant C n^{-s / 2} \mathrm{e}^{-n C t^{2}} . \tag{3.17}
\end{equation*}
$$

By (2.21) and (2.22) we obtain, for $\varepsilon \leqslant|t| \leqslant \pi$,

$$
\begin{equation*}
\left|\widehat{F}-\widehat{B}_{s}\right| \leqslant C n^{s} \mathrm{e}^{-n C}=\mathrm{O}\left(n^{-(s+1) / 2}\right), \quad \text { as } n \rightarrow \infty . \tag{3.18}
\end{equation*}
$$

From (3.17), (3.18) and (3.13) we get (3.2). Quite analogously we prove (3.1) for $r \geqslant 2$. Now let $1 \leqslant r<2$. Then, taking $a=(n-s) \mu$, for all $|t| \leqslant \varepsilon$ by (2.17) and (2.18) we obtain

$$
\begin{align*}
\left|\left(\left(\widehat{F}^{n}-\widehat{B}_{s}\right) \mathrm{e}^{-\mathrm{i} t a}\right)^{\prime}\right| & \leqslant \sum_{j=s}^{n}\binom{j-1}{s-1}\left|\left(\left(\widehat{F} \mathrm{e}^{-\mathrm{i} t \mu}\right)^{n-j}\left(\widehat{D} \mathrm{e}^{-\mathrm{i} t \mu}\right)^{j-s}(\widehat{F}-\widehat{D})^{s}\right)^{\prime}\right| \\
& \leqslant C \mathrm{e}^{-n C t^{2}} n^{s}\left(n|t|^{1+3 s}+|t|^{3(s-1)+2}\right) \\
& \leqslant C \mathrm{e}^{-n C t^{2}} n^{-(s-1) / 2} \tag{3.19}
\end{align*}
$$

From (2.21) and (2.22) we get that, for $\varepsilon \leqslant|t| \leqslant \pi$,

$$
\begin{equation*}
\left|\left(\mathrm{e}^{-\mathrm{i} t a}\left(\widehat{F}^{n}-\widehat{B}_{s}\right)\right)^{\prime}\right|^{2}=\mathrm{O}\left(n^{-s / 2-(r-1) / 2 r}\right) . \tag{3.20}
\end{equation*}
$$

Putting $b=\sqrt{n}$ in (3.15) and taking into account (3.17)-(3.20) we get the assertion of the theorem.
Proof of Theorem 3.2. From (2.21) and (2.22) we see that it suffices to get the estimates only for $|t| \leqslant \varepsilon$. But, for $|t| \leqslant \varepsilon$,

$$
\begin{align*}
\left|\widehat{F}^{n}-\widehat{D}_{s}^{n}\right| & \leqslant n \max \left(|\widehat{F}|^{n-1},\left|\widehat{D}_{s}\right|^{n-1}\right)\left|\widehat{F}-\widehat{D}_{s}\right| \leqslant C n \mathrm{e}^{-n C t^{2}}|t|^{s} \\
& \leqslant C \mathrm{e}^{-n C t^{2}} n^{-(s-2) / 2} \tag{3.21}
\end{align*}
$$

and

$$
\begin{aligned}
\left|\left(\mathrm{e}^{-\mathrm{i} t(n-1) \mu}\left(\widehat{F}^{n}-\widehat{D}_{s}^{n}\right)\right)^{\prime}\right| & \leqslant \sum_{j=1}^{n}\left|\left(\left(\widehat{F} \mathrm{e}^{-\mathrm{i} t \mu}\right)^{n-j}\left(\widehat{D}_{s} \mathrm{e}^{-\mathrm{i} t \mu}\right)^{j-1}\left(\widehat{F}-\widehat{D}_{s}\right)\right)^{\prime}\right| \\
& \leqslant C n\left(n|t|^{1+s}+|t|^{s-1}\right) \mathrm{e}^{-n C t^{2}} \\
& \leqslant C \mathrm{e}^{-n C t^{2}} n^{-(s-3) / 2}
\end{aligned}
$$

Applying Lemma 3.1 with $a=(n-1) \mu, b=\sqrt{n}$ we get the assertion of the theorem.

Proof of Theorem 3.3. By the properties of metrics we have

$$
\begin{gathered}
\left|F^{n}-K_{3}(n)\right|_{r} \leqslant\left|F^{n}-B_{2}\right|_{r}+\left|B_{2}-K_{3}(n)\right|_{r} \\
\left|B_{2}-K_{3}(n)\right|_{r} \leqslant n\left|D^{n-1}(F-D)(E-D)\right|_{r} \\
\quad+n\left|D^{n}\left(F-D-\frac{\Gamma_{3}-\mu}{6}\left(E_{1}-E\right)^{3}\right)\right|_{r}
\end{gathered}
$$

Now we should apply Theorem 3.1 and Lemma 3.1 (once with $b=\sqrt{n}$ and $a=(n-1) \mu$ and once with $b=\sqrt{n}$ and $a=n \mu$ ). As all calculations are quite analogous to the previous ones we omit the remaining part of the proof.

Remark. Proof of the Theorem 3.3 demonstrates one of the properties of Bergström expansions, i.e., their usefulness as the intermediate results.

## 4. Necessary and sufficient conditions

Ibragimov was the first who established necessary and sufficient conditions for the rate of convergence to the normal distribution, see Ibragimov (1966, 1967). Later Ibragimov's conditions were reformulated and generalized in many directions, see, Bikelis (1972), Rozovskii (1978), Michel (1983) and references therein. However in this paper we shall stick to the original Ibragimov version, because it clearly demonstrates that the most appropriate case for the normal approximation is the case when $F$ satisfies Cramer's (C) condition, i.e.,

$$
\begin{equation*}
\lim \sup _{|t| \rightarrow \infty}|\widehat{F}(t)|<1 \tag{C}
\end{equation*}
$$

For lattice distributions the lattice structured approximation is more natural. To this goal we shall show that $D_{s+3}^{n}$ is close to $F^{n}$ for all Borel sets. Let $\xi$ have a distribution $F$ which satisfies (1.5), (1.6) and has finite cumulants $\Gamma_{3}, \Gamma_{4}, \ldots, \Gamma_{s+2}$. Let $F_{\eta}$ correspond to $\eta=(\xi-\mu) / \sigma$. Cumulants of $F_{\eta}$ we denote by $\mu_{1}, \mu_{2}, \ldots, \mu_{s+2}$. Let $D_{s+3}$ be constructed as in (2.13), i.e. $D_{s+3}$ has the same form as in (2.13) and $\lambda_{j}, a(j)$ are such that

$$
\begin{equation*}
\widehat{D}_{s+3}(t / \sigma)=\mathrm{e}^{\mathrm{i} t \mu / \sigma} h_{s}(t) \exp \left\{\theta|t|^{s+3}\right\}, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{s}(t)=\exp \left\{-\frac{t^{2}}{2}+\sum_{k=3}^{s+2} \frac{(\mathrm{it})^{k}}{k!} \mu_{k}\right\} . \tag{4.2}
\end{equation*}
$$

Besides, for all $t \in \mathbb{R}$

$$
\begin{equation*}
\left|\widehat{D}_{s+3}(t)\right| \leqslant \exp \left\{-\frac{3 \sigma^{2}}{2} \sin ^{2} \frac{t}{2}\right\} \tag{4.3}
\end{equation*}
$$

Now we can formulate the main result of this Section.
Theorem 4.1. For the relation

$$
\begin{equation*}
\left\|F^{n}-D_{s+3}^{n}\right\|=\mathrm{O}\left(n^{-(s+\delta) / 2}\right) \tag{4.4}
\end{equation*}
$$

$s=1,2, \ldots, 0<\delta<1$ to hold it is necessary (and, for $F$ satisfying $\left(L_{1}\right)$, sufficient) that the condition

$$
\begin{equation*}
\int_{|x-\mu|>z}|x-\mu|^{s+2} d F=\mathrm{O}\left(z^{-\delta}\right), \quad z \rightarrow \infty \tag{4.5}
\end{equation*}
$$

be satisfied.
For the relation (4.4) to hold with $\delta=1$ it is necessary (and, for $F$ satisfying $\left(L_{1}\right)$ sufficient) that the conditions (4.5) and

$$
\begin{equation*}
\int_{\mu-z}^{\mu+z}(x-\mu)^{s+3} d F=\mathrm{O}(1), z \rightarrow \infty \tag{4.6}
\end{equation*}
$$

be satisfied.
Conditions (4.5)-(4.6) are the well-known Ibragimov conditions for the uniform normal approximation, see Ibragimov (1966). In fact, we shall prove a stronger proposition, namely we shall show that (4.5)-(4.6) are necessary for

$$
\begin{equation*}
\left|F^{n}-D_{s+3}^{n}\right|=\mathrm{O}\left(n^{-(s+\delta) / 2}\right), \tag{4.7}
\end{equation*}
$$

and sufficient for (4.4). By the properties of distances

$$
\begin{equation*}
\left|F^{n}-D_{s+3}^{n}\right| \leqslant\left\|F^{n}-D_{s+3}^{n}\right\| . \tag{4.8}
\end{equation*}
$$

Therefore, (4.7) will follow immediately from (4.4) and (4.8). Moreover, from (4.8) we shall get that (4.5) and (4.6) are necessary and sufficient for (4.7).

Proof of Theorem 4.1. Necessary part. Ibragimov $(1966,1967)$ proved that (4.5)-(4.6) are necessary and sufficient for the closeness of the normed sum to the standard normal distribution. We shall prove the necessity of (4.5) and (4.6) by induction. Let $s=0$. Then $D_{s+3}=$ $D_{3}=D$. From Ibragimov's (1966) paper we have that (4.5) and (4.6) are necessary for

$$
\begin{equation*}
\left|F^{n}-\Phi(n \mu, \sigma \sqrt{n})\right|=\mathrm{O}\left(n^{-\delta / 2}\right) \tag{4.9}
\end{equation*}
$$

where $\Phi(n \mu, \sigma \sqrt{n})$ is the normal distribution with the mean $n \mu$ and variance $n \sigma^{2}$. Applying variant of Esseen's smoothing lemma from Petrov (1975, Chap. 5, Th.1) we get

$$
\left|D^{n}-\Phi(n \mu, \sigma \sqrt{n})\right| \leqslant C \int_{-\pi}^{\pi}\left|\widehat{D}(t)-\exp \left\{\mathrm{i} t n \mu-n \sigma^{2} t^{2} / 2\right\}\right| \frac{d t}{|t|}+C
$$

$$
\begin{equation*}
\times \int_{|y| \leqslant C}\left|D^{n}(x+y)-D^{n}(x)\right| d y \tag{4.10}
\end{equation*}
$$

By (3.13) and (2.22)

$$
\begin{align*}
\left|D^{n}(x+y)-D^{n}(x)\right| & \leqslant C(|y|+1) \max _{k}\left|D^{n}\{k\}\right| \\
& \leqslant \frac{C(|y|+1)}{2 \pi} \int_{-\pi}^{\pi}\left|\widehat{D}^{n}(t)\right| d t \leqslant C(|y|+1) n^{-1 / 2} \tag{4.11}
\end{align*}
$$

On the other hand, the first integral in (4.10) is also majorized by $C(F) n^{-1 / 2}$. Hence

$$
\begin{equation*}
\left|D^{n}-\Phi(n \mu, \sigma \sqrt{n})\right|=\mathrm{O}\left(n^{-1 / 2}\right) \tag{4.12}
\end{equation*}
$$

Taking into account (4.12) and (4.8) we see that from (4.4) it follows (4.7) and, subsequently, (4.9). The conditions (4.5)-(4.6) are necessary for (4.9). The necessary part, for $s=0$, is proved. Now let (4.4)-(4.6) be satisfied for some $s$, i.e., let them be necessary for

$$
\begin{equation*}
\left|F^{n}-D_{s+3}^{n}\right|=\mathrm{O}\left(n^{-(s+\delta) / 2}\right) \tag{4.13}
\end{equation*}
$$

We shall prove that then (4.5), (4.6)(with $s+1$ ) are necessary for

$$
\begin{equation*}
\left|F^{n}-D_{s+4}^{n}\right|=\mathrm{O}\left(n^{-(s+1+\delta) / 2}\right) \tag{4.14}
\end{equation*}
$$

Just as in Ibragimov (1967) set

$$
A(t)=\left\{\begin{array}{lc}
t(1-t) h^{n}(t / \sqrt{n}), & t \in[0,1] \\
0, & t \notin[0,1]
\end{array}\right.
$$

Let $\tilde{A}(x)$ be the Fourier transform of $A(t)$. Then by the properties of uniform distance

$$
\left|F^{n}-D_{s+4}^{n}\right|=\sup _{x}\left|F_{\eta}^{n}(\sqrt{n} x)-E_{-\mu n / \sigma \sqrt{n}} D_{s+4}^{n}(\sqrt{n} \sigma x)\right|=\sup _{x}|\Delta(x)|,
$$

say .
By Parseval's identity

$$
\begin{equation*}
\left|\int_{0}^{1} \frac{\widehat{\Delta}(t)}{\mathrm{i} t} A(t) d t\right| \leqslant \int_{-\infty}^{\infty}|\Delta(x) \| \tilde{A}(x)| d x=\mathrm{O}\left(n^{-(s+1+\delta) / 2}\right) \tag{4.15}
\end{equation*}
$$

But by (4.1)

$$
\begin{equation*}
\widehat{\Delta}(t)=\widehat{F}_{\eta}^{n}(t / \sqrt{n})-h_{s+1}(t / \sqrt{n}) \exp \left\{\theta|t|^{s+4} n^{-(s+2) / 2}\right\} . \tag{4.16}
\end{equation*}
$$

Ibragimov (1967) proved that, for $|t| \leqslant 1$,

$$
\begin{equation*}
g_{s+1}(t)=h_{s+1}^{n}(t / \sqrt{n}) \exp \left\{\mathrm{O}\left(|t|^{s+2} n^{-(s+2) / 2}\right)\right\}, \quad n \rightarrow \infty . \tag{4.17}
\end{equation*}
$$

From (4.15)-(4.17) it is not difficult to obtain

$$
\begin{equation*}
\left|\int_{0}^{1}\left(\widehat{F}_{n}^{n}(t / \sqrt{n})-g_{s+1}(t)\right) \frac{A(t)}{\mathrm{i} t} d t\right|=\mathrm{O}\left(n^{-(s+1+\delta) / 2}\right) \tag{4.18}
\end{equation*}
$$

But Ibragimov (1967) proved that (4.18) and necessity of (4.5)-(4.6) for $s$ imply the necessity of (4.5)-(4.6) for $s+1$. Thus, the necessary part is proved.

Sufficient part. Ibragimov (1967) proved that (4.5)-(4.6) imply

$$
\begin{equation*}
\widehat{F}_{\eta}(t)=h_{s}(t) \exp \left\{\mathrm{O}\left(|t|^{s+2+\delta}\right)\right\} \quad t \rightarrow 0, \quad 0<\delta \leqslant 1 \tag{4.19}
\end{equation*}
$$

Therefore, for some $\varepsilon_{1}$ by (4.1) and (4.19) we get

$$
\begin{array}{rlr}
\widehat{F}(t) & =\mathrm{e}^{\mathrm{i} t \mu_{s}} h_{s}(t \sigma) \exp \left\{\theta|t|^{s+2+\delta}\right\}, & \text { for }|t| \leqslant \varepsilon_{1} \\
\widehat{D}_{s+3}(t) & =\mathrm{e}^{\mathrm{i} t} h_{s}(t \sigma) \exp \left\{\theta|t|^{s+2+\delta}\right\} & \text { for all }|t| \leqslant \pi . \tag{4.21}
\end{array}
$$

Let $\beta_{1}, \beta_{2}, \ldots$ be the moments of $\eta$. Then, just like in Ibragimov (1966), (1967) we get that

$$
\begin{align*}
\left|\widehat{F}_{\eta}(t)-\sum_{k=0}^{s+2} \frac{(\mathrm{i} t)^{k}}{k!} \beta_{k}\right| & =\mathrm{O}\left(|t|^{s+2+\delta}\right), \\
\left|\widehat{F}_{\eta}^{\prime}(t)-\left(\sum_{k=0}^{s+2} \frac{(\mathrm{i} t)^{k}}{k!} \beta_{k}\right)^{\prime}\right| & =\mathrm{O}\left(|t|^{s+1+\delta}\right) . \tag{4.22}
\end{align*}
$$

After quite standard calculation from (4.20)-(4.22) and (4.3) we get that, for some $0<\varepsilon_{2} \leqslant \pi$ and all $|t| \leqslant \varepsilon_{2}$,

$$
\begin{aligned}
& \left|\widehat{F}(t)-\widehat{D}_{s+3}(t)\right| \leqslant C\left(F, \varepsilon_{3}\right)|t|^{s+2+\delta} \\
& \left|\widehat{F}^{\prime}(t)-\widehat{D}_{s+3}^{\prime}(t)\right| \leqslant C\left(F, \varepsilon_{3}\right)|t|^{s+1+\delta}
\end{aligned}
$$

But by (2.21) and (2.22), for $|t|>\varepsilon_{2}$, all $|\widehat{F}(t)|^{n},\left|\widehat{D}_{s+3}(t)\right|^{n}$ and their derivatives vanish exponentially. Thus to end the proof it suffices to proceed as in Theorem 3.1.

Of course, it is also possible to use $K_{3}(n)$ or other expansions. For example, let us consider $K_{3}(n)$ and the uniform distance. According to Ibragimov (1967) the conditions (4.5)-(4.6) can be replaced by the condition on characteristic function. We shall use the same approach.

Theorem 4.2. For the relation

$$
\begin{equation*}
\left|F^{n}-K_{3}(n)\right|=\mathrm{O}\left(n^{-(1+\delta) / 2}\right), \quad 0<\delta \leqslant 1 \tag{4.23}
\end{equation*}
$$

to hold it is necessary (and, for $F$ satisfying $\left(L_{1}\right)$, sufficient) that

$$
\begin{equation*}
\widehat{F}(t)=\exp \left\{\mathrm{i} t \mu-\frac{\sigma^{2} t^{2}}{2}+\Gamma_{3} \frac{(\mathrm{i} t)^{3}}{6}+\mathrm{O}\left(|t|^{3+\delta}\right)\right\} \tag{4.24}
\end{equation*}
$$

Proof. Ibragimov (1967) proved that from (4.5) and (4.6) it follows (4.24). Now the necessary part can be proved analogously to the necessary part in Theorem 4.1 and the sufficient part follows from (4.24) and (3.14).

## 5. Concluding remarks

Asymptotic expansion in the exponent of Section 2 is not the only possible one. In fact, $\lambda_{k}$ and $a(k)$ can be chosen in an arbitrary way provided (2.11) and (2.12) hold true. The idea of fitting as much moments as possible lead Rachev and Rüschendorf (1990) to the 'scaled' Poisson approximations. However, their approach means that the approximated distribution and the approximating distribution have different maximal spans - and all problems, analogous to those of normal approach, remain.

The estimates of this paper are obtained for the scheme of sequences. If we require in addition that $F\{0\}, F\{1\}>0$ then it is possible to reformulate all results in the general scheme of series, where the dependence of $C(F)$ on $F$ will be explicit. The main difference in the proofs is the following estimate

$$
\begin{align*}
|\widehat{F}(t)|^{2} & =\left(F\{0\}+\sum_{1}^{\infty} F\{j\} \cos (t j)\right)^{2}+\left(\sum_{1}^{\infty} F\{j\} \sin (t j)\right)^{2} \\
& \leqslant F^{2}\{0\}+2 F\{0\} \sum_{1}^{\infty} F\{j\} \cos (t j)+\left(\sum_{1}^{\infty} F\{j\}\right)^{2} \\
& \leqslant 1-2 F\{0\} \sum_{1}^{\infty} F\{j\} \sin ^{2}(t j / 2) \\
& \leqslant \exp \left\{-2 F\{0\} F\{1\} \sin ^{2}(t / 2)\right\} \tag{5.1}
\end{align*}
$$

which holds for all $t \in \mathbb{R}$.

Assuming more of finite moments it is not difficult to get the lower estimates. In this case the Theorem 2 from Šiaulys and Cekanavičius (1988) can be applied.

Example 5.1. Let $F, D$ be as defined in Sections 1-2. Assume that $F$ has a finite fourth moment $A_{4}$ and let

$$
\left|\mu+3 \mu \sigma^{2}+\mu^{3}-A_{3}\right|>0, \quad \text { where } A_{3}=\int x^{3} F\{d x\}
$$

Directly applying aforementioned theorem we get that for all $n \geqslant 3$

$$
\begin{equation*}
\left|F^{n}-D^{n}\right| \geqslant C(F) n^{-1 / 2} . \tag{5.2}
\end{equation*}
$$

So far in this paper we considered identically distributed summands (i.e. $F^{n}$ ). Now we give one example of approximation of sum with nonidentically distributed summands.

Example 5.2. Let us consider the Wilcoxon signed rank statistic. The well known fact is that this statistic is uniformly close to the normal distribution. Moreover, it can be decomposed in the sum of independent nonidentically distributed two-valued random variables. In the terms of distributions (denoting by $F_{n}$ the distribution of Wilcoxon statistic) we have

$$
F_{n}=\prod_{j=1}^{n}\left(\frac{1}{2} E+\frac{1}{2} E_{j}\right)=\prod_{j=1}^{n} F(j), \text { say . }
$$

Note that

$$
\begin{equation*}
\widehat{F}_{n}(t)=\prod_{j=1}^{n}\left(1 / 2+\mathrm{e}^{\mathrm{i} t j} / 2\right) \tag{5.3}
\end{equation*}
$$

The mean and the variance of $F_{n}$ respectively are

$$
\begin{equation*}
\mu(n)=n(n+1) / 4, \quad \sigma^{2}(n)=n(n+1)(2 n+1) / 24 . \tag{5.4}
\end{equation*}
$$

Let $D_{n}$ be defined as in Section 2, i.e.,

$$
\begin{equation*}
D_{n}=\exp \left\{\frac{\sigma^{2}(n)+\mu(n)}{2}\left(E_{1}-E\right)+\frac{\sigma^{2}(n)-\mu(n)}{2}\left(E_{-1}-E\right)\right\} . \tag{5.5}
\end{equation*}
$$

We have that $D_{n}=\prod_{1}^{n} D(j)$, where

$$
\begin{equation*}
\widehat{D}(j)(t)=\exp \left\{\frac{\left(2 j+j^{2}\right)}{8}\left(\mathrm{e}^{\mathrm{i} t}-1\right)+\frac{\left(j^{2}-2 j\right)}{8}\left(\mathrm{e}^{-\mathrm{i} t}-1\right)\right\} . \tag{5.6}
\end{equation*}
$$

In Quine (1994) it was shown that for $|t|>C_{1} / n$

$$
\begin{equation*}
\left|\widehat{F}_{n}(t)\right| \leqslant \mathrm{e}^{-C_{2} n} \tag{5.7}
\end{equation*}
$$

Proceeding just as in Section 3 we establish that for $|t| \leqslant C_{1} / n$

$$
\begin{gather*}
|\widehat{F}(j)(t)-\widehat{D}(j)(t)| \leqslant C\left(|t|+|t|^{3} j^{3}\right)  \tag{5.8}\\
\left|\left(\widehat{F}(j)(t) \mathrm{e}^{-\mathrm{i} t j / 2}\right)^{\prime}-\left(\widehat{D}(j)(t) \mathrm{e}^{-\mathrm{i} t j / 2}\right)^{\prime}\right| \leqslant C\left(1+t^{2} j^{3}\right)  \tag{5.9}\\
\left|\left(\widehat{F}(j)(t) \mathrm{e}^{-\mathrm{i} t j / 2}\right)^{\prime}\right|,\left|\left(\widehat{D}(j)(t) \mathrm{e}^{-\mathrm{i} t j / 2}\right)^{\prime}\right| \leqslant C|t| j^{2}  \tag{5.10}\\
\prod_{j=1}^{n}|\widehat{F}(j)(t)| \leqslant C \exp \left\{-C n^{3} t^{2}\right\}, \quad \prod_{j=1}^{n}|\widehat{D}(j)(t)| \leqslant C \exp \left\{-C n^{3} t^{2}\right\} \tag{5.11}
\end{gather*}
$$

From (5.7)-(5.11) it is not difficult to obtain

$$
\begin{equation*}
\left\|F_{n}-D_{n}\right\|=\mathrm{O}\left(n^{-1 / 2}\right) \tag{5.12}
\end{equation*}
$$

Thus we see that, just as in the identically distributed case, the order of the estimate is the same as for the normal approximation, but (unlike the normal case) it holds for all Borel sets.
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