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Abstract

We consider continuous-time random walks on a random locally finite subset of R?
with random symmetric jump probability rates. The jump range can be unbounded.
We assume some second-moment conditions and that the above randomness is left
invariant by the action of the group G = R? or G = Z?. We then add a site-exclusion
interaction, thus making the particle system a simple exclusion process. We show that,
for almost all environments, under diffusive space—time rescaling the system exhibits
a hydrodynamic limit in path space. The hydrodynamic equation is non-random and
governed by the effective homogenized matrix D of the single random walk, which
can be degenerate. The above result covers a very large family of models including
e.g. simple exclusion processes built from random conductance models on Z? and on
crystal lattices (possibly with long conductances), Mott variable range hopping, simple
random walks on Delaunay triangulations, random walks on supercritical percolation
clusters.
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1 Introduction

The simple exclusion process is a fundamental interacting particle system obtained
by adding a site-exclusion interaction to multiple random walks [26]. We assume here
that particles lie on a random locally finite subset of R (a simple point process) and
allow the jump probability rates to be random as well, but symmetric (i.e. they do not
depend on the orientation of the jump). We require that the law of the environment
is stationary and ergodic w.r.t. the action of a group G of R¢-translations, G being
the full group of translations or a subgroup isomorphic to Z?. Under weak second
moment assumptions on the jump rates and a percolation assumption assuring the
existence of the process, we then prove for almost all environments that the simple
exclusion process admits a hydrodynamic limit (HL) in path space with hydrodynamic
equation d;p = V - (DVp), D being the non random effective homogenized matrix
associated to a single random walk (D can also be degenerate). The above result (stated
in Theorem 4.1 in Sect.4) covers a very large class of simple exclusion processes
in symmetric random environments, e.g. those obtained by adding a site-exclusion
interaction to random walks on Z¢ and on general crystal lattices with random (possibly
arbitrarily long) conductances, to random walks performing a Mott variable range
hopping, to simple random walks on Delaunay triangulations [18] or on supercritical
percolation clusters (in Sect.5 we discuss some examples). In Sect.2 we provide a
brief presentation of our class of models and our main result, without insisting on
technicalities (faced in the subsequent sections). We discuss below how the present
work relates with the existing literature, the strategy we have followed and the most
original aspects of our contribution.

Given a realization of the environment the resulting simple exclusion process is
non-gradient. The usual derivation of the HL for non-gradient interacting particle
systems based on the method introduced by Varadhan and further developed by Quastel
(cf. [26, 34, 39]) is very technical. It becomes even harder in the disordered case
(cf. [14, 35]). On the other hand, for disordered simple exclusion processes with
symmetric jump rates one can try to avoid the non-gradient machinery by exploiting
some duality property between the particle system and the single random walk and
some averaging property of the single random walk. This was first realized by Nagy in
[33] for the simple exclusion process on Z with symmetric random jump rates. Nagy’s
analysis had two main ingredients: a representation of the exclusion process in terms
of compensated Poisson processes and the Markov semigroup of the random walk (see
[33, Eq. (12), (13)] and a quenched CLT for the random walk uniformly in the starting
point (see [33, Theorem 1]). Nagy’s representation (coming from duality) has been
further generalized in [9, 10] and in [10] we showed that Nagy’s second ingredient can
be replaced but a suitable homogenization result of the L2-Markov semigroup of the
random walk. The advantage comes from the fact that homogenization requires much
weaker assumptions than quenched CLT’s (moreover, it is also more natural from a
physical viewpoint: the light bulb turns on because of the motion of many electrons and
not of a single one). One advantage of the approach based on Nagy’s representation
and homogenization is that one can prove the HL without proving the uniqueness of
the weak solution of the Cauchy problem associated to the hydrodynamic limit. On
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Hydrodynamic limit of simple exclusion processes... 1095

the other hand, one gets the HL at a fixed macroscopic time (in the form usually stated
e.g. in [26]) but not in path space.

To gain the HL in path space, one has to prove the tightness of the empirical mea-
sure. This has been achieved in [22] by developing the method of corrected empirical
measure (initially introduced in [24]). This method again relies on duality and on
homogenization property of the resolvent of the random walk. Once proved the tight-
ness one can proceed in two ways. If a uniqueness result for the Cauchy problem is
available, one can try to push further the analysis of the corrected empirical measure
and characterize all limit points of the empirical measures as in [22]. Otherwise, one
can try to extend Nagy’s representation and use homogenization (or some averaging,
in general) to get the HL for a fixed time, avoiding results of uniqueness. This has
revealed useful e.g. for the subdiffusive system considered in [16], where a quenched
CLT for varying and converging initial points was used instead of homogenization.

Of course, the above strategies have been developed in specific contexts and not
in full generality. The applications to other models require some work, already in the
choice of the right function spaces and topologies. In our proof we used the corrected
empirical measure and homogenization to prove tightness. To proceed we have pre-
sented the two independent routes: by proving uniqueness for the Cauchy problem in
weak form we characterize the limit points of the empirical measure continuing to work
with the corrected one; alternatively we prove in “Appendix C” Nagy’s representation
in our context and use homogenization to get the HL at a fixed time.

We comment now how our result differs from the previous contributions concerning
the diffusive HL of simple exclusion processes in symmetric environments. The main
novelty is the huge class of models for which the HL has been proved. In particular,
(i) we go beyond the lattice (Z? or toroidal) structure and deal with a very broad
range of random environments including geometrically amorphous ones (think e.g.
to a simple exclusion process on a Poisson point process), (ii) our assumptions on
the jump rates are minimal and given by 2nd moment assumptions plus a percolation
assumption for Harris’ percolation argument, (iii) we remove ellipticity conditions on
the jump rates and treat also the case of degenerate effective homogenized matrix D,
(iv) the jump range can be unbounded. Concerning Item (i) we point out that to gain
such a generality we have used the theory of G-stationary random measures, where
G="R4 74 (cf. [20, 21, 25]), in order to fix our general setting in Sect. 3. This also
allows to describe the ergodic properties of the environment in terms of the Palm
distribution. To achieve the HL in great generality we needed the same generality for
the homogenization results. This part, which has also an independent interest, has been
presented in the companion work [12], where our homogenization analysis is based
on 2-scale convergence. Although [12] has been preliminary to the present work, here
we have kept the presentation self-contained.

For completeness, we point out that Theorem 4.1 includes also as very special cases
the HL in [10, 33, 36] (for the part concerning non-dynamical random environments
in [36]). We recall that in [36] the authors prove the HL for the random conductance
model on Z¢ with possibly time-dependent random conductances in a given interval
[a,b], with 0 < a < b < +oo. Finally, we point out that for reversible but not
symmetric jump rates the homogenization results in [12] for a single random walk
still hold, but the duality properties of the simple exclusion process fail. An explicit
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example is given by the simple exclusion process with site disorder treated in [14,
35]. In general, for reversible but not symmetric jump rates, the hydrodynamic limit
is expected to be described by the non-linear equation d;p = V - (D(p)Vp) with a
density-dependent diffusion matrix D(p). As rigorously proved in [35, Theorem 1] in
the case of site-disorder, D (0) is expected to coincide with the effective homogenized
matrix D associated to a single random walk.

Outline of the paper In Sect.2 we give a non-technical presentation of setting and
results. In Sect.3 we present more precisely our setting and basic assumptions for
the single random walk. In Sect.4 we state our HL (see Theorem 4.1). In Sect.5 we
discuss some examples. In Sect. 6 we recall the homogenization results from [12] used
in the proof of Theorem 4.1. In Sect.7 we present the graphical construction of the
simple exclusion process and analyze its Markov semigroup. In Sect.8 we collect
some results concerning duality. In Sect.9 we recall some properties of the space M
of Radon measures on R and of the Skorohod space D([0, T], M) and show the
uniqueness of the weak solution of the Cauchy problem. In Sect. 10 we study the
family of typical environments, for which the HL will be proved. In Sect. 11 we prove
Theorem 4.1. In “Appendix A” we present a model satisfying all our assumptions for
which the effective homogenized matrix D is nonzero but degenerate. “Appendix B”
concerns the proof of Proposition 7.4. In “Appendix C” we give an independent proof
of the HL for fixed times by proving Nagy’s representation in our context and by using
homogenization.

2 Overview

In this section we give a brief presentation of our context and results postponing a
detailed discussion to Sects. 3 and 4. Not surprisingly, this story starts with a probability
space (2, F, P). Here are the other characters: the group G acting on the probability
space and acting by translations on R¢, a simple point process and a family of jump
probability rates.

The group G can be R or Z¢ (the former endowed with the Euclidean distance,
the latter with the discrete topology). G is a measurable space endowed with the Borel
o-algebra and it acts on (£2, F, P) by a family of maps (8;)gei, with 8, : Q — €,
such that

O =1,
Og 00y =0gy, forallg, g €G, (D
themap G x Q 3 (g, w) = Oy € Q is measurable.

The group G acts also on the space R? by translations. We denote its action by
(Tg)geG» Where 74 : RY — R is given by

TeX =x+gvi+--+g8wva, &=(81,...,8) €, (@)
for a fixed basis vy, . . ., vz of R%. For many applications, Tox = x + g. When dealing

with processes on general lattices (as e.g. the triangular or hexagonal lattice on R?),
the general form (2) is more suited (see Sect. 5).
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Hydrodynamic limit of simple exclusion processes... 1097

We assume to have a simple point process on R¢ defined on our probability space. In
particular, to each w €  we associate a locally finite subset & C R? by a measurable
map Q2 3 w — ® € N. Above, N is the measurable space of locally finite subsets of
R? with o-algebra generated by the sets {|® N A| = n}, where A C R is Borel and
n € N (cf. [5]). As discussed in [5] one can introduce a metric d on A such that the
above o -algebra equals the Borel o -algebra.

Finally, we fix a measurable function

c:QxRIxRY 3 (0, x,y) > cxy(0) € [0, +00), A3)

symmetric in x, y: ¢y,y(@) = ¢y x(®). As it will be clear below, only the value of
Cx,y(w) withx # y in @ will be relevant. Hence, without loss of generality, we take

crx(@) =0and ¢y y(w) =0if {x, y} ¢ &. 4)

All the above objects are related by G-invariance. As detailed in Sect. 3, we assume
that P is stationary and ergodic for the action (6g),ci. We recall that stationarity
means that P o 6, I'= P forall g € G, while ergodicity means that P(A) = 1 for all
translation invariant sets A € F, i.e. such that9,A = A for all g € G (we can identity
G with a subset of Euclidean translations by (2), thus motivating our terminology).
We also assume that, for P-a.a. w € Q and for all g € G, it holds

000 = T_4(&), )
Cry(Og0) = Crpx (@) Vx,y € R (6)

The minus sign in (5) could appear ugly, but indeed if one identifies & with the counting
measure [, (A) 1= g(® N A), one would restate (5) as (g, (A) = [,(TgA) for all
A C R? Borel.

Given the environment w, we will introduce by the standard graphical construction
the simple exclusion process on @ with probability rate cy,,(w) for a jump between
x and y when the exclusion constraint is satisfied. As discussed in Sect.7 this simple
exclusion process is a Feller process whose Markov semigroup on C ({0, 1}*) has
infinitesimal generator £, acting on local functions as

Lof) =Y cey@n@) (1 —nm) [f0™) = fa]. ne{0.1}*. (7

XED YED

Above and in what follows, {0, 1}* is endowed with the product topology and
Cc{o, 1}‘;’) denotes the space of continuous functions on {0, 1}‘7’ endowed with the
uniform topology. We recall that a function f on {0, 1}% is called local if £ (n) depends
on 7 only through 7(x) with x varying among a finite set. The configuration n*-” is
obtained from 7 by exchanging the occupation variables at x and y, i.e.
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1098 A. Faggionato

ny) ifz=ux,
@) = {nkx) ifz=y, (8)
n(z) otherwise.

The generator L, given in (7) can be thought of as an exchange operator:

Lof= Y coy@[for") —rm]. ©)

{x,y}Cco

When the starting configuration is given by a single particle, the dynamics reduces
to a random walk in random environment, denoted by X{. In Sects. 3 and 4 we will
fix basic assumptions assuring the existence of the above processes for all times for
P-a.a. w.

We can now present the content of our Theorem 4.1 (see Sect.4), in which we
show that, under suitable weak assumptions, for P-a.a. environments « the above
simple exclusion process admits a hydrodynamic limit under diffusive rescaling. More
precisely, for P-a.a. w the following holds. Fix an initial macroscopic profile given by
a Borel function py : R4 — [0, 1]. Suppose that for any ¢ > 0 the simple exclusion
process starts with an initial distribution m, such that

Ef(}ms ‘ed Zw(EX)n(X) - /Rd e(X)po(x)dx| > e | =0 Vg e Cc(RY).
XED

Call P}, ,_ the law of the exclusion process on  with initial distribution m, and

generator £ ~2L,,. Then for all T > 0 one has

lim P m, | Sup ‘sd Z(p(sx)m(x) — /Rd ox)p(x,t)dx| >8] =0 Vo € CC(Rd),
XED

&0 0<t<T

where p : R? x [0,00) — R is given by p(x,t) := P;po(x), (Pr);>0 being the
Markov semigroup on bounded measurable functions of the Brownian motion with
diffusion matrix 2D.

Above D is the so called effective homogenized matrix. D is a d x d symmetric
non-negative matrix, admitting a variational characterization in terms of the Palm
distribution Py associated to P (cf. Definition 3.3). D is related to the homogenization
properties of the diffusively rescaled random walk ¢ X g’_zt on e as discussed in [12].
Some of these properties are collected in Proposition 6.1.

3 Basic assumptions and homogenization

In this section we describe our setting and our basic assumptions for the single random
walk X’ (hence the site-exclusion interaction does not appear here). The context is
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the same of [12] with the simplification that the jump rates are symmetric, hence the
counting measure on & is reversible for X¢.

We first fix some basic notation. We denote by ey, ..., e; the canonical basis of
R?, by £(A) the Lebesgue measure of the Borel set A C R?, by a - b the standard
scalar product of a, b € R¥. Given a topological space W, without further mention,
W will be thought of as a measurable space endowed with the o -algebra B(W) of its
Borel subsets. A is the space of locally finite subset {x;} of R?. A/ is endowed with
a metric such that the Borel o -algebra B(\) is generated by the sets {|® N A| = n},
where A € B(Rd) and n € N (cf. [5]).

Recall that G acts on the probability space (€2, F, P) by (05)gec [see (1)] and that
P is assumed to be stationary and ergodic for this action. Moreover, G acts on R? by
(tg) e, Where [cf. (2)]

ex=x+Vg,  V:i=[uvl --|vl (10)
Above, V is the matrix with columns given by the basis vectors vy, v, ..., vy, fixed
once and for all.
We set
A ={tivi +---+tgvg : (t1, ..., t7) € [0, 1)d}. (11

Given x € R?, the G-orbit of x is defined as the set {tex : g € GJ.
If G = R, then the G-orbit of the origin of R¢ equals R?. In this case we introduce
the function g : RY — G as follows:

x=10=Vg = g(x):=g. (12)

Simply, for each x € R4, glx) = V~=lx. When V =1 (as in many applications), we
have T,x = x + g and therefore g(x) = x.

IfG = Z9, A is a set of G-orbit representatives for the action (1g) geG. We introduce
the functions B : R — A and g : R? — G as follows:

x=Tgxandx € A = B(x) =X, g(x) =g. (13)

Hence, given x € R4, ¥ denotes the unique element of A such that x and x are in the
same G-orbit, and g(x) denotes the unique element in G such that x = 74(y)X.

3.1 Anexample withG = Z9and V # [

Although we will discuss several examples in Sect.5, our mathematical objects for
G = Z? and V # T could appear very abstract at a first sight. To have in mind
something concrete to which refer below, we present an example related to the random
walk and the simple exclusion process on the infinite cluster of the supercritical site
Bernoulli percolation on the hexagonal lattice (see Sect.5 for a further discussion).
Consider the hexagonal lattice graph £ = (V, &) in R?, partially drawn in Fig. 1. V
and &£ denote respectively the vertex set and the edge set. The vectors vy, vy in Fig. 1
form a fundamental basis for the hexagonal lattice.
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Fig.1 The parallelogram
corresponds to the fundamental
cell A, the vectors vy, v are the
columns of V, {0, a} equals
VNA

We take © := {0, 1}V endowed with the product topology and with the Bernoulli
product probability measure P with supercritical parameter p. We set G := Z?. The
action (Hg)gezz is given by O(g, gy = (Wx—g v —grvy)xeV If @ = (wx)yey (note
that vy, vo are 2d vectors and not coordinates, while (g1, g2) € Z2). Trivially, P is
stationary and ergodic for this action. The action of ZZ on R? is given by the translations
T(g1,80)X =X + g1v1 + gov2. Note that V = [vy|vz].

The cell A in (11) is here the fundamental cell of the lattice £ given by the parallelo-
gram with ticked border in Fig. 1 (one has to remove the upper and right edges). Indeed,
V =U,e747¢{0, a} and {0, a} = VN A. Then the map f : R? — Ain (13)is the map
B(x) := x where x is the unique element of A such that x = X mod Zv 4 Zv;. More-
over, the map g : R? — Z? in (13) assigns to x the only element g = (g1, g2) € Z>
such that x € T,A = A + grvg + g2v2.

We now describe the simple point process @. As p is supercritical, for P-a.a. @
the set {x € V : wy = 1} has a unique infinite connected component C(w) inside the
lattice £. We set @ := C(w). To extend this definition to all w, we set C(w) := 0 if @
does not have a unique infinite connected component.

3.2 Palm distribution

We recall that we have a simple point process on RY defined on our probability space
(2, F, P). This means that to each w €  we associate a locally finite subset ® C R4
by a measurable map 2 > v — ® € N. We now recall the definition of Palm
distribution Py associated to our simple point process by distinguishing between two
main cases and a special subcase. For a more detailed discussion we refer to [12]
and references therein. We remark that our treatment reduces to the one in [5] when
G=RL,Q=N.0=w,V =IGe 1ex =x+g)and by = T_o0 = 0 — g.
When G = R and in the special discrete case treated below, the Palm distribution
Po can be thought of as the probability measure P conditioned to the event {0 € ®}.
For the special discrete case see (18) below, while for G = R4 some care is required
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Hydrodynamic limit of simple exclusion processes... 1101

as the above event has zero P-probability (see [5, 40] for more details). We will write
E[-] and Eg[-] for the expectation w.r.t. P and Py, respectively.l
e Case G = R?. The intensity of the simple point process @ is defined as

m :=E[n (c?)ﬂ [0, 1)d)]. (14)

We will assume that m € (0, +00). By the G-stationarity of P we have m¢(B) =
E [jj (c?) N B)] for any B € B(R?). Then the Palm distribution Py is the probability
measure on (£2, F) such that, for any U € B(RY) with 0 < £(U) < oo (£(U) is the
Lebesgue measure of U),

1
Po(A) ::W/de(w) 3 1aymw).  YAeF. (15)

xeonU

One can check that Py has support inside the set Qp := {w € Q : 0 € @}.
e Case G = Z“. The intensity of the simple point process & is defined as

m:=E[t(®NA)]/A). (16)

By the G-stationarity of P, m¢(B) = E[& (B)] for any B € B(R?) which is an
overlap of translated cells 7, A with g € G. We will assume that m € (0, 4-00). Then
the Palm distribution Py is the probability measure on (2 x A, F ® B(A)) such that

I(A)/de(a)) Z Ta(w, x), VA e F @ B(A). a7

XeONA

Po(A) =

me

Po has support inside Q¢ := {(w, x) € L X A : x € &}.

Note that in the Example of Sect. 3.1, the set N A equals {0, a}NC(w), a being as in
Fig. 1. Moreover, ¢ = {(w,0) : w € 2, 0 € C(w)}U{(w,a) : w € 2, a € C(w)}.

e Special discrete case: G = 74,V =Tand & C Z¢ Vo € S [see (10)]. This is a
subcase of the previous one and in what follows we will call it simply special discrete
case. Due to its relevance in discrete probability, we discuss it apart pointing out some
simplifications. As V = I we have A = [0, 1)¢. In particular (see the case G = Z%)
Py is concentrated on {w € 2 : 0 € &} x {0}. Hence we can think of Py simply as a
probability measure concentrated on the set Q¢ := {w € Q : 0 € ®}. Formulas (16)
and (17) then read

m:=POed), Po(A):=P(Al0ed) VAeF. (18)

In what follows, when treating the special discrete case, we will use the above identi-
fications without explicit mention.

1 With some abuse, when f has a complex form, we will write E[ f(w)] instead of E[ f], and similarly
Eo[ f (w)] instead of Eg[ f].
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3.3 Basic assumptions

Recall that the jump probability rates are given by the measurable function ¢, y (@) in
(3), which is symmetric in x, y (i.e. cx y(w) = ¢y x(w)) and recall our convention (4).
We also define

cy(w) == Z cxy(@)  Vx €. (19)

YE®

We define the functions A : Q¢ — [0, +o00] (for k = 0, 2) as follows:

(@) =3 s cox(@]xF Case G =R? and
Q={we:0en} special discrete case,

(20)

Case G = 72,

M, a) =Y i Cax(@)x —alf
Q={(w,x) €eQXA : x €

For G = R? and in the special discrete case, Ao(w) = co(w) for all w € Q.

We collect below all our assumptions leading to homogenization of the massive
Poisson equation of the diffusively rescaled random walk (some of them have already
been mentioned in Sect.2). We will not recall here the above homogenization results
obtained in [12], as not necessary. On the other hand, we will collect some of their
consequences in Proposition 6.1 in Sect. 6, since used in the proof of Theorem 4.1.

Assumptions for homogenization:

(A1) P is stationary and ergodic w.r.t. the action (8,)gec of the group G;

(A2) the intensity m of the simple point process @ is finite and positive [cf. (14), (16)
and (18)];

(A3) the w’s in Q such that 6,0 # 6y w for all g # g’ in G form a measurable set of
‘P-probability 1;

(A4) the w’s in 2 such that, forall g € Gand x, y € Rd,

B0 = T_(), 1)
Cx,y (egw) = Crgx,1qy (w), (22)

form a measurable set of P-probability 1;
(AS) for P-a.a. w € 2, forallx, y € R? it holds

Cx,y(w) = cy,x(a)) 5 (23)
(A6) for P-aa. w € K, given any x,y € & there exists a path x = xp,
X1y ..y Xp—1,X, = y such that x; € @ and Cx;xipg (@) > 0 for all i =

0,1,....n—1;
(A7) o, %2 € L' (Py);
(A8) L*(Py) is separable.
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The above assumptions implies that P-a.s. the random walk X¢ on & introduced in
Sect. 2 is well defined for all times ¢ > 0 (recall that a set A C 2 is called translation
invariant if 9, A = A for all g € G):

Lemma 3.1 [12, Lemma 3.5] There exists a translation invariant measurable set A C
Q with P(A) = 1 such that, for all v € A, (i) cx(w) € (0, +00) forall x € @ [cf.
(19)], (ii) the continuous-time Markov chain on @ starting at any xy € @, with waiting
time parameter cx(w) at x € & and with probability ¢, ,(w)/cx(w) for a jump from x
to y, is non-explosive.

In Sect. 4 we will make an additional assumption [called Assumption (SEP)] assuring
that the simple exclusion process introduced via the universal graphical construction
is well defined for all times [see (7) for its generator on local functions]. Hence, by
thinking the random walk X{” as a simple exclusion process with only one particle,
also Assumption (SEP) guarantees the well-definedness of X .

We now report some other comments on the above assumptions (Al),...,(A8) taken
from [12, Section 2.4] (where more details are provided). By Zero-Infinity Dichotomy
(see [3, Proposition 10.1.I1V]) and Assumptions (A1) and (A2), for P-a.a. w the set &
is infinite. (A3) is a rather superfluous assumption as one can add some randomness by
enlarging 2 to assure (A3). The assumption of measurability in (A3) and (A4) is always
satisfied for G = 74 by (4) (as discussed in [12, Section 2.4], one can even weaken
this requirement). Considering the random walk X¢, (A5) and (A6) correspond P-a.s.
to reversibility of the counting measure and to irreducibility. Finally, we point out that,
by [3, Theorem 4.13], (A8) is fulfilled if (¢, Fo, Pp) is a separable measure space
where Fo := {AN Qo : A € F} (i.e. there is a countable family G C Fy such that
the o-algebra Fy is generated by G). For example, if € is a separable metric space
and Fo = B(2p) [which is valid if 2 is a separable metric space and F = B(2)] then
(cf. [3, p. 98]) (20, Fo, Po) is a separable measure space and (A8) is valid.

We now explain why the Palm distribution Py will play a crucial role in the hydro-
dynamic limit of the simple exclusion process. Py is indeed the natural object to
express the ergodic property of the environment when dealing with observables keep-
ing track also of the local microscopic details of the environment. This is formalized
by the following result which will be frequently used below (cf. [11, Appendix B],
[12, Proposition 3.1] and recall that [Eq denotes the expectation w.r.t. Pp):

Proposition3.2 Let f : Q0 — R be a measurable function with | flp1p, < oo.
Then there exists a translation invariant measurable subset A[f] C Q such that
P(A[f]) = 1 and such that, for any w € A[f] and any ¢ € C.(RY), it holds

lm / Al (D)) f Bgirjer0) = / dx me(x) - Eolf1, 24)

where put =3y - £95,..

XEW

We point out that the above proposition implies thatm = limg oo £(@N[—2, 04/
P-as.

We can now also introduce the effective homogenized matrix D, defined in terms
of the Palm distribution:
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Definition 3.3 We define the effective homogenized matrix D as the unique d x d
symmetric matrix such that:
e Case G = R? and special discrete case

1
a-pa= int o[ dPo) Yoo @ - Vi@0r e

XED

forany a € R4, where V f (w, x) := fOgy®) — f(w).
e Case G = 7¢

a- Da

. 1
= it S e L e i@ -0 - ey -0,

YED

(26)

for any a € R4, where Vi, x,y—x) = fOsynw, B()) — f(w,x) [recall (13)].

We give some comments on the above definition of D. Firstly, itis well posed due to
(A7). We also point out that the effective homogenized matrix D, which is defined by
a variational formula, can be computed explicitly essentially only in dimension d = 1
with positive conductances ¢, (@) only between nearest neighboring points x, y of &
(seee.g.[2] and [4, Eq. (4.22)]). On the other hand, in the last years numerical approxi-
mation methods for D have been developed in quantitative stochastic homogenization
theory (see e.g. [7]).

Under Assumption (Al),...,(A8) the random walk X’ satisfies a weak form of
central limit theorem where 2D equals the asymptotic diffusion matrix (cf. [12, Theo-
rem 4.4]). Since the position of the random walk can be thought of as an antisymmetric
additive functional of the environment viewed from the particle, D has the same struc-
ture of a Green—Kubo formula (cf. [4, 27, 29, 30, 38] and references therein).

Finally we introduce an additional assumption assuring a weak form of convergence
for the L2-Markov semigroup and the L2-resolvent associated to the random walk X &
as discussed in Sect. 6 [recall definition (11) of A].

Additional assumption for semigroup and resolvent convergence:
(A9) At least one of the following conditions is satisfied:
(i) for P-a.a. w 3C(w) > 0 such that

#(® N A) < C(w) forall k € Z%; (27)

(i1) at cost to enlarge the probability space 2 one can define random variables
(NK)gegza with (o N 1 A) < Ni and such that, for some Cp > 0, it holds

sup E[Ng] < o0, sup E [Nkz] < 400, (28)
kezd kezd
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|Cov (Ni, Np)| < Colk —k'|™' Vk £k inZ?. (29)

Remark 3.4 If one set Ni := #i(®w Ntz A) for k € Z4, then to check Condition (i)
in (A9) it is enough to check that E[Ng] < +o0 and (29) [due to (A1) and (A2)].
As discussed in [12, Remark 4.3], when G = R9, in (A9) one can replace the cells
{Tk A}eza by the cells of any lattice partition of RY.

4 Hydrodynamic limit

Given w € Q we consider the simple exclusion process on @ with particle exchange
probability rate ¢,y (w). To have a well defined process for all times ¢ > 0, P-a.s., we
will use in Sect. 7 Harris’ percolation argument [6]. To this aim, we define

Co ={{x,y} 1 x,yew, x #y}. (30)

Then, given w, we associate to each unordered pair {x, y} € &, a Poisson process
(Ny,y()):>0 with intensity ¢y y(w), such that the N ,(-)’s are independent processes
when varying the pair {x, y}. The random object (Ny,y(-))(x,y}e€, takes value in the
product space D(R, N)&e, D(R, N) being endowed with the standard Skorohod
topology. In the rest, we will denote by K = (Ky y(-))(x,y)e&, @ generic element of
DR, N)’Sﬂ). Moreover, we denote by IP,, the law on D(R, N)ga’ of (Nx,y () (x,y}e&,, -

In this section we add the following assumption (we call it “SEP” for “simple
exclusion process” as the assumption is introduced to assure the existence of the
simple exclusion process):

Assumption (SEP). For P-a.a. w there exists ty = to(w) > 0 such that for P,-a.a.
K the undirected graph G, (w, KC) with vertex set & and edges

{ix,yleé&y: ’Cx,y(tO) > 1}

has only connected components with finite cardinality.

In Sect. 7 we discuss the universal graphical construction of the exclusion process on
@ under Assumption (SEP). For P-a.a. w the resulting process is a Feller process and
the infinitesimal generator £,, acts on local functions as in (7) and (9) (see Proposition
7.4).

We denote by M the space of Radon measures on RY endowed with the vague
topology and we denote by D([0, T'], M) the Skorohod space of cadlag paths from
[0, T] to M endowed with the Skorohod metric (see Sect.9 for details). For each
¢ > 0 we consider the map

{0.1)% 5 p > minl =6 > n(x)ser € M.

XED

Above 7/ [n] is the so called empirical measure associate to 1. Given a path n. =
(ns)o<s<r and given ¢ € [0, T], we define 7, ,[1.] := 7 [n,].
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In what follows, given ¢ > 0 and a probability measure m on {0, l}‘?’, we denote
by P, ., the law of the diffusively rescaled exclusion process on @ with generator
£72L,, and initial distribution m. Note that the time T is fixed and does not appear in
the notation.

We denote by (B;);>¢ the Brownian motion on R? with diffusion matrix given by
2D, D being the effective homogenized matrix (see Definition 3.3). As D is symmetric
we can fix an orthonormal basis ey,...,e4 of eigenvectors of D, such that ey,...,eq,
have positive eigenvalues, while the other basis vectors have zero eigenvalue. Then
the Brownian motion (B;);>¢ is not degenerate when projected on span(ey, ..., ¢4,),
while no motion is present along span(eg,+1, - . ., ¢7). Given a bounded function f :
R? - Rweset P, f(x) := E[f(x + B))].

Theorem 4.1 Suppose that Assumptions (Al),...,(A9) and Assumption (SEP) are sat-
isfied. Then there exists a translation invariant measurable set Quyp, C Q2 with
P(Quyp) = 1, such that for any w € Quyp the simple exclusion process is well defined
for any initial distribution and exhibits the following hydrodynamic behavior.

Let py : RY — [0,1] be a measurable function and let p : R? x [0, o0) — [0, 1]
be the function p(x,t) = Pipo(x). Let {mgz}e~0 be an e-parametrized family of
probability measures on {0, 1} such that the random empirical measure w3 [n] in M,
with n sampled according to mg, converges in probability to po(x)dx inside M. In
other words, we suppose that, for all § > 0 and ¢ € C.(R?), it holds

timm, | [ Y- (ennto) - /R Cepo(dx| >8] =0. 3D

XED

Then:

(1) Forall T > 0, as ¢ | O the random path (”i,z[n-])OSng in D([0, T], M),
with n. = (n:)o<i<T sampled according to Pi)’mp, converges in probability to the
deterministic path (p(x, t)dx)o<;<T. l

@ii) ForallT >0, ¢ € CC(Rd) and § > 0, it holds

lim P, ¢ - ,dx| >8)=0. (32
10 w)mg(oz?g\g ;w(sxm(x) /Rd"’(x)p(x x| > 6) (32)

The proof of the above theorem is given in Sect. 11 (Sect. 11.2 can be replaced by

“Appendix C”, the two approaches are alternative). The function p(x, t) = P;po(x)
is the unique weak solution of the Cauchy system

{3”0 —V.(DVp) fort >0, 33

p(0, ) = po,

in the sense specified by Lemma 9.3 in Sect. 11.2.
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Remark 4.2 Theorem 4.1 remains valid if Assumption (SEP) is replaced by any other
assumption leading to Proposition 7.4 below. Indeed, the latter contains all the prop-
erties used in the proof provided in Sect. 11. See also Remark 6.2 for what concerns
modifications to Assumption (A9).

Remark 4.3 The assumptions of Theorem 4.1 do not include that the effective homog-
enized matrix D is strictly positive definite. Checking this property can be a non-trivial
task (see the discussion on the non-degeneracy of D in [12, Introduction and Section
5]). For an example of degenerate and nonzero D see “Appendix A”.

5 Some applications

There are plenty of examples to which Theorem 4.1 can be applied. We discuss here
four main classes. The application of Theorem 4.1 to the simple exclusion process
with random jump rates on the Delaunay triangulation is discussed in [18].

5.1 Nearest-neighbor random conductance model on 74,d>1

We take G := Z< acting on R? by standard translations, i.e. Tex = x + g. Let R4

be the set of unoriented edges of Z? and endow Q := (0, +oo)Ed with the product
topology. Given w € 2, we write wy , for the component of w associated to the edge
{x,y} € E4. The action (0x) yeza 1s the standard one: (0yw)a,p = Wayx,btx- We
set @ = Z4, hence the exclusion process lives on 74 . We define Cry(@) = wy,y
if {x, y} € E? and cx,y(w) := 0 otherwise. It is simple to check that Assumptions
(Al),..., (A9) are satisfied whenever P is stationary and ergodic, P satisfies (A3)
(which is a rather superfluous assumption, as already commented) and E[wy y] <
+oo0 for all {x, y} € E. When d = 1, D can be explicitly computed and one gets
D = 1/E[1/cp1(w)] € [0,400) (apply [2, Proposition 4.1 and Exercise 4.3] or
use the characterization of D as a.s. limit (for n — +00) of 2n times the effective
conductivity under unit potential of the 1d resistor network with node set [—n, n]NZ
and with nearest-neighbors conductances cy y(w) [13]). For d > 2 the variational
problem in (25) leading to D does not have an explicit solution.

Below, given k > 0, we say that the random conductances w,  are k-dependent if,
given A, B C Z¢ with Euclidean distance between A and B larger than k, the random
fields

(a)x,y c{x,y} e E9, x, yE A) and (wx,y {x,y} e E4, x, yE B)

are independent (see [23, page 178] for a similar definition).

Proposition 5.1 Assumption (SEP) is satisfied if at least one of the following conditions
is satisfied:

(i) P-a.s. there exists a constant C(w) such that wy, y < C(w) for all {x, y} € E4;
(ii) under P the random conductances wyy are independent;
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(iii) under P the random conductances wy y are k-dependent with k > 0.

We note that, by ergodicity, in Item (i) one could just restrict to a non-random upper
bound C. Item (ii) is a special case of Item (iii).

Proof We start with Item (i). As P, (Kx y(f9) > 0) = 1 — e~ ®>%_ it is enough to
take 79 small to have 1 — e~ €@ < p. p. > 0 being the critical probability for the
Bernoulli bond percolation on Z¢.

Let us consider Items (ii) and (iii). We present an argument valid for all d > 1 (but
for d = 1 one can give easily a more direct proof). By Z¢-stationarity the distribution
of wy,y depends only on the axis parallel to the edge {x, y}. To simplify the notation
we suppose that the conductances are identically distributed with common distribution
v (otherwise one has just to deal with a finite family of distributions vy, va, ..., vg
in the stochastic domination below). We observe that, for any Cp > 0, the graph
G (w, K) described in Assumption (SEP) is contained in the graph Q,’O (w, K) with
edges {x, y} € E4 such that

Wx,y < Co,

wy.y > Co or
Y Ky (to) > 0.

Givene € E we set Y, (w, K) := 1ifeispresentin Qt/o (w, K), otherwise we set Y, =
0. We define a(Cp) := v ((Cg, +00)). Then, under P := fdP(a))IE”w,the random field
Y = (Y,),cpqa is stationary, satisfies P(Y, = 1) < a(Cp) + (1 — a(Cp))(1 — e—Colo)
and is given by independent r.v.’s under (ii) and by k-dependent r.v.’s under (iii).
Hence, fixed p. € (0, p.), we can first choose Cq large and afterwards #y small to
have P(Y, = 1) < p.. In particular, in case (ii) we conclude that P-a.s. ¥ does
not percolate. Similarly to [23, Theorem (7.65)] (invert the role between 0 and 1
there), by taking p, small enough we get that the random field Y is stochastically
dominated by a subcritical Bernoulli bond percolation (i.e. of parameter smaller than
pc) and therefore P-a.s. Y does not percolate. Hence, in both cases (ii) and (iii), by
suitably choosing Co, fy, the graph g;o (w, K) has only connected components with
finite cardinality P a.s. (i.e. for P-a.a. w and for P,-a.a. K). The same then must hold
for Gy, (w, K) C G; (0, K). O

5.2 Nearest-neighbor random conductance models on a generic crystal lattice

We consider a generic crystal lattice £L = (V, £) in R4, d > 1, as follows. We fix a
basis vy, ..., vz of RY, write V for the matrix with columns v, ..., Vg and write A
for the d-dimensional cell (11). Given g € G := 74, we denote by 7, the translation
(10),1.e. Tgx = x + Vg. We fix afinite set 4 C A. Then the vertex set } of the crystal
lattice is given by Ly (74.4). The edge set £ has to be a family of unoriented pairs
of vertices {x, y} with x # y in V, such that 7,&€ = £ for all g € G. In particular, the
crystal lattice £ = (V, €) is left invariant by the action (7g) 4G on R?. As an example
consider the hexagonal lattice £ = (V, £) in R? (cf. Sect.3.1). Then A = {0, a} (see
Fig. 1).
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We take  := (0, +00)¢ endowed with the product topology and setw, , = w(x,y}-
The action of (6)gec on Q is given by Oy = (wx_vg,y-ve : {x,y} € &) if
o = (wy,y : {x,y} € ). Forany w € Q, we set ® := V), hence our simple exclusion
process lives on V. The set Qg introduced after (17) equals  x A and, by (16),
ml(A) = | A|. Hence [see (17)] Po(dw, dx) = P(dw) ® Av,c48,(dx), where Av
denotes the arithmetic average and §, is the Dirac measure at u.

We set ¢y y(w) := wyx y if {x, y} € £ and ¢, ,(w) := 0 otherwise. If P satisfies
(A1), (A2), (A3) and the crystal lattice is connected, then all assumptions (A1),...,(A9)
are satisfied if 3y, >, c 4 Elow 1|y — u|?> < 4o0. It the crystal lattice is locally
finite (i.e. vertices have finite degree), then the above moment bound equal the bound
Elwy, y] < 400 for {x, y} € £ (by G-stationarity and local finiteness, we have just a
finite family of bounds).

For locally finite crystal lattices, by reasoning as done for the lattice Z¢, we get that
Assumption (SEP) is satisfied if the conductances wy , are uniformly bounded or if
the conductances wyy are independent or k-dependent under P.

5.3 Simple exclusion processes on marked simple point processes

We take G := R? (d > 1) acting on R? by standard translations (Tgx =x + g). Qis
given by the space of marked counting measures with marks in R [5], hence (2, F, P)
describes a marked simple point process [5]. By identifying @ with its support, we
have w = {(x;, E;)} where E; € R and the set {x;} is locally finite. The action 6, on
Q is given by 6,0 = {(x; — x, E;)} if o = {(x;, E;)}. Our simple point process is
obtained by setting @ = {x;} when w = {(x;, E;)}. We take

Cxix; (@) = expl—lxi — xj| —u(Ex;, Ex))}  xi # X}, (34)

where u : R?> — R is a symmetric measurable function bounded from below. We point
out that Mott random walk, used to model Mott variable range hopping in amorphous
solids (see e.g. [15, 17] and references therein) is the random walk with jump rates
Cx,y(w) as above, with u(a, b) = |E, — Ep| + |Eq| + | Ep].

Suppose that P satisfies (A1),(A2) and (A3). Then Py is simply the standard Palm
distribution associated to the marked simple point process with law P [5]. Assumptions
(A4), (AS), (A6) are automatically satisfied. As the above space 2 is Polish (see [5])
and Qp = {w : 0 € @} is a Borel subset of 2, € is separable and therefore (A8)
is satisfied. As proven in [12, Section 5.4], (A7) is implied by the bound E[|d) N
[0, 1]d|2] < +o00. Assumption (A9) is verified in numerous examples of marked
simple point processes, including the Poisson point process (PPP) with intensity m €
(0, 400). Assumption (SEP) is of percolation nature. We show its validity for PPP’s.
Moreover, since one can consider as well other jump rates ¢ y(w) for a random walk
on a marked simple point process, we state our percolation result in a more general
form.

Proposition 5.2 Suppose that under P the random set {x;} is a PPP with intensity
m € (0, +00). Take jump rates cx y(w) satisfying (22) in (A4) and (23) in (A5).
Suppose that, for P-a.a. o, ¢x y(w) < g(|x — y|) for any x,y € &, where g(r) is
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a fixed bounded function such that the map x +— g(|x|) belongs to L'(R¢, dx) [for
example take g(r) = Ce™" for (34)]. Then Assumption (SEP) is satisfied.

Proof Note that P,(Ky y(t) > 1) = 1 — e @ < | —exp{—g(]x — y])t} <
Ci1g(Jx — y|t for some fixed C; > 0 if we take t < 1 (since g is bounded). We
restrict to ¢ small enough such that C1||g|lccf < 1 and ¥ < 1. Consider the random
connection model [31] on a PPP with intensity m where an edge between x # y
is created with probability C;g(J]x — y|)¢. Due to the independence of the Poisson
processes Ny, (-)’s given w, one can couple the above random connection model with
the field (w, K) with law P := f dP(w)P, in a way that the graph in the random
connection model contains the graph G;(w, K). We choose t = o small enough to
have mCity fRd dxg(]x]) < 1. The above bound and the branching process argument
in the proof of [31, Theorem 6.1] [cf. (6.3) there] imply that a.s. the random connection
model has only connected components with finite cardinality. Hence the same must
hold for G, (@, K) O

5.4 Simple exclusion processes on infinite clusters

For completeness we give an example associated to the random geometric struc-
ture introduced in Sect.3.1. Recall that there £L = (V, £) is the hexagonal lattice,
Q = {0, 1}V, P is a Bernoulli site percolation, @ = C(w) is the unique infinite perco-
lation cluster inside £ P-a.s. We consider the simple exclusion process on C(w) with
cx,y(@) = 1ifx, y € C(w) and {x, y} € £. The itis trivial to check that Assumptions
(Al),...,(A9) and (SEP) are all satisfied.

We now explain how Theorem 4.1 improves the hydrodynamic result given by [10,
Theorem 2.2]. We take G := Z< and V := I and define E as in Example 5.1. We
take Q2 := [0, +oo)Ed with the product topology. The action (6x) 7« is the standard
one as in Example 5.1. Let P be a probability measure on 2 stationary, ergodic and
fulfilling (A3) for the above action. We assume that for P-a.a. w there exists a unique
infinite connected component C(w) C Z? in the graph given by the edges {x, y} in
E4 with positive @y y = @(x,y}. We set @ = C(w), cx y(w) = wyy if {x, y} is
an edge of C(w) and ¢y y(w) := 0 otherwise and assume that E[co,,] < 400 for
i=1,2,...,d. Then all Assumptions (Al),...,(A9) are satisfied. If at least one of the
Items (i), (ii), (iii) in Proposition 5.1 is satisfied, then Assumption (SEP) is satisfied too
(by the arguments in the proof of Proposition 5.1) and Theorem 4.1 applies, implying
the hydrodynamic limit in path space. This result is stronger than [10, Theorem 2.2],
since in [10] ¢,y () has to be bounded uniformly in x, y and w, D has to be strictly
positive definite and the hydrodynamic limit is for a fixed time.

6 Random walk semigroup and resolvent convergence by
homogenizaton

In this section we recall the main results from [12] which will be used in the proof of
Theorem 4.1. As in Proposition 3.2 we introduce the atomic measure

@ Springer



Hydrodynamic limit of simple exclusion processes... 1M

pul =y &5, (35)

XED

We also introduce the set [recall (19)]
Qi={weQ:c(w) <+ooVx €, cxy(w) =cy (w) Vx,y e}l (36)

As explained in [12, Section 3.3], the set €2; is translation invariant and satisfies

P(21) = 1. Letus fix w € Q). We call Cioc(¢®) the space of local functions f :

e@ — R (here local means that f has finite support, i.e. f is zero outside a finite set).
We define

DS =1 f el (1) : Y D coy(@)(fey) — f(ex))* < 400

XED yED

and introduce the bilinear form

d-2
E(f.8) = ET DY cry(@)(fley) — fex))(gley) — g(ex))

XED YED

with domain Df,. Since @ € 2 it holds Cioc(e®) C D%, as explained in [12, Sec-
tion 3.3]. We call D, , the closure of Cioc () W.r.t. the norm IIfIILz(ﬂgw)+5,f)(f, Y2,
Then, as stated in [19, Example 1.2.5], the bilinear form & restricted to Di)’*
is a regular Dirichlet form. In particular, there exists a unique nonpositive self-
adjoint operator L° in Lz(ui,) such that Df, , equals the domain of ,/—IL¢ and

EECS, ) = ”‘/_Li)f”iz(ug)) for any f € D; , (see [19, Theorem 1.3.1]). Due

to [19, Lemma 1.3.2 and Exercise 4.4.1], IL; is the infinitesimal generator of the
strongly continuous Markov semigroup (P; ;);>0 on L2(,u§)) associated to the ran-
dom walk (X, );>0 on e defined in terms of holding times and jump probabilities
(see Lemma 3.1). Hence, P , f(x) = Ex [f(ng’,zt)] for f € Lz(uﬁ)) and x € s,
E, denoting the expectation when the random walk starts at x. For completeness,
although not used below, we report that (using that @ € €21) one can check that
Cioc(e®) C D(L) and that L f(ex) = g2 Zyed) cx,y(@) (f(ey) — f(ex)) for
allx € @, Vf € Clpc(ew) (the series in the r.h.s. is well defined being absolutely
convergent).

We recall that we write (P;);>¢ for the Markov semigroup associated to the Brow-
nian motion (B;);>0 on R4 with diffusion matrix 2D given in Definition 3.3 (strictly
speaking it would be natural here to refer to the semigroup on L?(mdx) but P, will be
applied below to bounded functions, hence one can keep the same definition of P; as
for Theorem 4.1). Given A > 0 we write RZ’A : LZ(MZ) — Lz(ufu) for the resolvent

associated to therandom walk e X, ,i.e. Ry ; = (A —LE) = [T e PE ds. We
write Ry : L2(mdx) — L*(mdx) for the resolvent associated to the above Brownian

motion (Bt)t20~

@ Springer



1112 A. Faggionato

Proposition 6.1 [12, Theorem 4.4] Let Assumptions (Al),...,(A9) be satisfied. Then
there exists a translation invariant measurable set Qz C Q2 with P(23) = 1 such that
forany w € Qy, any f € C.(RY), & > 0,1 > 0 it holds:

lsiir(}/}Pij(x) — P f(x)|dpé,(x) = 0. (37)
lsilr(}/‘}RZ)Jf(x) — Ry f(0)|dut,(x) = 0. (38)

Remark 6.2 As stated in [12, Remark 4.5] Assumption (A9) is used in [12] only to
prove for P-a.a. w that

gg;% dps OV (xD ez =0, Y@= 1/(1+rH. (39

Hence, in Theorem 4.1 one could replace (A9) by any other condition leading to the
above property (39) P-a.s.

For later use, we also point out that the w’s satisfying (39) form a translation invariant
measurable set.

7 Graphical construction of the simple exclusion process

Let o = fo(w) be as in Assumption (SEP) in Sect.4. Recall definition (30) of &,.

Definition 7.1 (Property (P,)) Given r € N we say that the pair (w, ) € Q X
D(R., N)® satisfies property (P, ) if the undirected graph Gy, (@, K) with vertex set
@ and edge set {{x,y} € &, : Ky ,((r + Dty) > K ,(rtp)} has only connected
components with finite cardinality.

Recall definition (19) of ¢, (w).

Definition 7.2 (Set Q) The set Q2 is given by the elements w € 2 such that ¢, (w) <
+00 Vx € @ and such that the properties in Assumptions (A4) and (A5) are fulfilled
[namely, (21), (22), (23) hold for all x, y, g].

As already pointed out in Sect. 6, the set £2; defined in (36) is a translation invariant
set and P(21) = 1. It is trivial to check that the same holds for Q2 C ;.

Definition 7.3 (Sets K, 2,) Fixed w € @, K, is the set given by the elements
K e DRy, N)g‘” such that

(1) (w, K) satisfies property (P,) for all r € N;
(ii) the jump time sets {t > 0 : K y(t—) # K, ,(¢)} are disjoint as {x, y} varies
among &
(iii) Ky (2) := Zy:{x’y}egw Ky y(t) < +ooforallx e wandt > 0.

We define €2, as the set of w € € such that P, (K,,) = 1.
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Since P(2) = 1 and by the loss of memory of the Poisson point process, we have
that P(2,) = 1. It is simple to check that €2, is translation invariant.

Also for later use, we now recall the graphical construction of the simple exclu-
sion process. To this aim it is convenient to think the simple exclusion process as an
exchange process.

Let us fix w € Q. and K € K,,. Given a particle configuration & € {0, 1} we now
define a deterministic trajectory (nf [KD:>0 in D(R4, {0, 1}‘2’) and starting at £ by an
iterative procedure. We set 77(5) [K] := &. Suppose that the deterministic trajectory has
been defined up to time 1o, ¥ € N (note that for » = 0 this follows from our definition
of ng [K]). As K € K,, all connected components of G, (@, K) have finite cardinality.
Let C be such a connected component and let

{s1 <8 <- - <s¢)
={s : Key(s) =Ky y(s—)+ 1, {x,y}bondinC, rig <s < (r + Dip}.

As K € K, the L.h.s. is indeed a finite set. The local evolution nf [K1(z) with z € C
and rty <t < (r + 1Dty is described as follows. Start with nf,o [K] as configuration at
time rfp in C. At time s1 exchange the values between n(x) and n(y) if Ky ,(s1) =
Kx,y(s1—) + 1 and {x, y} is an edge in C (there is exactly one such edge as K € K,,).
Repeat the same operation orderly for times s», 53, ..., sx. Then move to another
connected component of Gy (w, K) and repeat the above construction and so on. As
the connected components are disjoint, the resulting path does not depend on the order
by which we choose the connected components in the above algorithm. This procedure
defines (nf [KCD rtg<t<(r+1)1- Starting with r = 0 and progressively increasing r by 1
we get the trajectory (nf [KDi>o0-

We recall that C ({0, 1}‘2’) is the space of continuous functions on {0, l}d’ endowed
with the uniform topology. Given w € €2, we consider the probability space (K, P,),
and write E,, for the associated expectation. We set

SO fE) =B f(i KNI, 120, feCq0.1}?).

Proposition7.4 Take w € 2, and fix & € {0, 1}*. Then the random trajectory
(nf [IC])t>0 with IC sampled in the probability space (K,,, P,,) belongs to the Skorohod

space DR, {0, 1}*) and it starts at €. It describes a Feller process, called simple
exclusion process. In particular, (S(t));>0 is a Markov semigroup on C ({0, 1}‘2’). More-
over, the domain of its infinitesimal generator L, contains the family of local functions
and for any local function f the function L, f is given by the right hand sides of (7)
and (9), which are absolutely convergent series in C ({0, 1}‘:’).

The above proposition can be derived by the standard arguments used for the graph-
ical construction of the SEP usually presented under the assumption of finite range
jumps (see e.g. [37, Section 2.1]). The only exception is given by the derivation of the
identities (7) and (9) for local functions, due to possible unbounded jump range. We
refer to “Appendix B” for the proof of (7) and (9).
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8 Duality

In order to prove the tightness of the empirical measure by means of the corrected
empirical one, we need to deal with non local functions on {0, 1}‘?’. In what follows
we collect the extended results concerning £, and Dynkin martingales, which will be
used in Sect. 11.1. Recall (19).

In all this section we restrict to w € Q. (cf. Definition 7.3).

Definition 8.1 Given a function u : é& — R such that )
we define Iﬁfuu(x) =2 Z)Gw cx,y (@) (u(ey) — u(ex)).

XED cx(w)lu(gx)l < +OO,

By symmetry of the jump rates we have

DY cey@)uEx)] + luEy)h) =2 c(@)|uex)]. (40)
XED YED XED
Hence, if ), co Cx(@)|u(ex)| < 400, the series defining ]Ili)u(x) is absolutely con-

vergent for any x € &.

In what follows, to simplify the notation, we write 7, (1), 77, , () for the integral of

uw.r.t. g [nl, 7}, [n], respectively. Recall that [, is the Markov generator in L2(ul)
of the random walk (¢ X Z)—%)’ZO (see Sect. 6). Recall that £, is the Markov generator of

the simple exclusion process in the function space C ({0, l}“A’) of continuous functions
on {0, 1} endowed with the uniform topology (see Proposition 7.4). We now state
two lemmas which will be crucial when dealing with the corrected empirical measure.
We postpone their proofs to the end of the section.

Lemma 8.2 (Duality) Suppose that u : e® — R satisfies

> lu(ex)| < +ooand Y ex(w)|u(ex)| < +oo. 41)

XED XED

Then i) (u) = ed erw u(ex)n(x) is an absolutely convergent series in C ({0, 1}‘”)
It belongs to the domain D(L,) C C ({0, l}w) of L, and

Lo () =2 " n()Lu(ex), (42)

XED

the r.h.s. of (42) being an absolutely convergent series in C ({0, 1}‘2’). If, in addition
to (41), it holds u € D(LE) C Lz(,ui)), then L u = H:i)u and in particular we have
the duality relation

Lo (75 W) = T2 Z n(LE u(ex). (43)

XED
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Letu : e — Rbe a function satisfying (41). As, by Lemma 8.2, 75 (1) € D(L,,),

we can introduce on the Skorohod space D(R+, {0, 1}‘?’) the Dynkin martingale
(M, )i=0 given by (see e.g. [26, Appendix 1] or [37, Section 3.2])

t
M = () — 7l o(u) — 8_2/0 Lo, (75w)) (ns)ds. (44)

(M, Dr=0 is a square integrable martingale w.r.t. the filtered probability space
(D(R+, (0, 1)%), P2

fy s (F)i=0), ne being an arbitrary initial distribution and 7
being the o-field generated {n; : 0 < s < t}. Square integrability follows from the
property that [| M, [l < +00 as the same holds for all addenda in the r.h.s. of (44)

(see Lemma 8.2).

Lemma8.3 Letu : e — R be a function satisfying (41). Suppose in addition that
> eh Cx (w)u(ex)*> < +oo. Then the sharp bracket process of MG, , is given by

Xew

(M) = fot B¢ (ng)ds, where

Bo) = 2723 N ery(@)[uex) —uep)Pn@) (1 - (). @5)

XED YED

Note that the bound )" .
absolutely convergent series of functions in C ({0, 1}‘:’). For later use, we recall that

(M?Z); can be characterized as the unique predictable increasing process such that
(/\/lfo’,)2 — (M), is a martingale [28, Theorem 8.24].

cx(@u(ex)? < 400 implies that the r.h.s. of (45) is an

Remark 8.4 In the proof of Theorem 4.1 (see Sect.11.1) we will apply the above
Lemmas 8.2 and 8.3 just to functions u of the form Rj)’ , ¥ for suitable functions

¥ € C.(R?), where Rfo’ 5 ¥ is the resolvent introduced in Sect. 6.

ProofofLemma8.2 As ). . lu(ex)| < o0, it is simple to check that the series
defining 7/, (1) is indeed an absolutely convergent series of continuous functions w.r.t.
the uniform norm. The same holds for the series corresponding to the r.h.s. of (42).
Indeed, by (40), >~ e IM()LE u(ex)|loo < 2672 Y vesn Cx(@)|u(ex)| < 4o00.

When the function u is local, also the map n +— 7/ (u) is local. By locality and
Proposition 7.4, this map belongs to D(L,,). In the case of local u, (42) follows from
easy computations by (9). We now treat the general case. Given n € N, we define
up(ex) = u(ex)l(Jex| < n). As observed above, 7/ (u,) is a local function on
{0, l}d’ belonging to D(L,) and (42) holds with u,, instead of u. We claim that

Jim [, ) = 75 ) oo = 0, (46)
dim 1D @)L (ex) = Y n()LEu(en) oo = 0. (47)

As L, is aclosed operator being a Markov generator, (42) with u,, instead of u, (46) and
(47) imply that w5 (u) € D(L,,) and that (42) holds. To prove (46) and (47) itis enough
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1116 A. Faggionato

to bound the uniform norms appearing there by, respectively, e¢ 3" orfex|=n [U(EX)]
and 262 er&):\ ex|=n Cx (@) |u(ex)] and use (41). This concludes the proof of (42).

It remains to show that L] u = ]I:fuu ifu e D) C Lz(ufu) in addition to (41).
Given a function f € C({0, 1}‘?’) we write S(t) f(n) := E,[f(n,)] for the Markov
semigroup associated to the simple exclusion process (without any time rescaling).
Then (42) can be read as

(S)mf(w)) (;7) — Tlnl) 2 Z nTiuen)| =0.  @8)

ne{0,1}@ XED

lim s
110 up

Given xp € @ we take n corresponding to a single particle located at xg. Then
(S(t)n(f)(u)) ) = ngxo[u(st")] and (48) implies that %Exo[u(eXZ)_%)]\,:o =
H:fuu(sxo). On the other hand, we know that u € D(LL,). Hence

2
lim —Lsu(ex)| =0, (49)

tl0 t

Z ‘ Efu(eX?,,)] — u(x)

XEW

which implies that %E xolU (sxgizt)]‘tzo = L u(exp). Then it must be L u(exo) =
iZu(sxo). O

Proof of Lemma 8.3 For u local both 7/ (u) and its square belong to D(L,,) being
local functions of 1. Then the statement in the lemma can be checked by simple
computations due to (9), Lemma 8.2 and [26, Lemma 5.1, Appendix 1] (equivalently,
[37, Exercise 3.1 and Lemma 8.3]). For the computation of the sharp bracket process
we just comment that, by using the symmetry of ¢, ,(w), one easily gets

Lo (8 w)?) = 278 () Loy (5 (w))
=YY cry(@)ulex) — uley)Pno) 1 — n(y)).

XED YED

We now move to the general case. For simplicity of notation we write M, B(7)
instead of M, ,, B;,(n). Similarly, we define M,, ; and B, (n) as in (44) and (45) with
ureplaced by u,, un(ex) := u(ex)1(Jex| < n).Note that limy,— o0 SUp;co 77 | M: —
M tlleoc = 0 forany T > O [see (42), (46) and (47)]. Hence, by the characterization
of the sharp bracket process recalled after Lemma 8.3 and by our results for the
local case (applied to u,), to get (45) it is enough to show that lim,_, « || B, (1) —

B(M)lloc = 0. To this aim it is enough to show that . Zye&) cx,y(a))[un(ex) -
uy (e y)]2 converges, asn — 00, to the analogous expression with « instead of u,,. This

follows from the dominated convergence theorem, by dominating [un (ex)—uy, (sy)]2
with 2u(ex)* 4 2u(ey)* and by using that 3 .5 > s x,y (@) [u(ex)® +u(ey)?] =
23" o cx(w)u(ex)? < 4oo. O

XEW
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9 Space M of Radon measures and Skorohod space D([0, T], M)

Given a measure x on R and a real function G on R?, we will denote by (G) the
integral f du(x)G(x). We denote by M the space of Radon measures on R, ie.
locally bounded Borel measures on R?. M is endowed with the vague topology, for
which p, — wif and only if w, (f) — w(f) forall f € C.(R%). This topology can
be defined through a metric, that we now recall also for later use (for more details, see
e.g. [37, Appendix A.10]). To this aim we set B, := {x € R? : |x| < r}. For each
£ € N we choose a sequence of functions (¢¢ ,),>0 such that?

(i) @¢n € CF (Rd) and ¢y , is supported on Byy;
(ii) the family (¢g,,)n>0 contains a function with values in [0, 1], equal to 1 on B, and
equal to 0 outside By 1;
(iii) foreach§ > O and ¢ € C (R4) with support in By there exists n > 0 such that
e = @lloo < 8 and supf ;1105 @rn = 85 g @lloo <.

For the existence of such a set of functions ¢, , we refer [37, Appendix A] and
discuss only Item (iii) which is in part new. To deal with Item (iii) we use an extended
version of the classical Weierstrass approximation theorem (see [32, Theorem 1.6.2])
implying that, for any compact set K, the family P of polynomial functions with
rational coefficients is dense in C2(R?) w.r.t. to the semi-norm || f || x := Il £l oo k) +
S 195 flloe ey + 328 2y 102, fllLoe (k). For each € fix a function g¢ as in Item
(ii). Given ¢ € CX (Rd) as in Item (iii), by applying Leibniz rule to ¢ — g¢f =
ge(p — f), one easily gets that [l — g¢ fll,,, < C(d)llgellBy, ¢ — flB,,,- Hence,
to fulfill Item (iii), it is enough to include into {¢, ,} the countable family of functions

{gef : f€PL
Definition 9.1 By a relabeling, we write (¢;) jen for the family (¢¢ ;)¢ nen-

On M we define the metric dpq as dpq (i, v) 1= ZC/’O:O 2-J (1 Alp(e)) — v(goj)|).
It can be proved that (M, d ) is a Polish space and that the topology induced by the
metric d o4 coincides with the vague topology (see e.g. [37, Appendix A.10], [S]).

We write D([0, T], M) for the Skorohod space of M-valued cadlag paths
((r)o<i<T. We recall (cf. [26, Section 4.1]) that D([0, T'], M) is a Polish space
endowed with the metric

d (.. v) = inf max {7l sup (e ) . (50)

0<t<T

where A is the set of strictly increasing continuous functions A : [0, T] — [0, T']
with 4(0) = 0, A(T) = T, and ||A|| := sup_, | In[(A() — A(s))/(z — 5)]|. As a subset
A C M is relatively compact if and only if sup{u(K) : u € A} < o0 for any
compact set K C R? (cf. [37, Appendix A]), by the same arguments used in the proof
of [26, prop 1.7, Chapter 4] one gets the following:

2 Some of our requirements will be used to prove the hydrodynamic behavior for P-a.a. @ and are not
strictly necessary to define the metric on M.
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1118 A. Faggionato

Lemma 9.2 Given an index set A, a family of probability measures {Q%}ycn on
D([0, T], M) is relatively compact (w.r.t. weak convergence) if and only if for any
J € Nthe family of probability measures { Q% o CI>;1 teea on D([0, T], R) is relatively
compact, where

®;: D([0, T], M) 3 (U)o<i<T = (e (@j))o<i<t € D([0, T], R). (51

Recall that B, := {x € R? : |x| < r}. The following fact can be obtained by suit-
ably modifying and afterwards extend the proof of [37, Theorem A.28 in Appendix A].
W.r.t. the version in [37], we have removed the assumption of non-degenerate diffusion
matrix and we have modified the mass bounds.

Lemma 9.3 Let vy : RY — R be Borel and bounded. Let o : [0, T] — M be a map
such that

(1) « is continuous when M is endowed with the vague topology;
(i1) op(dx) = vo(x)dx;
(iii) for all p € C®°(RY) and t € [0, T1 it holds

t
/ w(X)Otr(dX)Z/ w(X)Oto(dX)Jr/ dS/ V- (DV)(x)as(dx); (52)
R R 0 R

(iv) for some constants C,ry,y > 0 it holds as(B,) < CrY forall s € [0, T] and all
r = ro.

Then oy (dx) = Pyvo(x)dx forallt € [0, T].

Proof We distinguish two cases according to the non-degeneracy of D.

e Case D non-degenerate. The proof is the same of [37, Theorem A.28] apart of
modifying [37, Eq. (A.40)]. To this aim, as in [37],let f € C2° (Rd) be a nonnegative,
symmetric function with f]Rd f(x)dx = 1.Set f€(x) := e ¢ f(x/e) and v¢(x, 1) :=
fRd f€(x — y)as(dy). Then [37, Eq. (A.40)] has to be replaced by the bound (for
0<e<l

e O] < 1 Nlootts (6 + B1) < 1€Moot (Brys111x) < Cllflloc€ ™ (ro + 1 + [x])7,

which holds uniformly in ¢ € [0, T'] due to Item (iv). The above bound is enough to
apply [37, Theorem A.30] (which is a byproduct of [8, Theorems 1 and 7, Section 2.3]).
Then one can proceed and conclude as in [37].

e Case D degenerate. Without loss, at cost of a linear change of coordinates, we
can assume that D is diagonal with strictly positive eigenvalueson ey, ez, ..., e4,, and
zero eigenvalue on eq, 41, ..., ¢eq (e1, ..., eq being the canonical basis). By writing
(-, -) for the probability transition kernel of the Brownian motion on R% with non-
degenerate diffusion matrix 2D = (2D; j)1<i,j<d, it holds

Pog(x’, x") = / pi(x' v, x"yd7 (X, x") e R* x R =R?. (53)
R
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Given € C° (R4=4+) with ¢ > 0, we define & (dx’) as the measure on R%
given by &;(B) = fRd 1(xX)Y (x"ay (dx’, dx") for all Borel B C R%. Above,
and in what follows, x’ € R% and x” € RY % Then & € M(R%), where
M(R%) is defined as M but with R% instead of R?. Due to Item (i) the path
@ : [0, T] — M(R%) is continuous. Due to Item (ii) we have &g (dx’) = Do(x")dx’
where 9o (x"):= [ga-a, Vo(x’, X" )9 (x")dx" (trivially 3y is bounded and Borel). More-
over, taking ¢(x’, x”7) := @) (x”) in Item (iii) with ¢ € Ccoo(Rd*), we get that
St 9CNE (X)) = [pa. §ONGO(AxX") + [5ds [ga, V- (DV)(X)as(dx'). We set
B, :={x' € R% : |x/| <r}andlet ry be the minimal radius such that v has support
in the ball of R?~% centered at the origin with radius 7. Then, due to Item (iv), it
holds &,(B,) = Jra 1z Y (ag(dx’, dx”) < C2VrY if r > Fy := max{ro, ry}.
Hence, we have checked that the path & satisfies the same conditions appearing in
Lemma 9.3, restated for R% with D replaced by D. By the non-degenerate case we
conclude that &, (dx’) = [IR‘I* dz' p:(x', z)0o(z')1dx’. Hence, for all ¢ € C.(R?) and
¥ € CX(RI=%) with ¢ > 0, we have

/ 50 (e (', dx) = / dx' () / a2 p(x', 2)i0()
R4 Réx Réx
= /Rd dx’ /Rd*d de@(x/)w(X”)/Rl dz' pi(x', 2o, x")
= /éd dx//Rd_d dx”(ﬁ(x/)lﬁ(x”)Ptvo(x/,x”). (54)

By additivity and density we then get that o; (dx) = Pyvo(x)dx. O

10 Set 2y, of typical environments

In this section we describe the set 2y, of typical environments w for which the
properties stated in Theorem 4.1 will hold. We denote by p;, (-, -) the transition
probability kernel of (e X g)—zt)tzo' Recall Definition 9.1.

Definition 10.1 (Ser ) We define 2 as the family of w € €2 such that

Z Z cx(a))/ e~ pl, (ex, ey)dt < 400 (55)
0

XED yeED:eyEB,

forall e, r € (0, +00), where B, := {x € R? : |x| < r}.

Definition 10.2 (Set Qy,) The set Qyp is given by the environments w € A[1]NQ; N

Q.NQ satisfying (39) (see respectively Propositions 3.2 and 6.1, Definitions 7.3 and
10.1).

Remark 10.3 Due to Proposition 3.2, for any w € Syp we have lim, o uf (@) =
Jga 9(x)mdx for all g € Co(RY).
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Given G € {¢;}jen and A > 0, we set G® := LG — V - DVG. Moreover, we
denote by G¢, , € D(L{,) the unique solution of AG%, , —ILf G¢ 5 = G™ in L2 ().
As Gi),)\ = f > _)"PS G()‘)dt (for the notation see Sect.6), we have the integral
representation

G oex) =) / TMpE (ex, ey)GP(ey)dt,  Vx € b. (56)
0

YE®

Remark 10.4 If w € Qyp, then for all G € {¢;}jen, € > 0 and A = 1 it holds

D e)|GE, (ex)| < +oo and Y e (@)GE 5 (ex)? < oo, (57)

XED XED

Indeed, by (56) we get that ”GZ),A loo < IG™|ls0. Hence, one has just to check the

first bound in (57), which follows from (55) and (56) as G € C2°(R).
Proposition 10.5 Qy,, is measurable, translation invariant and P (Qyp) = 1.

Proof The sets A[1], 2¢, 2, are translation invariant measurable sets of P-probability
one as stated in Propositions 3.2 and 6.1 and after Definition 7.3, respectively. The
same holds for the set of w’s satisfying (39) as stated after Proposition 6.1.

To conclude it is enough to show that 2N Q, is a translation invariant measurable
set with P($2 N ,) = 1. For what concerns measurability, it is enough to show that
Q2 is measurable. Trivially, in Definition 10.1 one can restrict to r € Q N (0, +00). It
is also simple to check that one can restrict also to ¢ € Q N (0, +00) by using that,
given 0 < ¢, < ¢ with g, € Q, it holds

o0 o0 | 5 o0 5 |
/O e~ p (ex, ey)dt =/O ey o, (X, y)dl =€ /0 e " Py (x, y)ds
o0
< 2 €S 1 ( )d
<e¢ | D5 (X, ¥)ds
= (¢/e4)? / e it (exx, £xy)dt. (58)
0

Since in in Definition 10.1 one can restricttor, ¢ € QN (0, +00) (hence to a countable
set of parameters), we conclude that Q is measurable.

To prove that P(fz N ,) = 1, itis enough to prove that, givenr, ¢ € QN (0, +00),
it holds H (w) < +o0 for P-almost all w € Q. (recall that P(2,) = 1), where H
denotes the Lh.s. of (55).

We treat the case G = R (the case G = Z¢ can be reduced to the present one by the
transformation described in [12, Section 6]). We also assume that V = Iin (10), w.l.0.g.
at cost to apply an affine transformation. This implies that 7,x = x + g and g(x) = x
[see (10) and (12)]. Given w € Q, and given x, y € @ (see Definitions 7.2 and 7.3), we
then have p;, ,(ex, ey) = p;, (ey, ex) = pgyw’t(o, e(x — ), cx(@) = cx—y(Oyw)
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and@ =1, =0—y Weset F(§) := ) _; cz(.f,f)foOo e”pg’t(O, ez)dt for

z€é
£ e Qop=1{% € Q : 0 < &}. By the above observations, given w € 2, we get

o
Ho)= Y Y c0o) f e Py 0. e2)dt = Y F(Oy0).
YE®:eYEB, ze@ O ) YEQ:eYEB,
(59)
Hence, to prove that PEQNQ) =1, we just need to show that the last expression
is finite P-a.s. To this aim we apply Campbell’s identity (see [12, Appendix B]): for
any nonnegative measurable function f on RY x € it holds

/ dx/ dPo(w) f (x, w) = l/ dP(@) Y f(x, 0co) (60)
R4 Q0 mJg

XED

(we recall that Py denotes the Palm distribution associated to P). Taking f(x, w) :=
15, (ex)F (@) we get e~ U(B,)Eo[F] = m™'E[Ycp.exep F(Ox)], where Eo, E
denote the expectation w.r.t. Py, P respectively and £(B, ) denotes the Lebesgue mea-
sure of the ball B,. Hence, to conclude it is enough to show that Eg[ F] < 4+00. As it
can be easily deduced from the proof of [12, Lemma 3.5], the Palm distribution Py is a
reversible and ergodic (w.r.t. time shifts) distribution for the environment viewed from
the random walk, i.e. for the process (8 X );>0. Indeed, in the proof of [12, Lemma
3.5] we considered the jump chain associated to the environment viewed from the
random walk and proved that Elcol™ co(w)dPy(w) is reversible and ergodic for the
jump chain. As accelerating time does not change the class of reversible and ergodic
distributions, we get that Py is a reversible and ergodic distribution also for the pro-
cess (w1)i>0, @0 = exﬁiz,w' On the other hand, by (A7), Eo[co] = Eo[ro] < +o0.
Hence, by the L!-Birkhoff ergodic theorem, we get lim;_, 4 oo % f()l co(ws)ds = Eglco]
in L1 (Pp,), where Pp, is the law of the random path (@;);>¢ when the starting con-

figuration w is sampled with distribution Pp. As the above limit implies the limit of
expectations and ¢y (6,®) = c;(w), we have

. 1
lim -
t——+00

1
> / Po(dw) /0 5 (0, e2)e(w)ds = Eolcol. (61)
[4S0)

Now note that, for some positive constant C, it holds

0 e /2 n+1
F)<C) — > / PE (0, e2)c; (w)dt. (62)
n=0"" e "
Hence, setting a,, := ,,]ﬁ [Podw) Y, (;1+1 P10, e7)c (w)dt, we get Eg[ F] <

C ZZO:() e "2q,. By (61) we have lim,_, o a, = Eg[cg] < +00, hence the series
> ye"/?ay is finite, thus implying that Eg[F] < +oc. This concludes the proof
that P(2 N 2y) = 1
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We now show that € N €2, is translation invariant (always restricting to G = R4
and V =1). Take e,r > 0, g € G and w € 2 N Q. Then we have

o0
H(Oy0) = Z Z cx(ega))/(; e_’pggw’,(sx,sy)dt

x€bgw ye@syeBr

o0
< Z Z ca(a))/0 e~ p;, 1(ea, eb)dt < +oo.

a€d bed:ebeB, ¢|g|

This proves that 6, (fZ NQy) C Q for all g € G. Using that €2, is translation invariant,
it is then trivial to conclude that eg(fz NQy) C an Q, for all g € G, which implies
the translation invariance of € N Q. O

11 Proof of Theorem 4.1

In Proposition 7.4 we discussed the existence of the simple exclusion process for
w € Q4 D Quyp. In Proposition 10.5 we showed that 2y, is a translation invariant
measurable set of P-probability one. To get the hydrodynamic behavior we will pro-
ceed as follows. We fix w € Qyp. We consider the random path (nz,,[ni])oﬁsr with
n. sampled according to ;) .. . We call QF its law, which is a probability measure on
D([0, T], M). Note that, to simplify the notation, w is understood in Q¢. We call Q*
the law of the deterministic path (p(x, t)dx),_, ., in D([0, T], M) where p(x, 1) =
P, po(x). To get Theorem 4.1 it is enough to prove that, for w € Quyp, OF weakly con-
verges to O*. Indeed, this implies the convergence in probability of the random path
(5, [n.Do<r<r towards (,o(x, t)dx)oEtsT. As (,o(x, t)dx)oitsT e C(0,T], M),
the above convergence in probability implies (32) (cf. [1, page 124]).

By adapting the method of the corrected empirical process of [22] to the L>-context
and the unbounded domain R?, we prove the tightness of {Q¢} in Sect.11.1 (since
D([0, T], M) is a Polish space, tightness is here equivalent to relative compactness,
cf. [1, Theorems 5.1 and 5.2]). The homogenization result used in this part is given by
(39).

After getting tightness, one can proceed in two ways. A first route is to show that all
limit points of { Q¢} must equal Q* since concentrated on continuous M-valued paths
solving in a weak sense the hydrodynamic equation with initial value po(x)dx and
satisfying suitable mass bounds on balls. Then one can invoke the uniqueness result
for these weak solutions given by Lemma 9.3. This is the route followed in Sect. 11.2
in the same spirit of [22]. Again, the homogenization result used here is given by (38).

We now describe the second route. Due to tightness and by [1, Theorem 13.1],
to prove that Qf = Q™ it is enough to show the finite dimensional distribution
convergence and, by a union bound, the convergence for the distribution at a fixed
time, i.e. that forany t > 0,8 > O and ¢ € CC(Rd) it holds
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Liﬂ} PE o, ‘ad Z @(ex)n, (x) — /Rd e()px,dx| >8] =0.  (63)
XEW

This can be obtained by a completely autonomous analysis with two main ingredients:

an extension to our context of Nagy’s representation of the simple exclusion process

(based on duality with the random walk) and the homogenization limit (37). Note that

here one does not need Lemma 9.3. We have discussed this second route in “Appendix

C”.

11.1 Relative compactness of the empirical measure

To simplify the notation, we fix once and for all a sequence {g,} of positive numbers
with ¢, | 0. In what follows all limits ¢ | O have to be thought along the above
sequence {¢,}. By Lemma 9.2, to prove that the family {Q°} is relatively compact
as ¢ | 0 it is enough to prove that, given G € {¢,}jen (cf. Definition 9.1), the -
parameterized laws of the random paths (7, ,(G))o</<r form a relatively compact
family of probability measures on D([0, T], R) as ¢ | 0. Note that we have dropped
from the notation the dependence on the path 7.. By [26, Theorem 1.3, Chapter 4] and
Aldous’ criterion given in [26, Proposition 1.6, Chapter 4], it is enough to prove that

(i) for every t+ € [0,T] and every B > O, there exists £ > 0 such that
limg o PG, o, (177, (G| > €) < B;

W, mg

(ii) calling J7 the family of stopping times bounded by 7 w.r.t. to the filtration (F;);>0,
with F; :=o{ns; : 0 <s <t}, forany g > 0 it holds

lim lim sup P? (
yi0el0 ey, M
<y

Ty (G) — T[j),(f+0)/\T(G)‘ > ,3> =0. (64)

Item (i) gives no problem. Indeed, |7;, ,(G)| < wu,(IG|) — fdxm|G(x)|dx as
w € Qup (cf. Remark 10.3). Item (ii) is more delicate and can be treated by the
corrected empirical measure. To this aim we fix A > 0 (let us take A = 1 as in Remark
10.4) and define G® € CX(RY) as

GH® :=1G -V -DVG, (65)

where D is the effective homogenized matrix (see Definition 3.3). As in Sect. 10, we
define Gi)’ ,, as the unique element of D(L;)) C Lz(ui)) such that

AGE, —LEGE , =G™ in L*(uf). (66)

o~ w,A T
By using the resolvent operators R;, and R’ , defined in Sect. 6, we can restate the

above definitions as
G=RG"Y, G, =R ,GY. (67)
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We point out some standard bounds which we will be useful below. By taking the scalar
product with Gi’ ,, in the massive Poisson equation (66) and by applying Schwarz
inequality, we get that

MG 2y < NGP L2ge . (68)
(Gon LG a2y < (G G V)2 < ATHNGP T2, (69)

We also note that

d—2
(G, —LE, ;A)Lz%):STZZcx,y(w)[G;A(ex)—G;,A(gy)]; (70)

XED YED

To justify (70) we proceed as follows. For any f € D(L) C D(,/—L¢) we have

(f, —L¢ ol 2e) = IV~ ILSf||L2(M ey = = &, (f, f), the last identity being discussed
in Sect. 6. By taking f = Gw ,» we then get (70).

We now use our homogemzation result for the resolvent convergence. Indeed,
Quyp C Q¢ and (67) and (38) imply that

hmed > 1G(ex) = G5, (ex)| = 0. (71)
XG(U
As |n(f),t(G) T, 5 (G A)l <& erw |G(ex) — A(ax)|, we get
lim %, ( sup |7 (G) — 7} (G5 )| > 5) =0. (72)
€0 0<t<T ' ’

By (72), to get Item (ii), it is enough to prove the same result with G replaced by
G¢ ., i.e. that for any g > 0 it holds

lim Tim sup P*, (‘ e (G ‘ ) (73
lim i $uP Pl (70 (Gos) = 7o wrmrnr (Gon)| = £ (73)
o<y

We have now to deal with the Dynkin martingale associated to n(f,(GfU, 5)- We will
use below Lemmas 8.2 and 8.3. Let us check their hypotheses. Trivially, Gi), , € DAL
(by definition). We claim that

Ghy e L'(uE), D cx(@)GE, (ex)| < +00, Y cr(@)GE , (ex)* < 4o

XED XED

The last two bounds follow from Remark 10.4. To derive the first one we observe
that, by the integral representation (56) and the symmetry of pg (-, ), it holds

”Gi)’)L”L'(;/,g)) < ||Gm||L1(ug))/)L < +00.
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By applying Lemma 8.2, we get that n;(GZ’ ,) corresponds to an absolutely con-

vergent series in C ({0, 1}“3) and, as function of 1, belongs to the domain of L,,. This
observation allows us to introduce the Dynkin martingale

M, =7 (GE L) — 7l o(GE L) — 72 f Lo (75(GE ) (no)ds. (74)

By (43) and (66), we can rewrite M, f),t as

M, =m,(Gr5) = 60(Go ) =24 ) / 1@ (1G5, = GV) (ex)ds. (75)

XED

We can now prove (73). Due to (75) it is enough to prove that

limTim sup B¢ .. %0 ‘AGS . GW‘ ex)> g2 =0.  (76)
lim i sup %, Zw o B/
o<y
lim lim sup P, (‘Mw (caynr — My 2| > /3/2) =0. (77)

y10¢el0 1edr
o<y

e Proof of (76). The inequality inside (76) is indeed deterministic. As 6 <y | 0,
to prove (76) it is enough to prove that

%sd 3 ‘xcfm — G| (ex) < +o0. (78)

XED
We have already observed that |G, ; ll1(ue, < < [IGP| L1t/ *- Then, to get (78) it

is enough to apply Remark 10.3.
e Proof of (77). We write Ef, . for the expectation w.r.t. P, ;. We bound the
[o

probability in (77) by (2/B)*E: e G OIAT —
ping time and the form of the sharp bracket process in Lemma 8.3, we get [cf. (69)
and (70)]

me

5),1’)2]. Using that 7 is a stop-

, Mg

Ef) m, [(Mcsu,(r+9)/\T - Mfu,r)z] <0272 Z Z cry(@)[Gg, ; (ex) — GZ,A(SY)]Z

XED yED
& &
-L.,Go A)LZ(MZ)

<20e27MGM |2,

=20¢4(G¢

w,\’
(1) (79)
As @ € Qup (see Remark 10.3), as £/0 we have ||GW||L2( )

f dx mG™ (x)2. In conclusion we have proved that the probability in (77) is bounded
from above by (2/8)220%1~1(Cy + o(1)) as & | 0. This implies (77).

—>CQ =
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11.2 Characterization of the limit points

Recall that w € Quy; is fixed. Let Q be any limit point {Q®} ase | 0. We claim that Q is
concentrated on paths « € D([0, T'], M) satisfying the conditions of Lemma 9.3 with
vo = po. Then, by applying Lemma 9.3, we can conclude that Q = 8(y(x,r)dx)o<;<7»
thus completing the proof of Theorem 4.1.

Let us prove our claim. Item (ii) in Lemma 9.3 follows from condition (31). We
move to Item (iv). We recall that, for any integer £ > 0, there is some [0, 1]-valued
function ¢}, € {¢;};en equal to 1 on By and equal to zero outside Byy;. Then, by
Remark 10.3, we have for all ¢ € [0, T] and for a suitable constant C(d) depending
only on the dimension d that

0
7o (Pjo) < g (9jo) Lo / @jo(x)dx < C(dyme. (80)

Setting H := {a : supy, <7 % (pj,) < 2C(d)yme4y, we get limg o P m, (7T T, €
H) = 1. As H is closed in D([0, T'], M), we conclude that Q(H) = 1. By varymgﬁ
in N, this implies Item (iv) in Lemma 9.3 with y = d.

We move to Item (iii). By Doob’s inequality and reasoning as in (79) we get

P ( sup M| = a) <57, (M5 1)) = 26T GP I, o,
t€l0,T]
(81)

By (65) and (71) (the latter is due to (38) in Proposition 6.1), we have

sup
0<t<T

t
0
/0 75, (4G5, — G% = V. DVG) ds‘ < Te! Y 1G5, — 2Gl(ex) 5 0.

XED

(82)
At this point, by combining (72), (75), (81) and (82) we get that

t
P ( sup |75, (G) — 15, (G) —/ 78 (V- DVG)ds| < 3) =1. (83)
0<t<T 0

As a consequence, given G € {¢;} jeN, Q-a.s. it holds a; (G) — ao(G) — fot o (V-
DVG)ds = 0 forall 0 <t < T (adapt the proof of [37, Lemma 8.7] to show that
{o 2 supg<; <7 |at(G)—ozo(G)—f(§ o (V-DVG)ds| < §}isclosedin D([0, T'], M)).
By the construction of {¢;} jen in Sect.9, given a generic ¢ € C° (R4) with support
in some By, we know that for each § > 0 there exists G € {¢;};en with support in
Byt suchthat |G —¢lleo < dandsup;; 4«4 Hax, ka — 3)%_’“(,0”00 < 6. Hence both
sup0§l§T|a,(G) oc,(<p)| and sup0515T|a,(V DVG)— a,(V~DV(p)| can be bounded
by C6 supy—, 7 @ (B¢+1), where C = C(D). Due to Item (iv) (already proved) and
by density, we conclude that Q-a.s. it holds o (¢) — ag(¢) — fot os(V-DVe)ds =0
forall0 <t <Tandallgp € C* (R9). Hence Item (iii) in Lemma 9.3 is verified.
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We now check Item (i) in Lemma 9.3. By Remark 10.3, given G € {¢;} jen we get

t
0
sup ‘/ e (V- DVG)du‘ < B! Y IV-DVGEn)| B CG)p. (84)
0<s<t<T 'Js
lt—s|<p

XED

We set H := {a 1 | (G) — s (G)| <2C(G)B forall0 < s =t=<T Wiﬂl [t —s| <
B}. By combining (83) and (84) we get lim o P, ., (75, . € H) = 1. As H is closed
in D([0, T], M), we conclude that Q(H) = 1. By varying G among {¢,} jen and by
taking B | 0 along a sequence, we get that Q(C([0, T], M)) = 1.
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Appendix A. An example of degenerate nonzero effective homoge-
nized matrix D

In this appendix we present a model satisfying Assumptions (Al),...(A9) and (SEP)
for which the effective homogenized matrix D is nonzero but degenerate.

All product spaces appearing below are endowed with the product topology. We take
Q = (0, 2)Zz x (0, 2)%. We denote agenericelementof Qasw = ((ux)xezz, (as)xez).
The probability measure P on €2 is such that, under P, all coordinates are independent
random variables, all uy’s are uniformly distributed on (1, 2) and all a,’s are identically
distributed with E[a 11 = 400. We take & := Z? and G = Z2. The action of G on
Q2 is the following:

an) = ((ux—g)xezL (as—gz)SEZ) if g =1(g1,82) € Zz, w = ((Mx)xezL (as)sEZ) .

G acts on Z by standard translations: 7ox := x + g, g € G. The random conductance
field is defined as
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u, if{x,y}=1{z,z+e}, zeZ?
cry(@) = qa, iffx,y}={z.z+e}, z=(z1,22)€Z?
0 otherwise.

The geometric idea behind the definition of @ and the action (6g),c72 is that we
attach to each point x = (x1, x2) the two numbers u, and ay, and we think of u, as
the conductance of the edge {x, x + e} and of a,, as the conductance of the edge
{x,x +ep}.

We claim that all Assumptions (Al),...,(A9) and (SEP) are satisfied. Indeed,
trivially P is stationary. To check the ergodicity of P we introduce the bijection
®:Q — I'2 where I' = (0, 2)Z9 a5

u ift eZ,
(@) = (V)sez (o) = { s
ag if t = x,

whenever @ = ((ux) ez2, (as)sez). Simply, we organize the elements of w in rows
having in mind the above geometric idea of w. We write Q for the probability measure
on I'Z such that Q(B) := P(®~1(B)) for all Borel sets B  I'Z. Then under Q
the coordinates y; are i.i.d. random variables. As a consequence Q is ergodic w.r.t.
standard shifts of I'Z. Take now a translation invariant measurable set A C €. Then
e, A = Aforall t € Z and therefore ®(A) is left invariant by the standard shifts
of I'Z. Due to the ergodicity of Q we obtain that P(A) = Q(®(A)) € {0, 1}. This
concludes the proof that P is ergodic. All other Assumptions (A2),...,(A9) are trivially
satisfied. To check (SEP) it is enough to argue as in the proof of Proposition 5.1 in
case (1).

Let us now prove that D11 > O and D; ; =0 for (i, j) # (1, 1).

As in the derivation of [2, Prop. 4.1] one can lower bound the scalar product a - Da
by szzelyez(a ~x)2/E[1/co,x(w)] with C > 0. Taking a = e; and using that
€0,e; (@) = ug > 1 P-as., we get that Dy | > 0.

We now show that if D> > = 0 then Dj» = D = 0. Recall that in general D
is a symmetric and positive semidefinite matrix. Having nonnegative eigenvalues, the
determinant of D is nonnegative, i.e. D1 1 D22 — D12D21 > 0. Since Dy > = 0 and
D> = Dy, 1, we then get that —D%z > 0, thus implying that D1, = Dy 1 = 0.

It remains to prove that Dy » = 0. Note that, by (18) and since ® = 72, it holds
P = Py and Q = Q. Then (25) implies that

1
Drz= W03 47 x ~Vf(x)*,  ©5
2,2 fe?go(P) 2 /Q (w)x:jg;ie2 co.x (w) (x2 f(w,x)) (85)

where V f(w, x) := f(6,w) — f(w). Let W be the family of bounded measurable
functions on 2 depending only on the coordinates (as)sez. Then V f(w, £e1) =
f(0e,w) — f(w) = 0. Using also that ¢y y(w) < 2, due to (85) we get
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1
Dy < 2fig£v§/ dP(@) Y (1 -V f(w.x)*

x=d=er

. 1 _ - 2
=2 f — dpP -V , , 86
in /(W @ Yy (x—Vf@x) (86)

FEL®((0.2)%) 2 =

where a € (0, Z)Z, P is the probability measure on (0, 2)Z making the coordinates
into i.i.d. random variables with the same distribution of ag under P, 6, is the standard
shift operator on (0, 2)Z and V fa,x)=f (Oca) — f(a). Then the last expression in
(86) is twice the effective homogenized coefficient for the nearest-neighbor random
conductance model on Z with i.i.d. conductances given by (as)sez. Since a; ! has
infinite expectation under P, we get that this coefficient is zero (see the discussion in
Sect.5.1 ford = 1).

Appendix B. Proof of (7) and (9) for local functions f

Recall the notation of Sect.7. We take w € Q2 and & € {0, 1}“3. Below C will always
vary in K, without further mention. Given ¢t € (0, ty] we denote by G;(w, K) the
undirected graph with vertex set @ and edge set {{x, y} € &, : Ky () > 0}. We
recall that &, = {{x, y} : x,y € @, x # y}. As G;(w, K) is a subgraph of G, (w, K),
the graph G;(w, K) has only connected components of finite cardinality. Moreover,
as t < fp, one can check that 17? [K] can be obtained by the graphical construction
detailed in Sect. 7 but working with the graph G;(w, K) instead of Gy, (w, K).

Let f : {0, 1} — R be alocal function. Let A C & be a finite set such that f(n)is
defined interms only of n(x) withx € A.Weset&4 := {{x, y} € &, : {x, y}NA # 0}
(as w is fixed, in the notation we do not stress the dependence of £4 from w). As
w € Q, C R [see (36) and Definition 7.3], we have

ca@) = Y cy@ <Y D ery(@ =) (@) <+oo.  (87)

{x,y}e€q X€A yed x€A

Due to the above bound, itis simple to check that the r.h.s.’s of (7) and (9) are absolutely
convergent series in C ({0, 1}#) defining the same function, that we denote by Ew f.
Hence we just need to prove that £, f = Lo f.

We note that K4(t) := Z{x,y}eSA KCx,y(t) is a Poisson random variable (cf. also
Item (iii) in Definition 7.3) with finite parameter c4 (w). In particular, it holds

Pu(Ka(r) >2)=1—e AN 4+ cp(w)t) < C(w)t>. (88)

When C4() = 1, we define the pair {xg, yo} as the only edge in £4 such that
Kxo.yo(®) = 1. To have a univocally defined labelling, we fix a total order < of .
If the pair has only one point in A, then we call this point x¢ and the other one yy.
Otherwise, we call x( the minimal point inside the pair w.r.t. the order <.

Claim B.1 Let F be the event that (i) 4 () = 1 and (ii) {xo, yo} is not a connected
component of G;(w, ). Then P, (F) = o(t).
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Proof of Claim B.1 We first show that F C G, where
G={Ka()=1, xo0 €A, yo¢ A, Iz€d\ (AU {y}) with Ky, (1) > 1}.

To prove the above inclusion suppose first that 4 () = 1 and xo, yo € A. Then
{x0, yo} must be a connected component in G;(w, K) otherwise we would contradict
K 4(t) = 1. Hence, the event F implies that xo € A and yg ¢ A. By F, {xg, yo} is not
a connected component of G; (w, k), and therefore there exists a point z € @ \ {xo, Yo}
such that KCy ,(#) > 1 or Ky, . () > 1. The first case cannot indeed occur as K4 () =
1. By the same reason, in the second case it must be z ¢ A. Hence, we conclude that
there exists z € @ \ (A U {yo}) such that K, - () > 1. This concludes the proof that
F cCaG.
We have

Pu(G) <Y Y PyKy)=1. Y K)=>1

XEA yed\A zen\(AU{y})
<Y Y epy@)e @ (1 — em @), (89)
xeAyed

By (87) and the dominated convergence theorem applied to the last expression in (89),
we get lim; o P,,(G)/t = 0. As F C G, the same holds for F'. O

Now let H be the event that (i) KC4 (r) = 1 and (ii) {xg, yo} is a connected component

of G;(w, K). Moreover, given {x, y} € £4, weset H, , == H N {{xo, yo} = {x, y} }
Due to (88) and Claim B.1 we get

Po({Ka() =0}U H) =1 —0(). (90)

Hence we have S(1) £ (€)= £ (6) = Y., yyeg, L €)= f(E)IPu(Hy )+ f o0 (1),

As P, (F) = o(t), we can rewrite the r.h.s. as

Y FES) = FEOIPLKA®) =1} N {{x0, yo} = {x, y}D + | £ lc0(1)

{x,y}e€a

=t Y [fE) = F®)lexy@e A 4 | fllaoo(t).

{x,y}e€a
As lim, g o(t)/t = 0 uniformly in &, by the dominated convergence theorem we can
conclude that £, f=Lyf.
Appendix C. Convergence at a fixed time

In this appendix we prove (63) for any w € Qyp, t > 0,8 > Oand ¢ € C.(R%)
[the case t = O follows from (31)]. To this aim recall the semigroups P; and Pj’t
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discussed before Proposition 6.1 in Sect. 6. Recall also the sets g, fz, Q2 and Qyp
(cf. respectively Proposition 6.1, Definitions 7.2, 7.3 and 10.2). One main tool to get
(63) will be the following fact, that we will prove at the end:

LemmaC.1 Fixw € Qyp, § > 0,1 >0, ¢ € Cc(Rd) and let ng be an e-parametrized
Jfamily of probability measures on {0, 1Y% Then it holds

lim B, (’ed 3 oenm ) -t Y no(x)P;,,w(sx)‘ - 5) —0. O

XED XED

Remark C.2 The second sum in (91) can be an infinite series. It is anyway absolutely
convergent as it can be bounded by » " o PJ  ¢l(ex) = Y .5 l@(ex)| (by using the

symmetry of the rates for v € Qyp C Q4 C Q).

Let us first prove (63). As [ @(x)p(x, 1)dx = [ po(x) Pr¢(x)dx, we can bound

! ptexm - [ o nds]

XED

< |7 ptexyn ) — e Y- no() P ex)|

| Y o) P (e — e S o) Prgp(ex)|
XED XED

+ | Ym0 Prgex) - / POPdx| = L+ L+ T (92)
XED R4

Trivially we can bound I < gd eré) |P(f;’,g0(£x) — Pyp(ex)|. The r.h.s. goes to zero
as e | 0as Quyp C Q4 [cf. (37)]. By combining this limit with Lemma C.1, to prove
(63) we only need to show that lim, o m¢ (/3 > 8) = 0. The continuous function P;¢
decays fast to infinity. In particular, for some C > O we have | P;p|(z) < C(|z]) forall
z € RY, where () =1/ +r9t1) Dueto (39) and since w € Quyp, we can fix £ such
that fRd Y (|zD Lz =0dz < §/(5C) and ﬁgw f]Rd dpl, ()Y (zD) L= < 8/(5C).
This implies for & small that

e S 1Pl e erjze) < 85, /R Pl zadz <5/5. (93)
XED

Then we fix a function § € C.(R?) such that |¢| < |P;¢| and ¢(x) = P,p(x) if
|x| < £. Hence, due to (93), to prove that limg g m¢ (/3 > §) = 0 it is enough to show
that

lim m \sd2n0<x>¢<ex>— fR PDP(dx| > /5] =0 (94)
XEW

The above limit follows from our assumption on m; [cf. (31) in Theorem 4.1]. This
concludes the derivation of (63) assuming Lemma C.1.
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We now give the proof of Lemma C.1:

Proof of Lemma C.1 1t is convenient here to work with the non speeded-up exclusion
process with formal generator L, [cf. (7) and (9)]. We write P, ,, for its law on the
path space D(R4, {0, 1}“3), when starting with distribution n,. Then we can restate
91) as

. d d _
Llﬁ)lﬂ”w,ng ‘e Z(p(ex)nsfz,(x)—e Zno(x)Pj)’tgp(ax) >8] =0. (95

XED XED

We divide the proof of (95) in some main steps.

e Step 1: Reduction to distributions 0, concentrating on configurations having a
finite number of particles. We think of the exclusion process as built according to the
graphical construction described in Sect. 7, after sampling no with distribution n,. As
w € Quyp C 2 wehaveP,(K,) = 1.Givenx € &, € Nand K € K,,, we denote by
Cr(x) the connected component of x in the graph G; (w, K). Fix s € (rto, (r + Dto].

Due to the graphical construction, if we know /C, then to determine nf [K1(x) we only
need to know nf,o [K1(z) with z € C.(x) (and this holds for any & € {0, 1}‘?’). By

iterating the above argument we conclude that, knowing /C, the value of nf [K](x) is
determined by £(z) as z varies in the finite set

Or(x) == U e, (x) Yz_1€C1(z) =+ " YzieCi(z0) Colz1).

The above set O, (x) is finite as L € K. As ¢ has compact support, we can take
£ > 0 such that ¢ has support in the ball B, of radius ¢ centered at the origin. Then,
by the above considerations, given ¢t > 0 for £, = f.(w, &, t) large enough we have
Py (Ag, o ,) < €&, where

Aper = {’C €Ky 1 U o Qr(e—zz)(x) C Bl*}

elx|<¢t

and r(e’2t) is the unique integer » > 0 such that e 2t e (rtg, (r + D1ty]. Note that,
when the event A, ., takes place, the value gd D veo (p(sx)ni,zt[lC](x) depends on
& only through &(z) with z € @ N By,.

As w € Qup [see (39)] and since P,¢ decays fast to infinity, we have
limp oo limg o [ dpé ()| Pr@l(z)1y;=2y = O. In particular, we can fix L, =
L.(¢, w), such that limg o [ dué (2)|Pi¢l(z)1{z>r,) < 8/4. On the other hand,
as w € Qup C 2 [cf. (37) in Proposition 6.1] for ¢ small enough we have
fdui)(z)|P(f),t<p(z) — P,p(z)] < 8/4. Due to the above observations, for ¢ small
itholds &7 Y o cj=1. /e (I PS 0l (ex) < 8/2 forall £ € {0, 1}%.

Call n, the law of the following random configuration in {0, 1)@ sample & with
law n,, then set the particle number of £ equal to zero at any site x € @ with |x| >
£y V (Ly/€). By the above considerations, to get (95) it is enough to prove the same
limit with n, replaced by n,; and with § replaced by 6/2. The fact that the constant
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£y V (Ly/€) depends on €, w, ¢, t does not interfere with the arguments presented
below (moreover, w, ¢, t can be thought as fixed).

e Step 2: special pathwise representation of 77;": [K](x). We fix & € {0, 1} with a
finite number of particles. On the probability space (K, P,,) (cf. Definition 7.3) we
introduce the martingales (M§ ()):>0, with y varying among &, by setting M f 0):=0
and

dMS(0) =" (17 (K1) — nf_[K1(0)dAy (). Ay (1) =Ky (1) — ¢y z (@)1
ZEw
(96)
The key observation now, going back to [33] and proved below, is that the symmetry
of the jump rates implies the following pathwise representation for all x € ® and
K eK,:

K1) = Y polt. X, NEG) + Y / Polt =5, %, )AM;(s).  (97)

YE® YE®

Above p,,(t, x, y) is the probability to be at y for the random walk X starting at x
(before we used the notation pclu’ ,(x,y), which would not be very readable in the rest).
We first show that the r.h.s. of (97) is well posed and afterwards we check (97) itself.

© Step 2.a: the r.h.s. of (97) is well posed. As w € Ly it holds ¢y (w) =
Y cco Cyz(@) < 4ooforall y € @. As K € K, by Definition 7.3 we also have
Ky(t) < +ooforally e ®andt > 0.

As & has a finite number of particles, the first sum in the r.h.s. of (97) is trivially
finite. We now show that the second sum in the r.h.s. is absolutely convergent, thus
implying that the r.h.s. of (97) is well posed. To this aim call D = D(K, &) the
set of points y € @ such that nf [K1(y) = 1 for some s € [0, ¢]. By the graphical
construction and since £ has a finite number of particles, D is a finite set. We also note
that, if |nfﬁ [K1(z) — ns—[K1(y)| is nonzero, then y or z must belong to D. Hence we
can bound

ZZ/ Po(t = s.x. )]s K1) = ng_ K1) ey, (@)ds

YED ZED
<t Y @AY Y epi@) =2t ) cyw) < +0o (98)
yeD zew yew zeD yeD

and (using also that KC, - (s) = KC; ,(s))

> / Pot = 5.x, )15 [K1@) = ng_[K1()]dKy 2(5)

VE® ZED
< ZZ/ 1(y € Dorz € D)dKy .(s) <2 Z ICo(t) < 4+00.  (99)
YEW ZEW veD
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As a byproduct of (98) and (99) the second series in the r.h.s. of (97) is absolutely
convergent.

® Step 2.b: proof of (97). We now verity (97) (the proof is different from the one
in [33], which does not adapt well to our setting). To this aim we fix IC € K. Recall
the finite set D introduced in Step 2.a. Letf; < fr < --- < 1, be the jump times of
the Poisson processes /C, (+) up to time ¢, as v varies among D. Let a;, b; € ® be such
that Ky, 5, (t;) = Ky, p; (ti—) + 1 (the pair {a;, b;} is univocally determined, the way
we label its elements will be irrelevant). We set 79 := 0, #,4+1 := t. As (see Step 2.a)
the series in the r.h.s. of (97) are absolutely convergent, we have

t
Z/ Do(t — 5, X, y)dMﬁ(S) = A — Ay,

YE®

A=Y 3N (0 1K1@) — 0 K1) / Polt = s, x, Y)dKy . (s),

i=0 yed zed (i ti+1]

n it
Ay =3 ey (@) (0 K@) — 1 (K1) / Pot —s.x, y)ds. (100)
ti

i=0 yew zed

Consider the expression (ni [Kl(z) — nfi [IC](y))dle,z(s). If it is nonzero, then {y, z}
intersects D and s is a jump time of /) ;(-) = K, ,(-). In particular, it must be
s € {t1,1,...,t,} and {y, z} = {a;, b;} if s = t;. The above considerations imply
that A} = Y7~ C;, where

Ci = (nf, [K1(bi+1) — nf,. [K1(ai+1))[Po(t — tig1, X, it1) — polt — tix1, X, biy1)].

We write E, for the expectation w.r.t. the random walk (X{);>0 on & starting
at x. Fixed i € {1, ..., n}, we consider the function f; : ® — R given by fila) =
nfi [K](a). Note that ﬁ has finite support. Since ]Lclufl () =2 .coCy.z(@) (n,l [K1(z)—
nfi [IC](y)) (cf. Definition 8.1), we have

Az_ZZL‘f,(y)/ Pult — 5%, y)ds

i=0 yed

S

i=0 yewn

Pots, X, ML fi()ds = Z / B IO s
t

iyl fz+1

—Z( 1K1 (xe,)] — Ednf K1, )])

Note that the third identity can be derived from Proposition 7.4 (recall that Q) C
2,) as the random walk can be thought of as a simple exclusion process with just
one particle (having (9) on local functions of 7, it is enough to compute L, F with

@ Springer



Hydrodynamic limit of simple exclusion processes... 1135

F() = ZaeAi f(a)n(a), A; being the finite support of f;, and evaluate L, F on
configurations with just one particle). Since, for 1 <i < n and u € @, it holds

0 (K@) = m5_ TK1@) + Guay — Sup) 15, K15 — 1 (K@)

we have E, [17,1 [KI(X{ )] = Ex [nt, IRIX )]+ Ci—1. Hence we can write

Ar = E;[n5[K1(X?)] +Z s IK1(X2,)] + Cici) ZE [ KX, )]
i=1

= E.[6(x?)] = E2[n [K1(XE)] + A1 = Y polt. x. EW) — 17 [KI(x) + Ar.

YE®

The above identity and (100) imply (97).

e Step 3: Conclusion. Recall that, due to Step 1, to prove (95) it is enough to prove
the same limit with n, replaced by n, and with § replaced by §/2. We denote by E,
the expectation w.r.t. P,,. By the symmetry p,, (¢, x, y) = po(t, y, x), we have

e p(ex) Y pult, x, MEY) =& Y EX P pex),  VE € {0, 1)

Xebd YE® XD

Hence, due to (97), in order to conclude the proof of (95) it is enough to show that

lsiigfdﬁs(é)]Ew Zw(M)Z/ Po(e ™t — 5, x, y)dMs(s) =0.

XEw YEwW

(101)
Due to (96), we can rewrite the expression inside the (-)-brackets as

d
REK]:= 5 23 Y plex):

XED yED 7€D
c=2¢

fo [15_ @) — 05— N](Pole ™2t — 5,2, ) — Pule 2t —5,x,2))dAy 1 (5)

=—ZZ / (75 (2) — n5_ (y)]( o sV = ,_stp(ez)) dAy (s)

\’Eu) ZED
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1136 A. Faggionato

where r].g = n.E[IC]. As the Ay ;()’s are orthogonal martingales by varying {y, z}
(while Ay ;(-) = A y(-)), similarly to [33] we get (using the symmetry of py(s, -, -))

f die (5)B,[(RE)*] < ZZ / ey @)(P) @(ey) — P} p(e2)) ds

YE® ZED
t d t
_ o & 8_ i & 2
=€ A <Pw,S‘P’ ]L Pa) s(p)LZ(M ) 2 A dS ”Pw,s(P”Lz(ui))ds

a’
e—0
” OgD”Lz([,L €) ” th”Lz(li ey — ”‘P”Lz(ﬂ €) — 0

This concludes the proof of (101). O
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