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#### Abstract

The free multiplicative Brownian motion $b_{t}$ is the large- $N$ limit of the Brownian motion on $\mathrm{GL}(N ; \mathbb{C})$, in the sense of $*$-distributions. The natural candidate for the large- $N$ limit of the empirical distribution of eigenvalues is thus the Brown measure of $b_{t}$. In previous work, the second and third authors showed that this Brown measure is supported in the closure of a region $\Sigma_{t}$ that appeared in the work of Biane. In the present paper, we compute the Brown measure completely. It has a continuous density $W_{t}$ on $\bar{\Sigma}_{t}$, which is strictly positive and real analytic on $\Sigma_{t}$. This density has a simple form in polar coordinates: $$
W_{t}(r, \theta)=\frac{1}{r^{2}} w_{t}(\theta)
$$ where $w_{t}$ is an analytic function determined by the geometry of the region $\Sigma_{t}$. We show also that the spectral measure of free unitary Brownian motion $u_{t}$ is a "shadow" of the Brown measure of $b_{t}$, precisely mirroring the relationship between the circular and semicircular laws. We develop several new methods, based on stochastic differential equations and PDE, to prove these results.
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## 1 Introduction

### 1.1 The Brown measure

Let $(\mathcal{A}, \tau)$ be a tracial von Neumann algebra: a von Neumann algebra $\mathcal{A}$ together with a faithful, normal, tracial state $\tau: \mathcal{A} \rightarrow \mathbb{C}$. Such algebras frequently arise from large$N$ limits of random matrix models, with $\tau$ playing the role of the normalized trace for matrices. For an element $a$ of $\mathcal{A}$, the notion of the empirical eigenvalue distribution of a matrix is then played by the Brown measure of $a$, defined as follows [5]. We let

$$
\begin{equation*}
s_{a}(\lambda)=\tau\left[\log \left((a-\lambda)^{*}(a-\lambda)\right)\right], \tag{1.1}
\end{equation*}
$$

which is defined as a finite real number for almost every $\lambda$. (The quantity $s_{a}(\lambda)$ is twice the logarithm of the Fuglede-Kadison determinant [9, 10] of $a-\lambda$.) Then $s_{a}$ is a subharmonic function and the Brown measure $\mu_{a}$ of $a$ is defined in terms of the distributional Laplacian of $s_{a}$ :

$$
\mu_{a}=\frac{1}{4 \pi} \Delta s_{a}(\lambda) .
$$

The definition of the Brown measure is the operator-algebra counterpart to Girko's method [11] of computing the empirical eigenvalue distribution of a random matrix.

By regularizing the right-hand side of (1.1), one can construct the Brown measure $\mu_{a}$ as a weak limit,

$$
\begin{equation*}
d \mu_{a}(\lambda)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{4 \pi} \Delta_{\lambda} \tau\left[\log \left[(a-\lambda)^{*}(a-\lambda)+\varepsilon\right)\right] d \lambda \tag{1.2}
\end{equation*}
$$

where $\Delta_{\lambda}$ is the Laplacian with respect to $\lambda$ and $d \lambda$ is the Lebesgue measure on the plane (see [23, Section 11.5] and [18, Eq. (2.11)]). Here, the positive parameter $\varepsilon$ regularizes the logarithm, so that $\tau\left[\log \left[(a-\lambda)^{*}(a-\lambda)+\varepsilon\right)\right]$ is a smooth function of $\lambda \in \mathbb{C}$.

In general, $\mu_{a}$ is a probability measure supported on the spectrum of $a$. If $a$ happens to be a normal operator, $\mu_{a}$ coincides with the law (or distribution) of $a$. That is to say, if $a$ is normal, $\mu_{a}(E)=\tau\left(P_{a}(E)\right)$, where $P_{a}$ is the projection-valued measure associated to $a$ by the spectral theorem.

### 1.2 The free unitary and multiplicative Brownian motions

Let $\sigma_{t}$ be a free semicircular Brownian motion (e.g., [4, Section 1.1]) and let $c_{t}$ be a free circular Brownian motion, which may be constructed as $c_{t}=\left(x_{t}+i y_{t}\right) / \sqrt{2}$, where $x_{t}$ and $y_{t}$ are freely independent semicircular Brownian motions. These are the large- $N$ limits, in the sense of $*$-distribution, of Brownian motions in the space of Hermitian $N \times N$ matrices and in the space of all $N \times N$ matrices, respectively. We then introduce the free unitary Brownian motion $u_{t}$ and the free multiplicative Brownian motion $b_{t}$ given by the free stochastic differential equations

$$
\begin{aligned}
d u_{t} & =i u_{t} d \sigma_{t}-\frac{1}{2} u_{t} d t \\
d b_{t} & =b_{t} d c_{t},
\end{aligned}
$$

both starting at 1 . These processes are the large- $N$ limits of Brownian motions in the unitary group and in the general linear group, respectively. (For the free unitary Brownian motion, this limiting result is due to Biane, while for the free multiplicative Brownian motion it was conjectured by Biane [3] and proved by the third author [20]).

Biane also computed the law $v_{t}$ of $u_{t}$. We now record this result, since it relates directly to the results of the present paper (Sect. 2.2). Let $f_{t}$ denote the holomorphic function on $\mathbb{C} \backslash\{1\}$ defined by

$$
\begin{equation*}
f_{t}(\lambda)=\lambda e^{\frac{t}{2} \frac{1+\lambda}{1-\lambda}} \tag{1.3}
\end{equation*}
$$

Then $f_{t}$ has a holomorphic inverse $\chi_{t}$ in the open unit disk, and $\chi_{t}$ extends continuously to the closed unit disk. Biane showed that

$$
\chi_{t}=\frac{\psi_{u_{t}}}{1+\psi_{u_{t}}}
$$

where $\psi_{u_{t}}(z)=\tau\left[\left(1-z u_{t}\right)^{-1}\right]-1$ is the (recentered) moment-generating function of $u_{t}$. From this (and other SDE computations) he determined the following result.

Theorem 1.1 (Biane [2,3]). The spectral measure $\nu_{t}$ of the free unitary Brownian motion $u_{t}$ is supported in the arc

$$
\left\{e^{i \phi}| | \phi \mid \leq \phi_{\max }(t):=\frac{1}{2} \sqrt{(4-t) t}+\cos ^{-1}(1-t / 2)\right\}
$$

for $t<4$, and is fully supported on the circle for $t \geq 4$. The measure $v_{t}$ has a continuous density $\kappa_{t}$, which is real analytic on the interior of its support arc, given by

$$
\kappa_{t}\left(e^{i \phi}\right)=\frac{1}{2 \pi} \frac{1-\left|\chi_{t}\left(e^{i \phi}\right)\right|^{2}}{\left|1-\chi_{t}\left(e^{i \phi}\right)\right|^{2}}
$$

See, for example, p. 275 in [3]. In the present paper, we compute the Brown measure $\mu_{b_{t}}$ of the free multiplicative Brownian motion and show a direct relationship between $\mu_{b_{t}}$ and the law $\nu_{t}$ of the free unitary Brownian motion $u_{t}$ (Sect. 2.2).

### 1.3 The Brown measure of $\boldsymbol{b}_{\boldsymbol{t}}$

The main result of this paper is a formula for the Brown measure $\mu_{b_{t}}$ of the free multiplicative Brownian motion $b_{t}$.

A previous result [18] of the second and third authors showed that the support of $\mu_{b_{t}}$ is contained in closure of a certain region $\Sigma_{t}$ introduced by Biane in [3]; see Fig. 1 and Definition 2.1. (We reprove that result in the present paper by a different method; see Theorem 6.2 in Sect. 6.2). Nonrigorous results on the support of the Brown measure were also obtained in the physics literature by Gudowska-Nowak et al. [13] and then by Lohmayer et al. [22]. None of the results mentioned in this paragraph say anything about the actual Brown measure itself-only about its support.

We conjecture that the Brown measure of $b_{t}$ coincides with the limiting eigenvalue distribution of the corresponding Brownian motion $B_{t}^{N}$ in the general linear group (see Fig. 2). Proving such results is, however, well known to be a difficult problem, which we do not address here.

Since the first version of this paper appeared on the arXiv, four subsequent works have appeared that use the techniques developed here to analyze Brown measures of other operators. First, work of Ho and Zhong [19] has extended the results of the present paper to the case of a free multiplicative Brownian motion with an arbitrary unitary initial condition. This means that they compute the Brown measure of $u b_{t}$, where $u$ is a unitary element freely independent of $b_{t}$. Ho and Zhong also compute the Brown measure of $x_{0}+c_{t}$, where $c_{t}$ is a free circular Brownian motion and $x_{0}$ is a self-adjoint element freely independent of $c_{t}$. Second, Demni and Hamdi [7] have computed the support of the Brown measure of $u_{t} P$, where $u_{t}$ is the free unitary Brownian motion and $P$ is a projection freely independent of $u_{t}$. Third, Hall and Ho [16] have computed the Brown measure of $x_{0}+i \sigma_{t}$, where $\sigma_{t}$ is the free semicircular Brownian motion and $x_{0}$ is a self-adjoint element freely independent of $x_{t}$. Last, Hall and Ho [17] have computed the Brown of $u b_{s, \tau}$, where $b_{s, \tau}$ is a family of multiplicative Brownian motions allowing different diffusion rates in the Hermitian and skew-Hermitian directions and where $u$ is freely independent of $b_{s, \tau}$.


Fig. 1 The first three images show $\Sigma_{t}$ for $t=3, t=4$, and $t=4.1$, with the unit circle indicated for comparison. The last image shows a detail of the $t=4$ case


Fig. 2 The Brown measure $\mu_{b_{t}}$ (left) and the eigenvalues of a simulation of the corresponding Brownian motion $B_{t}^{N}$ (right), for $t=1$ and $N=2000$

The reader may also consult the expository article [15] by the second author, which provides a nontechnical introduction to the techniques used in the present paper. See also the paper [12] of Grela, Nowak, and Tarnowski that explains the PDE method from a physical perspective.

## 2 Statement of main results

### 2.1 A formula for the Brown measure

To state our main result, we need to briefly describe the regions $\Sigma_{t}$. For each $t>0$, consider the holomorphic function $f_{t}$ on $\mathbb{C} \backslash\{1\}$ defined by (1.3). It is easily verified that if $|\lambda|=1$ then $\left|f_{t}(\lambda)\right|=1$. There are, however, other points where $\left|f_{t}(\lambda)\right|=1$. We then define

$$
\begin{equation*}
F_{t}=\left\{\lambda \in \mathbb{C} \| \lambda\left|\neq 1,\left|f_{t}(\lambda)\right|=1\right\}\right. \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{t}=\bar{F}_{t} . \tag{2.2}
\end{equation*}
$$

Definition 2.1 For each $t>0$, we define $\Sigma_{t}$ to be the connected component of the complement of $E_{t}$ containing 1.

We will show (Theorem 3.1) that $\Sigma_{t}$ may also be characterized as

$$
\begin{equation*}
\Sigma_{t}=\{\lambda \in \mathbb{C} \mid T(\lambda)<t\} \tag{2.3}
\end{equation*}
$$

where $T(\lambda)=|\lambda-1|^{2} \log \left(|\lambda|^{2}\right) /\left(|\lambda|^{2}-1\right)$. Each region $\Sigma_{t}$ is invariant under the maps $\lambda \mapsto 1 / \lambda$ and $\lambda \mapsto \bar{\lambda}$. If we consider a ray from the origin with angle $\theta$, if this ray intersects $\Sigma_{t}$ at all, it does so in an interval of the form $1 / r_{t}(\theta)<r<r_{t}(\theta)$ for some $r_{t}(\theta)>1$ (see Figs. 3 and 4). See Sect. 3 for more information.

We are now ready to state our main result.
Theorem 2.2 For all $t>0$, the Brown measure $\mu_{b_{t}}$ of $b_{t}$ is absolutely continuous with respect to the Lebesgue measure on the plane and $\mu_{b_{t}}\left(\Sigma_{t}\right)=1$. In $\Sigma_{t}$, the density $W_{t}$ of $\mu_{b_{t}}$ with respect to the Lebesgue measure is strictly positive and real analytic, with the following form in polar coordinates:

$$
\begin{equation*}
W_{t}(r, \theta)=\frac{1}{r^{2}} w_{t}(\theta) \tag{2.4}
\end{equation*}
$$

for a certain even function $w_{t}$. This function may be computed as

$$
\begin{equation*}
w_{t}(\theta)=\frac{1}{4 \pi}\left(\frac{2}{t}+\frac{\partial}{\partial \theta} \frac{2 r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}\right) \tag{2.5}
\end{equation*}
$$

where $r_{t}(\theta)$ is the larger of the two radii where the ray with angle $\theta$ intersects the boundary of $\Sigma_{t}$.

Fig. 3 We let $r_{t}(\theta)$ denote the larger of the two radii where the ray with angle $\theta$ intersects $\partial \Sigma_{t}$. Shown for $t=1.5$



Fig. 4 Graphs of $r_{t}(\theta)$ (black) and $1 / r_{t}(\theta)$ (dashed) for $t=2,3.5,4$, and 7

Since $\Sigma_{t}$ is invariant under $\lambda \mapsto \bar{\lambda}$, the function $r_{t}(\theta)$ is an even function of $\theta$, from which it is easy to check that the second term on the right-hand side of of (2.5) is also an even function of $\theta$. Although we will customarily let $r_{t}(\theta)$ denote the larger of the the two radii where the ray with angle $\theta$ intersects the boundary of $\Sigma_{t}$, we note that

$$
\begin{equation*}
r \mapsto \frac{2 r \sin \theta}{r^{2}+1-2 r \cos \theta} \tag{2.6}
\end{equation*}
$$

is invariant under $r \mapsto 1 / r$. Thus, the value of $w_{t}$ does not actually depend on which radius is used. It is noteworthy that the one nonexplicit part of the formula for $w_{t}$, namely the second term on the right-hand side of (2.5), is computable entirely in terms of the geometry of the region $\Sigma_{t}$. According to Proposition 7.5, $w_{t}$ can also be computed as a logarithmic derivative along the boundary of $\Sigma_{t}$ of the function $f_{t}$ in (1.3).

It follows from (2.3) that the function $T$ equals $t$ on the boundary of $\Sigma_{t}$. It is then possible to use implicit differentiation in the equation $T(\lambda)=t$ to compute $d r_{t}(\theta) / d \theta$ as a function of $r_{t}(\theta)$ and $\theta$. We may then use this computation to rewrite (2.5) in a form that no longer involves a derivative with respect to $\theta$, as follows.

Proposition 2.3 The function $w_{t}$ in Theorem 2.2 may also be computed in the form

$$
w_{t}(\theta)=\frac{1}{2 \pi t} \omega\left(r_{t}(\theta), \theta\right) .
$$

Here

$$
\begin{equation*}
\omega(r, \theta)=1+h(r) \frac{\alpha(r) \cos \theta+\beta(r)}{\beta(r) \cos \theta+\alpha(r)} \tag{2.7}
\end{equation*}
$$

where

$$
h(r)=r \frac{\log \left(r^{2}\right)}{r^{2}-1} ; \quad \alpha(r)=r^{2}+1-2 r h(r) ; \quad \beta(r)=\left(r^{2}+1\right) h(r)-2 r
$$

Thus, to compute $w_{t}(\theta)$, we evaluate $\omega /(2 \pi t)$ on the boundary of $\Sigma_{t}$ and then parametrize the boundary by the angle $\theta$; see Fig. 5. Using Proposition 2.3, we can derive small- and large- $t$ asymptotics of $w_{t}(\theta)$ as follows:

$$
\begin{array}{ll}
w_{t}(\theta) \sim \frac{1}{\pi t}, & t \text { small } \\
w_{t}(\theta) \sim \frac{1}{2 \pi t}, & t \text { large }
\end{array}
$$

See Sect. 7 for details.
The following simple consequences of Theorem 2.2 help to explain the significance of the factor of $1 / r^{2}$ in the formula (2.4) for $W_{t}$.

Corollary 2.4 The Brown measure $\mu_{b_{t}}$ of $b_{t}$ has the following properties.
(1) $\mu_{b_{t}}$ is invariant under the maps $\lambda \mapsto 1 / \lambda$ and $\lambda \mapsto \bar{\lambda}$.


Fig. 5 The function $w_{t}(\theta)$ is computed by evaluating $\omega$ on the boundary of $\Sigma_{t}$ and parametrizing the boundary by the angle $\theta$. Shown for $t=2$
(2) Let $\Xi_{t}$ denote the image of $\Sigma_{t} \backslash(-\infty, 0)$ under the complex logarithm map, using the standard branch cut along the negative real axis. We write points $z \in \Xi_{t}$ as $(\rho, \theta)$. Then for points in $\Xi_{t}$, the pushforward of $\mu_{b_{t}}$ by the logarithm map has density $\omega_{t}(\rho, \theta)$ given by

$$
\omega_{t}(\rho, \theta)=w_{t}(\theta)
$$

independent of $\rho$.
Proof As we have stated above, the region $\Sigma_{t}$ is invariant under the maps $\lambda \mapsto 1 / \lambda$ and $\lambda \mapsto \bar{\lambda}$. The invariance of $\mu_{b_{t}}$ under $\lambda \mapsto \bar{\lambda}$ follows from the fact that $w_{t}$ is even. Now, we may compute $\mu_{b_{t}}$ in polar coordinates as

$$
d \mu_{b_{t}}=\left(\frac{1}{r^{2}} w_{t}(\theta)\right) r d r d \theta=w_{t}(\theta) \frac{1}{r} d r d \theta=w_{t}(\theta) d(\log r) d \theta
$$

where $\log r$ and $\theta$ are the real and imaginary parts of the complex logarithm of $\lambda=$ $r e^{i \theta}$, as claimed in Point 2. The invariance of the measure under $\lambda \mapsto 1 / \lambda$, that is, under $(r, \theta) \mapsto(1 / r,-\theta)$ is now evident.

Plots of $w_{t}(\theta)$ are shown in Fig. 6. Note that for $t<4$, not all angles $\theta$ actually occur in the domain $\Sigma_{t}$. Thus, for $t<4$, the function $w_{t}(\theta)$ is only defined for $\theta$ in a certain interval $\left(-\theta_{\max }(t), \theta_{\max }(t)\right)$ —where, as shown in Sect. 3, $\theta_{\max }(t)=\cos ^{-1}(1-t / 2)$. Plots of $W_{t}$ for $t=1$ and $t=4$ are then shown in Fig. 7. Actually, when $t=1$, the function $w_{t}$ is almost constant. Thus, the variation in $W_{t}$ in the top part of Fig. 7 comes almost entirely from the variation in the factor of $1 / r^{2}$ in (2.4).

We also observe that, by Point 1 of Corollary 2.4, half the mass of $\mu_{b_{t}}$ is contained in the unit disk and half in the complement of the unit disk. Thus, although the density $W_{t}$ becomes large near the origin when $t=4$, it is not correct to say that most of the mass of $\mu_{b_{t}}$ is near the origin.


Fig. 6 Plots of $w_{t}(\theta)$ for $t=2,3.5,4$ and 7



Fig. 7 The density $W_{t}$ with $t=1$ (top) and $t=4$ (bottom)

### 2.2 A connection to free unitary Brownian motion

It follows easily from Theorem 2.2 that the distribution of the argument of $\lambda$ with respect to $\mu_{b_{t}}$ has a density given by

$$
\begin{equation*}
a_{t}(\theta)=2 \log \left[r_{t}(\theta)\right] w_{t}(\theta), \tag{2.8}
\end{equation*}
$$

where, as in Theorem 2.2, we take $r_{t}(\theta)$ to be the outer radius of the domain (with $\left.r_{t}(\theta)>1\right)$. After all, the Brown measure in the domain is computed in polar coordinates as $\left(1 / r^{2}\right) w_{t}(\theta) r d r d \theta$. Integrating with respect to $r$ from $1 / r_{t}(\theta)$ to $r_{t}(\theta)$ then gives the claimed density for $\theta$.

Recall from Theorem 1.1 that the limiting eigenvalue distribution $v_{t}$ for Brownian motion in the unitary group was determined by Biane. We now claim that the distribution in (2.8) is related to Biane's measure $v_{t}$ by a natural change of variables. To each angle $\theta$ arising in the region $\Sigma_{t}$, we associate another angle $\phi$ by the formula

$$
\begin{equation*}
f_{t}\left(r_{t}(\theta) e^{i \theta}\right)=e^{i \phi} \tag{2.9}
\end{equation*}
$$

where $f_{t}$ is as in (1.3). (Recall that, by Definition 2.1, the boundary of $\Sigma_{t}$ maps into the unit circle under $f_{t}$.) We then have the following remarkable direct connection between the Brown measure of $b_{t}$ and Biane's measure $v_{t}$.
Proposition 2.5 If $\theta$ is distributed according to the density in (2.8) and $\phi$ is defined by (2.9), then $\phi$ is distributed as Biane's measure $v_{t}$.

We may think of this result in a more geometric way, as follows. Define a map

$$
\Phi_{t}: \bar{\Sigma}_{t} \rightarrow S^{1}
$$

by requiring (a) that $\Phi_{t}$ should agree with $f_{t}$ on the boundary of $\Sigma_{t}$, and (b) that $\Phi_{t}$ should be constant along each radial segment inside $\bar{\Sigma}_{t}$, as in Fig. 8. (This specification makes sense because $f_{t}$ has the same value at the two boundary points on each radial segment). Explicitly, $\Phi_{t}$ may computed as

$$
\Phi_{t}(\lambda)=f_{t}\left(r_{t}(\arg \lambda) e^{i \arg \lambda}\right)
$$

Then Proposition 2.5 gives the following result, which may be summarized by saying that the distribution $v_{t}$ of free unitary Brownian motion is a "shadow" of the Brown measure of $b_{t}$.
Proposition 2.6 The push-forward of the Brown measure of $b_{t}$ under the map $\Phi_{t}$ is Biane's measure $\nu_{t}$ on $S^{1}$. Indeed, the Brown measure of $b_{t}$ is the unique measure $\mu$ on $\bar{\Sigma}_{t}$ with the following two properties: (1) the push-forward of $\mu$ by $\Phi_{t}$ is $v_{t}$ and (2) $\mu$ is absolutely continuous with respect to Lebesgue measure with a density $W$ having the form

$$
W(r, \theta)=\frac{1}{r^{2}} g(\theta)
$$

in polar coordinates, for some continuous function $g$.


Fig. 8 The map $\Phi_{t}: \bar{\Sigma}_{t} \rightarrow S^{1}$ coincides with $f_{t}$ on $\partial \Sigma_{t}$ and maps each radial segment in $\Sigma_{t}$ to a single point in $S^{1}$

Now, the results of $[3,18]$ already suggest a relationship between the free unitary Brownian motion $u_{t}$ (whose law is $v_{t}$ ) and the free multiplicative Brownian motion $b_{t}$ (whose Brown measure we are studying in this paper). It is nevertheless striking to see such a direct relationship between $\mu_{b_{t}}$ and $v_{t}$. Indeed, Proposition 2.6 precisely mirrors the relationship between the semicircle law and the circular law. If $c_{t}$ is a circular random variable of variance $t$, and $x_{t}$ is semicircular of variance $t$, then the distribution of $x_{t}$ (the semicircle law on the interval $[-2 \sqrt{t}, 2 \sqrt{t}]$ ) is the push-forward of the Brown measure of $c_{t}$ (the uniform probability measure on the disk $\overline{\mathbb{D}}(\sqrt{t})$ of radius $\sqrt{t}$ ) under a similar "shadow map": first project the disk onto its upper boundary circle via $(x, y) \mapsto\left(x, \sqrt{t-x^{2}}\right)$, and then use the conformal map $z \mapsto z+\frac{t}{z}$ from $\mathbb{C} \backslash \overline{\mathbb{D}}(\sqrt{t})$ onto $\mathbb{C} \backslash[-2 \sqrt{t}, 2 \sqrt{t}]$. The net result of these two operations is the map $(x, y) \mapsto 2 x$, and the push-forward of the uniform measure on $\overline{\mathbb{D}}(\sqrt{t})$ under this map is the semicircular measure on $[-2 \sqrt{t}, 2 \sqrt{t}]$.

### 2.3 Deriving the formula

We now briefly indicate the method we will use to compute the Brown measure $\mu_{b_{t}}$. Following the general construction of the Brown measure in (1.2), we consider the function $S$ defined by

$$
\begin{equation*}
S(t, \lambda, \varepsilon)=\tau\left[\log \left(\left(b_{t}-\lambda\right)^{*}\left(b_{t}-\lambda\right)+\varepsilon\right)\right] \tag{2.10}
\end{equation*}
$$

for $\lambda \in \mathbb{C}$ and $\varepsilon>0$, where $b_{t}$ is the free multiplicative Brownian motion and $\tau$ is the trace in the von Neumann algebra in which $b_{t}$ lives. It is easily verified that as $\varepsilon$ decreases with $t$ and $\lambda$ fixed, $S(t, \lambda, \varepsilon)$ also decreases. Hence, the limit

$$
s_{t}(\lambda)=\lim _{\varepsilon \rightarrow 0^{+}} S(t, \lambda, \varepsilon)
$$

exists, possibly with the value $-\infty$.

The general theory developed by Brown [5] shows that $s_{t}(\lambda)$ is a subharmonic function of $\lambda$ for each fixed $t$, so that the Laplacian (in the distribution sense) of $s_{t}(\lambda)$ with respect to $\lambda$ is a positive measure. If this measure happens to be absolutely continuous with respect to the Lebesgue measure, then the density $W(t, \lambda)$ of the Brown measure is computed in terms of the value of $s_{t}(\lambda)$, as follows:

$$
\begin{equation*}
W(t, \lambda)=\frac{1}{4 \pi} \Delta s_{t}(\lambda) . \tag{2.11}
\end{equation*}
$$

See also Chapter 11 in [23] and Section 2.3 in [18] for general information on Brown measures.

The first major step toward proving Theorem 2.2 is the following result.
Theorem 2.7 The function $S$ in (2.10) satisfies the following PDE:

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\varepsilon \frac{\partial S}{\partial \varepsilon}\left(1+\left(|\lambda|^{2}-\varepsilon\right) \frac{\partial S}{\partial \varepsilon}-a \frac{\partial S}{\partial a}-b \frac{\partial S}{\partial b}\right), \quad \lambda=a+i b \tag{2.12}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
S(0, \lambda, \varepsilon)=\log \left(|\lambda-1|^{2}+\varepsilon\right) \tag{2.13}
\end{equation*}
$$

We emphasize that $S(t, \lambda, \varepsilon)$ is only defined for $\varepsilon>0$. Although, as we will see, $\lim _{\varepsilon \rightarrow 0^{+}} S(t, \lambda, \varepsilon)$ is finite, $\partial S / \partial \varepsilon$ develops singularities in this limit. Thus, it is not correct to formally set $\varepsilon=0$ in (2.12) to obtain $\partial s_{t} / \partial t=0$. (Actually, it will turn out that $s_{t}(\lambda)$ is independent of $t$ for as long as $\lambda$ remains outside $\bar{\Sigma}_{t}$, but not after this time; see Sect. 6.2).

After verifying this equation (Sect. 4), we will use the Hamilton-Jacobi formalism to analyze the solution (Sect. 5). In the remaining sections, we will then analyze the limit of the solution as $\varepsilon$ tends to zero and compute the Laplacian in (2.11). The expository article [15] of the second author provides an introduction to the methods used in the present paper.

By way of comparison, we mention that a similar PDE appeared in Biane's paper [1]. There he studies the spectral measure $\mu_{t}$ of $x_{0}+x_{t}$, the free additive Brownian motion with a nonconstant initial distribution $x_{0}$ freely independent from $x_{t}$. Biane studies the Cauchy transform $G$ of $\mu_{t}$ :

$$
G(t, z)=\int_{\mathbb{R}} \frac{\mu_{t}(d x)}{z-x}, \quad \operatorname{Im}(z)>0
$$

and shows that $G$ satisfies the complex inviscid Burger's equation

$$
\begin{equation*}
\frac{\partial G(t, z)}{\partial t}=-G(t, z) \frac{\partial G}{\partial z} \tag{2.14}
\end{equation*}
$$

The measure $\mu_{t}$ may then be recovered, up to a constant, as $\lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} G(t, x+i \varepsilon)$.

In our paper, we similarly use a first-order, nonlinear PDE whose solution in a certain limit gives the desired measure. We note, however, that the PDE (2.14) is not actually the main source of information about $\mu_{t}$ in [1]. By contrast, our analysis of the Brown measure of the free multiplicative Brownian motion $b_{t}$ is based entirely on the PDE in Theorem 2.7.

Finally, we mention that, for the case of the circular Brownian motion $c_{t}$, a PDE similar to the one in Theorem 2.12 appeared in work of Burda et al. [6, Equation (9)].

## 3 Properties of $\boldsymbol{\Sigma}_{\boldsymbol{t}}$

We now verify some important properties of the regions $\Sigma_{t}$ in Definition 2.1. Define

$$
\begin{equation*}
T(\lambda)=|\lambda-1|^{2} \frac{\log \left(|\lambda|^{2}\right)}{|\lambda|^{2}-1} \tag{3.1}
\end{equation*}
$$

Since the function

$$
x \mapsto \frac{\log (x)}{x-1}
$$

has a removable singularity at $x=1$ with a limiting value of 1 , we interpret $T(\lambda)$ as equaling $|\lambda-1|^{2}$ when $|\lambda|^{2}=1$. Then $T(\lambda)$ is a real analytic function on all of $\mathbb{C} \backslash\{0\}$. Since, also,

$$
\lim _{x \rightarrow 0} \frac{\log (x)}{x-1}=+\infty
$$

we see that $T(\lambda) \rightarrow+\infty$ as $\lambda \rightarrow 0$. By checking the three cases $|\lambda|>1,|\lambda|=1$, and $|\lambda|<1$, we may verify that $T(\lambda) \geq 0$ for all $\lambda$, with equality only if $\lambda=1$.

Theorem 3.1 For all $t>0$, the region $\Sigma_{t}$ may be expressed as

$$
\Sigma_{t}=\{\lambda \in \mathbb{C} \mid T(\lambda)<t\}
$$

and the boundary of $\Sigma_{t}$ may be expressed as

$$
\partial \Sigma_{t}=\{\lambda \in \mathbb{C} \mid T(\lambda)=t\}
$$

Thus, each fixed $\lambda \in \mathbb{C}$ will be outside $\bar{\Sigma}_{t}$ until $t=T(\lambda)$ and will be inside $\Sigma_{t}$ for all $t>T(\lambda)$. We may therefore say that $T(\lambda)$ is the time that the domain $\Sigma_{t}$ gobbles up $\lambda$. See Figs. 9 and 10.

Theorem 3.2 For each $t>0$, the region $\Sigma_{t}$ has the following properties.
(1) For $t \leq 4$, we have $|\arg \lambda| \leq \cos ^{-1}(1-t / 2)$ for all $\lambda \in \bar{\Sigma}_{t}$, with equality precisely for the points on the unit circle with $\cos \theta=1-t / 2$.


Fig. 9 Plot of the function $T(\lambda)$, showing values between 0 and 5 . The function has a global minimum at $\lambda=1$, a saddle point at $\lambda=-1$, and a pole at $\lambda=0$
(2) Consider the ray from the origin with angle $\theta$; if $t \leq 4$, assume $|\theta|<\cos ^{-1}(1-$ $t / 2)$. Then this ray intersects $\Sigma_{t}$ precisely in an open interval of the form $1 / r_{t}(\theta)<$ $r<r_{t}(\theta)$ for some $r_{t}(\theta)>1$.
(3) The boundary of $\Sigma_{t}$ is smooth for all $t>0$ with $t \neq 4$. When $t=4$, the boundary of $\Sigma_{t}$ is smooth except at $\lambda=-1$, near which it looks like the transverse intersection of two smooth curves.
(4) The region $\Sigma_{t}$ is invariant under $\lambda \mapsto 1 / \lambda$ and under $\lambda \mapsto \bar{\lambda}$.
(5) The region $\Sigma_{t}$ coincides with the one defined by Biane in [3].

We now begin working toward the proofs of Theorems 3.1 and 3.2.
Lemma 3.3 For $\lambda \in \mathbb{C}$ with $|\lambda| \neq 1$, we have $\left|f_{t}(\lambda)\right|=1$ if and only if $T(\lambda)=t$.
Proof Since $f_{t}(0)=0$, we must have $\lambda \neq 0$ if $\left|f_{t}(\lambda)\right|$ is going to equal 1 . For nonzero $\lambda$, we compute that

$$
\log \left(\left|f_{t}(\lambda)\right|\right)=\log |\lambda|+\operatorname{Re}\left(\frac{t}{2} \frac{1+\lambda}{1-\lambda}\right)
$$



Fig. 10 Level sets of the function $T(\lambda)$ form the boundaries of the regions $\Sigma_{t}$. Shown for $t=3.7$ (gray), $t=4$ (black), and $t=4.3$ (dashed). The right-hand side of the figure gives a close-up view near $\lambda=0$

$$
=\log |\lambda|+\frac{t}{2} \frac{1-|\lambda|^{2}}{|\lambda-1|^{2}} .
$$

Thus, for nonzero $\lambda$, the condition $\left|f_{t}(\lambda)\right|=1$ is equivalent to

$$
0=\log |\lambda|+\frac{t}{2} \frac{1-|\lambda|^{2}}{|\lambda-1|^{2}} .
$$

When $|\lambda| \neq 1$, this condition simplifies to

$$
t=|\lambda-1|^{2} \frac{\log \left(|\lambda|^{2}\right)}{|\lambda|^{2}-1}=T(\lambda)
$$

as claimed.
We now state some important properties of the function $r_{t}$ occurring in the statement of Theorem 2.2; the proof is given on p. 15.

Proposition 3.4 Consider a real number $t>0$ and an angle $\theta \in(-\pi, \pi]$, where if $t \leq 4$, we require $|\theta|<\cos ^{-1}(1-t / 2)$. Then there exist exactly two radii $r \neq 1$ for which $\left|f_{t}\left(r e^{i \theta}\right)\right|=1$, and these radii have the form $r=r_{t}(\theta)$ and $r=1 / r_{t}(\theta)$ with $r_{t}(\theta)>1$. Furthermore, $r_{t}(\theta)$ depends analytically on $\theta$ and if $t \leq 4$, then $r_{t}(\theta) \rightarrow 1$ as $\theta \rightarrow \pm \cos ^{-1}(1-t / 2)$.

If $t \leq 4$ and $\theta \in(-\pi, \pi]$ satisfies $|\theta| \geq \cos ^{-1}(1-t / 2)$, then there are no radii $r \neq 1$ with $\left|f_{t}(r)\right|=1$.

Using the proposition, we can now compute the sets $F_{t}$ and $E_{t}=\bar{F}_{t}$ that enter into the definition of $\Sigma_{t}$. (Recall (2.1) and (2.2)).

Corollary 3.5 For $t \leq 4$, the set $F_{t}$ consists of points of the form $r_{t}(\theta) e^{i \theta}$ and $\left(1 / r_{t}(\theta)\right) e^{i \theta}$ for $-\cos ^{-1}(1-t / 2)<\theta<\cos ^{-1}(1-t / 2)$. In this case, the closure of $F_{t}$ consists of $F_{t}$ together with the points $e^{i \theta}$ on the unit circle with $\cos \theta=1-t / 2$. There are two such points when $t<4$ and one such point when $t=4$, namely -1 .

For $t>4$, the set $F_{t}$ consists of points of the form $r_{t}(\theta) e^{i \theta}$ and $\left(1 / r_{t}(\theta)\right) e^{i \theta}$, where $\theta$ ranges over all possible angles, and this set is closed.

We now set out to prove Proposition 3.4. In the proof, we will always rewrite the equation $\left|f_{t}(\lambda)\right|=1$, for $|\lambda| \neq 1$, as $T(\lambda)=t$ (Lemma 3.3).

Lemma 3.6 Let us write the function $T$ in (3.1) in polar coordinates. Then for each $\theta$, the function $r \mapsto T(r, \theta)$ is strictly decreasing for $0<r<1$ and strictly increasing for $r>1$. For each $\theta$, the minimum value of $T(r, \theta)$, achieved at $r=1$, is $2(1-\cos \theta)$, and we have

$$
\lim _{r \rightarrow 0} T(r, \theta)=\lim _{r \rightarrow+\infty} T(r, \theta)=+\infty
$$

Proof We will show in Proposition 5.13 that the function $T(\lambda)$ is the limit of another function $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ as $\varepsilon_{0}$ goes to zero. Explicitly, this amounts to saying that $T(r, \theta)=$ $g_{\theta}(\delta)$, where $g$ is defined in (5.58) and $\delta=r+1 / r$. Now, $\delta$ is decreasing for $0<r<1$ and increasing for $r>1$. Thus, the claimed monotonicity of $T$ follows if $g_{\theta}(\delta)$ an increasing function $\delta$ for each $\theta$, which we will show in the proof of Proposition 5.16.

For the convenience of the reader, we briefly outline how the argument goes in the context of the function $T(r, \theta)$. We note that

$$
T(r, \theta)=\left(r^{2}+1-2 r \cos \theta\right) \frac{\log \left(r^{2}\right)}{r^{2}-1}
$$

where if we assign $\log \left(r^{2}\right) /\left(r^{2}-1\right)$ the value 1 at $r=1$, then $T$ is analytic except at $r=0$. We then compute that, after simplification,

$$
\begin{equation*}
\frac{\partial T}{\partial r}=2\left[\frac{-2 r+\left(1+r^{2}\right) \cos \theta}{\left(r^{2}-1\right)^{2}}\right] \log \left(r^{2}\right)+\frac{r^{2}+1-2 r \cos \theta}{r^{2}-1} \frac{2}{r} \tag{3.2}
\end{equation*}
$$

We then claim that for all $\theta$, we have $\partial T / \partial r>0$ for $r>1$ and $\partial T / \partial r<0$ for $r<1$. Note that for each fixed $r$, the right-hand side of (3.2) depends linearly on $\cos \theta$. Thus, if, for a fixed $r$, if $\partial T / \partial r$ is positive when $\cos \theta=1$ and when $\cos \theta=-1$, it will be positive for all $\theta$. Specifically, we may say that

$$
\begin{equation*}
\frac{\partial T}{\partial r}(r, \theta) \geq \min \left(\frac{\partial T}{\partial r}(r, 0), \frac{\partial T}{\partial r}(r, \pi)\right) \tag{3.3}
\end{equation*}
$$

It is now an elementary (if slightly messy) computation to check that the right-hand side of (3.3) is strictly positive for all $r>1$. A similar argument then shows that $\partial T / \partial r$ is negative for all $\theta$ and all $0<r<1$.

We conclude that for each $\theta$, the function $r \mapsto T(r, \theta)$ is decreasing for $0<r<1$ and increasing for $r>1$. The minimum value therefore occurs at $r=1$, and this
value is the value of $r^{2}+1-2 \cos \theta$ at $r=1$, namely $2(1-\cos \theta)$. Finally, we can easily see that for $r$ approaching zero, we have

$$
T(r, \theta) \sim-\log \left(r^{2}\right) \rightarrow+\infty
$$

and for $r$ approaching infinity, we have

$$
T(r, \theta) \sim \log \left(r^{2}\right) \rightarrow+\infty
$$

as claimed.
Proof of Proposition 3.4 The minimum value of $T(r, \theta)$, achieved at $r=1$, is $2-$ $2 \cos \theta$. This value is always less than $t$, as can be verified separately in the cases $t>4$ (all $\theta)$ and $t \leq 4\left(|\theta|<\cos ^{-1}(1-t / 2)\right.$ ). Thus, Lemma 3.6 tells us that the equation $T(r, \theta)=t$ has exactly one solution for $r$ with $0<r<1$ and exactly one solution for $r>1$. Since, as is easily verified, $T(1 / r, \theta)=T(r, \theta)$, the two solutions are reciprocals of each other, and we let $r_{t}(\theta)$ denote the solution with $r>1$. Since $\partial T / \partial r$ is nonzero for all $r \neq 1$, the implicit function theorem tells us that $r_{t}(\theta)$ depend analytically on $\theta$.

Now, if $t \leq 4$ and $\theta$ approaches $\pm \cos ^{-1}(1-t / 2)$, the minimum value of $2-$ $2 \cos \theta$-achieved at $r=1$-approaches $2-2(1-t / 2)=t$. It should then be plausible that $r_{t}(\theta)$ will approach $r=1$. To make this claim rigorous, we need to show that $T(r, \theta)$ increases rapidly enough as $r$ increases from 1 that the $T(r, \theta)=t$ is achieved close to $r=1$. To that end, let $g(r)$ denote the function on the right-hand side of (3.3), which is continuous everywhere and strictly positive for $r>1$. Then for $r>1$, we have

$$
\begin{equation*}
T(r, \theta)-(2-2 \cos \theta) \geq G(r):=\int_{1}^{r} g(s) d s \tag{3.4}
\end{equation*}
$$

Now, $G(r)$ is continuous and strictly increasing for $r \geq 1$, with $G(1)=0$. Thus, $G$ it has a continuous inverse function satisfying $G^{-1}(0)=1$.

For $\varepsilon>0$, choose $\delta>0$ so that $G^{-1}(R)<1+\varepsilon$ when $0<R<\delta$. Then take $\theta$ sufficiently close to $\pm \cos ^{-1}(1-t / 2)$ that $2-2 \cos \theta$ is within $\delta$ of $t$. Then

$$
G^{-1}(t-(2-2 \cos \theta))<1+\varepsilon
$$

which is to say that there is an $R$ with $1<R<1+\varepsilon$ such that

$$
\int_{1}^{R} g(s) d s=t-(2-2 \cos \theta)
$$

From (3.4) we can then see that $T(R, \theta)>t$. Thus, $r_{t}(\theta)$ will satisfy

$$
1<r_{t}(\theta)<R<1+\varepsilon .
$$

We have therefore shown that $r_{t}(\theta) \rightarrow 1$ as $\theta \rightarrow \pm \cos ^{-1}(1-t / 2)$.

Finally, if $t \leq 4$ and $\theta \in(-\pi, \pi]$ satisfies $|\theta| \geq \cos ^{-1}(1-t / 2)$, the minimum value of $T(r, \theta)$, achieved at $r=1$, is $2-2 \cos \theta \geq t$. Thus, there are no values of $r \neq 1$ where $T(r, \theta)=t$.

We are now ready for the proofs of our main results about $\Sigma_{t}$.
Proof of Theorem 3.1 We first claim that the set $E_{t}=\overline{F_{t}}$ is precisely the set where $T(\lambda)=t$. To see this, first note that $F_{t}$ is, by Lemma 3.3, the set of $\lambda$ with $|\lambda| \neq 1$ where $T(\lambda)=t$. Then by Corollary 3.5, the closure of $F_{t}$ is obtained by adding in the points on the unit circle (zero, one, or two such points, depending on $t$ ) where $\cos \theta=1-t / 2$. But these points are easily seen to be the points on the unit circle where $T(\lambda)=t$.

Using Corollary 3.5, we see that the complement of the set $E_{t}=\{\lambda \mid T(\lambda)=t\}$ has two connected components when $t<4$ and three connected components when $t \geq 4$. Since $T(1)=0<t$, we have $T(\lambda)<t$ on the entire connected component of $E_{t}^{c}$ containing 1 , which is, by definition, the region $\Sigma_{t}$. The remaining components of $E_{t}^{c}$ are the unbounded component and (for $t \geq 4$ ) the component containing 0 . Since $T(\lambda)$ tends to $+\infty$ at zero and at infinity, we see that $T(\lambda)>t$ on these regions, so that $T(\lambda)<t$ precisely on $\Sigma_{t}$.

It is also clear from Corollary 3.5 that the boundary of the region $\Sigma_{t}$ (i.e., the connected component of $E_{t}^{c}$ containing 1) contains the entire set $E_{t}=\{\lambda \mid T(\lambda)=t\}$.

Proof of Theorem 3.2 Point 1 follows easily from Corollary 3.5. For Point 2, we note that by Proposition 3.4, we have $T(r, \theta)<t$ for $1 / r_{t}(\theta)<r<r_{t}(\theta)$, and $T(r, \theta) \geq t$ for $0<r \leq 1 / r_{t}(\theta)$ and for $r \geq r_{t}(\theta)$. Thus, by Theorem 3.1, the ray with angle $\theta$ intersects $\Sigma_{t}$ precisely in the claimed interval.

For Point 3, we have already shown that $\partial T / \partial r$ is nonzero except when $r=1$. When $r=1$, we know from (3.1) that

$$
T(r, \theta)=|\lambda-1|^{2}=2-2 \cos \theta
$$

Thus, when $r=1$, we have $\partial T / \partial \theta=2 \sin \theta$, which is nonzero except when $\theta=0$ or $\theta=\pi$. Thus, the gradient of $T(\lambda)$ is nonzero except when $\lambda=0$ (where $T(\lambda)$ is undefined), when $\lambda=1$, and when $\lambda=-1$. Since 0 is never in $\Sigma_{t}$ and 1 is always in $\Sigma_{t}$, the only possible singular point in the boundary of $\Sigma_{t}$ is at $\lambda=-1$. Since $T(r, \theta)=2-2 \cos \pi=4$ when $r=1$ and $\theta=\pi$, the point $\lambda=-1$ belongs to the boundary of $\Sigma_{4}$.

Meanwhile, the Taylor expansion of $T$ to second order at $\lambda=-1$ is easily found to be $T(\lambda) \approx 4+(\operatorname{Re} \lambda+1)^{2} / 3-(\operatorname{Im} \lambda)^{2}$. By the Morse lemma, we can then make a smooth change of variables so that in the new coordinate system,

$$
T(u, v)=4+u^{2}-v^{2}=4+(u+v)(u-v)
$$

Thus, near $\lambda=-1$, the set $T(\lambda)=4$ is the union of the curves $u+v=0$ and $u-v=0$.

The invariance of $\Sigma_{t}$ under $\lambda \mapsto 1 / \lambda$ and under $\lambda \mapsto \bar{\lambda}$ follows from the easily verified invariance of $T(\lambda)$ under these transformations. Finally, we verify that the domain $\Sigma_{t}$, as we have defined it, coincides with the one originally introduced by Biane [3]. Let us start with the case $t<4$. According to the discussion at the bottom of p. 273 in [3], the boundary of Biane's domain $\Sigma_{t}$ consists in this case of two analytic arcs. The interior of one arc lies in the open unit disk and the interior of the other arc lies in the complement of the closed unit disk, while the endpoints of both arcs lie on the unit circle. The first arc is then computed by applying a certain holomorphic function $\chi(t, \cdot)$ to the support of Biane's measure $v_{t}$ in the unit circle. Now, $\chi(t, \cdot)$ satisfies $f_{t}(\chi(t, z))=z$ on the closed unit disk. (Combine the identity involving $\kappa$ on p. 266 of [3] with the definition of $\chi$ on p. 273). We see that the interior of the first arc consists of points with $|\lambda| \neq 1$ but $\left|f_{t}(\lambda)\right|=1$. This arc must, therefore, coincide with the arc of points with radius $1 / r_{t}(\theta)$. The second arc is obtained from the first by the map $\lambda \mapsto 1 / \lambda$ and therefore coincides with the points of radius $r_{t}(\theta)$. We can now see that the boundary of Biane's domain coincides with the boundary of the domain we have defined. A similar analysis applies to the cases $t>4$ and $t=4$, using the description of the boundary of $\Sigma_{t}$ in those cases at the top of p. 274 in [3].

## 4 The PDE for $S$

In this section, we will verify the PDE for $S$ in Theorem 2.7. The claimed initial condition (2.13) holds because $b_{0}=1$. We now proceed to verify the Eq. (2.12) itself. We let $b_{t}$ be the free multiplicative Brownian motion, which satisfies the free stochastic differential equation

$$
d b_{t}=b_{t} d c_{t}, \quad b_{0}=1
$$

Throughout the rest of this section, we use the notation

$$
b_{t, \lambda}:=b_{t}-\lambda
$$

Lemma 4.1 The function $S$ in (2.10) satisfies

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\varepsilon \tau\left[\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] \tau\left[b_{t} b_{t}^{*}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] . \tag{4.1}
\end{equation*}
$$

Proof The basic tools for computing with SDEs involving the free circular Brownian motion $c_{t}$ are the free Itô formulas, which may be stated informally as

$$
\begin{align*}
\tau\left[g_{t} d c_{t}\right] & =\tau\left[g_{t} d c_{t}^{*}\right]=0 \\
d c_{t}^{*} g_{t} d c_{t} & =d c_{t} g_{t} d c_{t}^{*}=\tau\left[g_{t}\right], \tag{4.2}
\end{align*}
$$

for a continuous adapted process $g_{t}$. Free stochastic calculus was developed by Biane and Speicher [4] and extended by Kümmerer and Speicher [21]. We will specifically use the free stochastic product rule and free functional Itô formula developed by

Nikitopoulos [24]. (An earlier version of this paper, available on the arXiv, used a power series argument in place of Nikitopoulos's result).

For each $\lambda \in \mathbb{C}$, define a self-adjoint element $m_{t}$ by

$$
m_{t}=b_{t, \lambda}^{*} b_{t, \lambda} .
$$

Then by the free stochastic product rule [24, Thm. 3.2.5] and the free SDE for $b_{t}$, we have

$$
\begin{align*}
d m_{t} & =d c_{t}^{*} b_{t}^{*} b_{t, \lambda}+b_{t, \lambda}^{*} b_{t} d c_{t}+d c_{t}^{*} b_{t}^{*} b_{t} d c_{t} \\
& =d c_{t}^{*} b_{t}^{*} b_{t, \lambda}+b_{t, \lambda}^{*} b_{t} d c_{t}+\tau\left[b_{t}^{*} b_{t}\right] d t . \tag{4.3}
\end{align*}
$$

Then by the free functional Itô formula [24, Thm. 3.5.3], we have

$$
\begin{equation*}
d \tau\left[\log \left(m_{t}+\varepsilon\right)\right]=\tau\left[R d m_{t}\right]-\frac{1}{2} \tau\left[R d m_{t} R d m_{t}\right] \tag{4.4}
\end{equation*}
$$

where

$$
R=\left(m_{t}+\varepsilon\right)^{-1} .
$$

Noting that $S=\tau\left[\log \left(m_{t}+\varepsilon\right)\right]$, and using (4.2) and (4.3), (4.4) becomes

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\tau[R] \tau\left[b_{t}^{*} b_{t}\right]-\tau[R] \tau\left[b_{t, \lambda}^{*} b_{t} b_{t}^{*} b_{t, \lambda} R\right], \tag{4.5}
\end{equation*}
$$

Equation (4.5) is actually just of Eq. (33) in Example 3.5.5 of [24] with $n=1$,

$$
a_{t}^{1}=b_{t, \lambda}^{*} b_{t} ; \quad b_{t}^{1}=1 ; \quad c_{t}^{1}=1 ; \quad d_{t}^{1}=b_{t}^{*} b_{t, \lambda} ; \quad l_{t}=\tau\left[b_{t}^{*} b_{t}\right] 1
$$

To compute further, we note that

$$
b_{t, \lambda}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)=\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right) b_{t, \lambda} .
$$

Multiplying by $\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}$ on the right and $\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}$ on the left gives a useful identity:

$$
\begin{equation*}
\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1} b_{t, \lambda}=b_{t, \lambda}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1} \tag{4.6}
\end{equation*}
$$

Replacing $b_{t, \lambda}$ by its adjoint gives another version of the identity:

$$
\begin{equation*}
b_{t, \lambda}^{*}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}=\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1} b_{t, \lambda}^{*} . \tag{4.7}
\end{equation*}
$$

We also claim that

$$
\begin{equation*}
\tau\left[\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right]=\tau\left[\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] . \tag{4.8}
\end{equation*}
$$

This result can be verified for large $\varepsilon$ by expanding both sides in powers of $1 / \varepsilon$ and checking the identity term by term. The result for general $\varepsilon$ then follows by analyticity of both sides in $\varepsilon$.

We now use (4.7) to show that

$$
\begin{aligned}
b_{t, \lambda} R b_{t, \lambda}^{*} & =b_{t, \lambda} b_{t, \lambda}^{*}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1} \\
& =\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon-\varepsilon\right)\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1} \\
& =1-\varepsilon\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1} .
\end{aligned}
$$

Thus, (4.5) becomes the claimed formula (4.1) for $\partial S / \partial t$.
Lemma 4.2 We have the following formulas for the derivatives of $S$ with respect to $\varepsilon$ and $\lambda$ :

$$
\begin{aligned}
& \frac{\partial S}{\partial \varepsilon}=\tau\left[\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] \\
& \frac{\partial S}{\partial \lambda}=-\tau\left[b_{t, \lambda}^{*}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] \\
& \frac{\partial S}{\partial \bar{\lambda}}=-\tau\left[b_{t, \lambda}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] .
\end{aligned}
$$

Proof The lemma follows easily from the formula for the derivative of the trace of a logarithm (Lemma 1.1 in [5]):

$$
\frac{d}{d u} \tau[\log (f(u))]=\tau\left[f(u)^{-1} \frac{d f}{d u}\right] .
$$

(We emphasize that there is no such simple formula for the derivative of $\log (f(u))$ without the trace, unless $d f / d u$ commutes with $f(u))$.

We are now ready for the proof of our main result.
Proof of Theorem 2.7 We start from the formula for $\partial S / \partial t$ in Lemma 4.1. Noting that

$$
\begin{aligned}
b_{t} b_{t}^{*} & =\left(b_{t, \lambda}+\lambda\right)^{*}\left(b_{t, \lambda}+\lambda\right) \\
& =b_{t, \lambda} b_{t, \lambda}^{*}+\lambda b_{t, \lambda}^{*}+\bar{\lambda} b_{t, \lambda}+|\lambda|^{2},
\end{aligned}
$$

we expand the second factor on the right-hand side of (4.1) as

$$
\begin{aligned}
\tau\left[b_{t} b_{t}^{*}\left(b_{t, \lambda} b_{\lambda}^{*}+\varepsilon\right)^{-1}\right]= & \tau\left[b_{t, \lambda} b_{t, \lambda}^{*}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] \\
& +\lambda \tau\left[b_{t, \lambda}^{*}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] \\
& +\bar{\lambda} \tau\left[b_{t, \lambda}\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] \\
& +|\lambda|^{2} \tau\left[\left(b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon\right)^{-1}\right] .
\end{aligned}
$$

We then simplify the first term by writing $b_{t, \lambda} b_{t, \lambda}^{*}=b_{t, \lambda} b_{t, \lambda}^{*}+\varepsilon-\varepsilon$. In the middle two terms, we use (4.6), (4.7), and cyclic invariance of the trace. Using also (4.8), we get

$$
\begin{align*}
\tau\left[b_{t} b_{t}^{*}\left(b_{t, \lambda} b_{\lambda}^{*}+\varepsilon\right)^{-1}\right]= & 1+\left(|\lambda|^{2}-\varepsilon\right) \tau\left[\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] \\
& +\lambda \tau\left[b_{t, \lambda}^{*}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] \\
& +\bar{\lambda} \tau\left[b_{t, \lambda}\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right] . \tag{4.9}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\frac{\partial S}{\partial t}=\varepsilon \tau\left[\left(b_{t, \lambda}^{*} b_{t, \lambda}+\varepsilon\right)^{-1}\right](\text { all the terms in (4.9)). } \tag{4.10}
\end{equation*}
$$

All terms on the right-hand side of (4.10) are expressible using Lemma 4.2 in terms of derivatives of $S$, and the claimed differential equation follows.

## 5 The Hamilton-Jacobi method

### 5.1 Setting up the method

The Eq. (2.12) is a first-order, nonlinear PDE of Hamilton-Jacobi type. (The reader may consult, for example, Section 3.3 in the book of Evans [8], but we will give a brief self-contained account of the theory in the proof of Proposition 5.3). We consider a Hamiltonian function obtained from the right-hand side of (2.12) by replacing each partial derivative with momentum variable, with an overall minus sign. Thus, we define

$$
\begin{equation*}
H\left(a, b, \varepsilon, p_{a}, p_{b}, p_{\varepsilon}\right)=-\varepsilon p_{\varepsilon}\left(1+\left(a^{2}+b^{2}\right) p_{\varepsilon}-\varepsilon p_{\varepsilon}-a p_{a}-b p_{b}\right) \tag{5.1}
\end{equation*}
$$

We then consider Hamilton's equations for this Hamiltonian. That is to say, we consider this system of six coupled ODEs:

$$
\begin{align*}
\frac{d a}{d t} & =\frac{\partial H}{\partial p_{a}} ; \quad
\end{align*} \quad \frac{d b}{d t}=\frac{\partial H}{\partial p_{b}} ; \quad \frac{d \varepsilon}{d t}=\frac{\partial H}{\partial p_{\varepsilon}} ; ~=-\frac{\partial H}{\partial a} ; \quad \frac{d p_{b}}{d t}=-\frac{\partial H}{\partial b} ; \quad \frac{d p_{\varepsilon}}{d t}=-\frac{\partial H}{\partial \varepsilon} .
$$

As convenient, we will let

$$
\lambda(t)=a(t)+i b(t)
$$

The initial conditions for $a, b$, and $\varepsilon$ are arbitrary:

$$
\begin{equation*}
a(0)=a_{0} ; \quad b(0)=b_{0} ; \quad \varepsilon(0)=\varepsilon_{0}, \tag{5.3}
\end{equation*}
$$

while those for $p_{a}, p_{b}$, and $p_{\varepsilon}$ are determined by those for $a, b$, and $\varepsilon$ as follows:

$$
\begin{equation*}
p_{a}(0)=2\left(a_{0}-1\right) p_{0} ; \quad p_{b}(0)=2 b_{0} p_{0} ; \quad p_{\varepsilon}(0)=p_{0}, \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{0}=\frac{1}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}}=\frac{1}{\left(a_{0}-1\right)^{2}+b_{0}^{2}+\varepsilon_{0}} . \tag{5.5}
\end{equation*}
$$

The motivation for (5.4) is that the momentum variables $p_{a}, p_{b}$, and $p_{\varepsilon}$ will correspond to the derivatives of $S$ along the curves $(a(t), b(t), \varepsilon(t))$; see (5.8). Thus, the initial momenta are simply the derivatives of the initial value (2.13) of $S$, evaluated at $\left(a_{0}, b_{0}, \varepsilon_{0}\right)$.

For future reference, we record the value $H_{0}$ of the Hamiltonian at time $t=0$.
Lemma 5.1 The value of the Hamiltonian at $t=0$ is

$$
\begin{equation*}
H_{0}=-\varepsilon_{0} p_{0}^{2} . \tag{5.6}
\end{equation*}
$$

Proof Plugging $t=0$ into (5.1) and using (5.4) gives

$$
H_{0}=-\varepsilon_{0} p_{0}\left(1+\left(a_{0}^{2}+b_{0}^{2}\right) p_{0}-\varepsilon_{0} p_{0}-2 a_{0}\left(a_{0}-1\right) p_{0}-2 b_{0}^{2} p_{0}\right)
$$

which simplifies to

$$
H_{0}=-\varepsilon_{0} p_{0}\left(1-p_{0}\left(a_{0}^{2}-2 a_{0}+b_{0}^{2}+\varepsilon_{0}\right)\right) .
$$

But using the formula (5.5) for $p_{0}$, we see that $a_{0}^{2}-2 a_{0}+b_{0}^{2}+\varepsilon_{0}$ equals $1 / p_{0}-1$, from which (5.6) follows.

The main result of this section is the following; the proof is given on p .22.
Theorem 5.2 Assume $\lambda_{0} \neq 0$ and $\varepsilon_{0}>0$. Suppose a solution to the system (5.2) with initial conditions (5.3) and (5.4) exists with $\varepsilon(t)>0$ for $0 \leq t<T$. Then we have

$$
\begin{align*}
S(t, \lambda(t), \varepsilon(t))= & \log \left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)-\frac{\varepsilon_{0} t}{\left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)^{2}} \\
& +\log |\lambda(t)|-\log \left|\lambda_{0}\right| \tag{5.7}
\end{align*}
$$

for all $t \in[0, T)$. Furthermore, the derivatives of $S$ with respect to $a, b$, and $\varepsilon$ satisfy

$$
\begin{align*}
& \frac{\partial S}{\partial \varepsilon}(t, \lambda(t), \varepsilon(t))=p_{\varepsilon}(t) ; \\
& \frac{\partial S}{\partial a}(t, \lambda(t), \varepsilon(t))=p_{a}(t) ; \\
& \frac{\partial S}{\partial b}(t, \lambda(t), \varepsilon(t))=p_{b}(t) . \tag{5.8}
\end{align*}
$$

Note that $S(t, \lambda, \varepsilon)$ is only defined for $\varepsilon>0$. Thus, (5.7) and (5.8) only make sense as long as the solution to (5.2) exists with $\varepsilon(t)>0$.

Since our objective is to compute $\Delta s_{t}(\lambda)=\partial^{2} s_{t} / \partial a^{2}+\partial^{2} s_{t} / \partial^{2} b^{2}$, the formula (5.8) for the derivatives of $S$ will ultimately be of as great importance as the formula (5.7) for $S$ itself. We emphasize that we are not using the Hamilton-Jacobi method to construct a solution to (2.12); the function $S(t, \lambda, \varepsilon)$ is already defined in (2.10) in terms of free probability and is known (Theorem 2.7) to satisfy (2.12). Rather, we are using the Hamilton-Jacobi method to analyze a solution that is already known to exist.

We begin by briefly recapping the general form of the Hamilton-Jacobi method.
Proposition 5.3 Fix an open set $U \subset \mathbb{R}^{n}$, a time-interval $[0, T]$, and a function $H(\mathbf{x}, \mathbf{p})$. Consider a function $S(t, \mathbf{x})$ satisfying

$$
\begin{equation*}
\frac{\partial S}{\partial t}=-H\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right), \quad \mathbf{x} \in U, t \in[0, T] \tag{5.9}
\end{equation*}
$$

Consider a pair $(\mathbf{x}(t), \mathbf{p}(t))$ with $\mathbf{x}(t) \in U, \mathbf{p}(t) \in \mathbb{R}^{n}$, and $t \in\left[0, T_{1}\right]$ with $T_{1} \leq T$. Assume this pair satisfies Hamilton's equations:

$$
\frac{d x_{j}}{d t}=\frac{\partial H}{\partial p_{j}}(\mathbf{x}(t), \mathbf{p}(t)) ; \quad \frac{d p_{j}}{d t}=-\frac{\partial H}{\partial x_{j}}(\mathbf{x}(t), \mathbf{p}(t))
$$

with initial conditions

$$
\begin{equation*}
\mathbf{x}(0)=\mathbf{x}_{0} ; \quad \mathbf{p}(0)=\left(\nabla_{\mathbf{x}} S\right)\left(0, \mathbf{x}_{0}\right) \tag{5.10}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
S(t, \mathbf{x}(t))=S\left(0, \mathbf{x}_{0}\right)-H\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right) t+\int_{0}^{t} \mathbf{p}(s) \cdot \frac{d \mathbf{x}}{d s} d s \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))=\mathbf{p}(t) . \tag{5.12}
\end{equation*}
$$

Again, we are not trying to construct solutions to (5.9), but rather to analyze a solution that is already assumed to exist.

Proof Take an arbitrary (for the moment) smooth curve $\mathbf{x}(t)$ and note that

$$
\begin{align*}
\frac{d}{d t} S(t, \mathbf{x}(t)) & =\frac{\partial S}{\partial t}(t, \mathbf{x}(t))+\frac{\partial S}{\partial x_{j}}(t, \mathbf{x}(t)) \frac{d x_{j}}{d t} \\
& =-H\left(\mathbf{x}(t),\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))\right)+\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t)) \cdot \frac{d \mathbf{x}}{d t} \tag{5.13}
\end{align*}
$$

where we use the Einstein summation convention. Let us use the notation

$$
\mathbf{p}(t)=\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))
$$

that is $p_{j}(t)=\partial S / \partial x_{j}(t, \mathbf{x}(t))$. Then (5.13) may be rewritten as

$$
\begin{equation*}
\frac{d}{d t} S(t, \mathbf{x}(t))=-H(\mathbf{x}(t), \mathbf{p}(t))+\mathbf{p}(t) \cdot \frac{d \mathbf{x}}{d t} \tag{5.14}
\end{equation*}
$$

If we can choose $\mathbf{x}(t)$ so that $\mathbf{p}(t)$ is somehow computable, then the right-hand side of (5.14) would be known and we could integrate to get $S(t, \mathbf{x}(t))$.

To see how we might be able to compute $\mathbf{p}(t)$, we try differentiating:

$$
\begin{align*}
\frac{d p_{j}}{d t} & =\frac{d}{d t} \frac{\partial S}{\partial x_{j}}(t, \mathbf{x}(t)) \\
& =\frac{\partial^{2} S}{\partial t \partial x_{j}}(t, \mathbf{x}(t))+\frac{\partial^{2} S}{\partial x_{k} \partial x_{j}}(t, \mathbf{x}(t)) \frac{d x_{k}}{d t} . \tag{5.15}
\end{align*}
$$

Now, from (5.9), we have

$$
\begin{aligned}
\frac{\partial^{2} S}{\partial t \partial x_{j}} & =\frac{\partial^{2} S}{\partial x_{j} \partial t} \\
& =-\frac{\partial}{\partial x_{j}} H\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right) \\
& =-\frac{\partial H}{\partial x_{j}}\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right)-\frac{\partial H}{\partial p_{k}}\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right) \frac{\partial^{2} S}{\partial x_{j} \partial x_{k}} .
\end{aligned}
$$

Thus, (5.15) becomes (suppressing the dependence on the path)

$$
\begin{equation*}
\frac{d p_{j}}{d t}=-\frac{\partial H}{\partial x_{j}}+\left(\frac{d x_{k}}{d t}-\frac{\partial H}{\partial p_{k}}\right) \frac{\partial^{2} S}{\partial x_{k} \partial x_{j}} \tag{5.16}
\end{equation*}
$$

If we now take $\mathbf{x}(t)$ to satisfy

$$
\begin{equation*}
\frac{d x_{j}}{d t}=\frac{\partial H}{\partial p_{j}} \tag{5.17}
\end{equation*}
$$

the second term on the right-hand side of (5.16) vanishes, and we find that $\mathbf{p}(t)$ satisfies

$$
\begin{equation*}
\frac{d p_{j}}{d t}=-\frac{\partial H}{\partial x_{j}} . \tag{5.18}
\end{equation*}
$$

With this choice of $\mathbf{x}(t)$, (5.14) becomes

$$
\frac{d}{d t} S(t, \mathbf{x}(t))=-H\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right)+\mathbf{p}(t) \cdot \frac{d \mathbf{x}}{d t}
$$

because $H$ is constant along the solutions to Hamilton's equations.
Note that not all solutions ( $\mathbf{x}(t), \mathbf{p}(t))$ to Hamilton's Eqs. (5.17) and (5.18) will arise by the above method. After all, we are assuming that $\mathbf{p}(t)=\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))$, from which it follows that the initial conditions $\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right)$ will be of the form in (5.10).

On the other hand, suppose we take a pair $\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right)$ as in (5.10). Let us then take $\mathbf{x}(t)$ to be the solution to

$$
\begin{equation*}
\frac{d x_{j}}{d t}=\frac{\partial H}{\partial p_{j}}\left(\mathbf{x}(t),\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))\right), \quad \mathbf{x}(0)=\mathbf{x}_{0} \tag{5.19}
\end{equation*}
$$

where since $S$ is a fixed, "known" function, this ODE for $\mathbf{x}(t)$ will have unique solutions for as long as they exist. If we set $\mathbf{p}(t)=\left(\nabla_{\mathbf{x}} S\right)(t, \mathbf{x}(t))$, then $\mathbf{p}(0)=\mathbf{p}_{0}$ as in (5.10) and (5.19) says that the pair ( $\mathbf{x}(t), \mathbf{p}(t))$ satisfies the first of Hamilton's equations. Applying (5.16) with this choice of $\mathbf{x}(t)$ shows that the pair ( $\mathbf{x}(t), \mathbf{p}(t))$ also satisfies the second of Hamilton's equations. Thus, $(\mathbf{x}(t), \mathbf{p}(t))$ must be the unique solution to Hamilton's equations with the given initial condition ( $\mathbf{x}_{0}, \mathbf{p}_{0}$ ).

We conclude that for any solution to Hamilton's equations with initial conditions of the form (5.10), the formula (5.14) holds. Since, also, $H$ is constant along solutions to Hamilton's equations, we may replace $H(\mathbf{x}(t), \mathbf{p}(t))$ by $H\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right)$ in (5.14), at which point, integration with respect to $t$ gives (5.11). Finally, (5.12) holds by the definition of $\mathbf{p}(t)$.

We are now ready for the proof of Theorem 5.2.
Proof of Theorem 5.2 We apply Proposition 5.3 with $n=3$ and the open set $U$ consisting of triples $(a, b, \varepsilon)$ with $\varepsilon>0$. The PDE (2.12) is of the type in (5.9), with $H$ given by (5.1). The initial conditions (5.4) are obtained by differentiating the initial condition $S(0, \lambda, \varepsilon)=\log \left(|\lambda-1|^{2}+\varepsilon\right)$.

We let $\mathbf{x}(t)=(a(t), b(t), \varepsilon(t))$ and $\mathbf{p}(t)=\left(p_{a}(t), p_{b}(t), p_{\varepsilon}(t)\right)$. For the case of the Hamiltonian (5.1), a simple computation shows that

$$
\begin{aligned}
\mathbf{p} \cdot \frac{d \mathbf{x}}{d t} & =\mathbf{p} \cdot \nabla_{\mathbf{p}} H \\
& =2 H+\varepsilon p_{\varepsilon} \\
& =2 H_{0}+\varepsilon p_{\varepsilon} .
\end{aligned}
$$

Thus, the general formula (5.11) becomes, in this case,

$$
\begin{equation*}
S(t, \mathbf{x}(t))=S\left(0, \mathbf{x}_{0}\right)+H\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right) t+\int_{0}^{t} \varepsilon(s) p_{\varepsilon}(s) d s \tag{5.20}
\end{equation*}
$$

But we also may compute that

$$
\begin{aligned}
\frac{d}{d t} \log \left(\sqrt{a^{2}+b^{2}}\right) & =\frac{1}{a^{2}+b^{2}}(a \dot{a}+b \dot{b}) \\
& =\frac{1}{a^{2}+b^{2}}\left(a \frac{\partial H}{\partial p_{a}}+b \frac{\partial H}{\partial p_{b}}\right) \\
& =\varepsilon p_{\varepsilon}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{t} \varepsilon(s) p_{\varepsilon}(s) d s=\log |\lambda(t)|-\log \left|\lambda_{0}\right| \tag{5.21}
\end{equation*}
$$

If we now plug in the value of $S\left(0, \mathbf{x}_{0}\right)=S\left(0, \lambda_{0}, \varepsilon_{0}\right)$ and use Lemma 5.1 along with the definition (5.5) of $p_{0}$, we obtain (5.7). Finally, (5.8) is just the general formula (5.12), applied to the case at hand.

### 5.2 Constants of motion

We now identify several constants of motion for the system (5.2), from which various useful formulas can be derived. Throughout the section, we assume we have a solution to (5.2) with the initial conditions (5.3) and (5.4), defined on a time-interval of the form $0 \leq t<T$. We continue the notation $\lambda(t)=a(t)+i b(t)$.
Proposition 5.4 Along any solution of (5.2), following quantities remain constant:
(1) The Hamiltonian $H$,
(2) The "angular momentum" in the $(a, b)$ variables, namely $a p_{b}-b p_{a}$, and
(3) The argument of $\lambda$, assuming $\lambda_{0} \neq 0$.

Proof For any system of the form (5.2), the Hamiltonian $H$ itself is a constant of motion, as may be verified easily from the equations. The conservation of the angular momentum is a consequence of the invariance of $H$ under simultaneous rotations of $(a, b)$ and $\left(p_{a}, p_{b}\right)$; see Proposition 2.30 and Conclusion 2.31 in [14]. This result can also be verified by direct computation from (5.2).

Finally, note from (5.21) that if $\lambda_{0} \neq 0$, then $\log |\lambda(t)|$ remains finite as long as the solution to (5.2) exists, so that $\lambda(t)$ cannot pass through the origin. We then compute that

$$
\frac{d}{d t} \tan (\arg \lambda(t))=\frac{d}{d t} \frac{b}{a}=\frac{\dot{b} a-b \dot{a}}{a^{2}}=\frac{\varepsilon p_{\varepsilon} b a-b \varepsilon p_{\varepsilon} a}{a^{2}}=0
$$

(If $a=0$, we instead compute the time-derivative of $\cot (\arg \lambda)$, which also equals zero).

Proposition 5.5 The Hamiltonian $H$ in (5.1) in invariant under the one-parameter group of symplectic linear transformations given by

$$
\begin{equation*}
\left(a, b, \varepsilon, p_{a}, p_{b}, p_{\varepsilon}\right) \mapsto\left(e^{\sigma / 2} a, e^{\sigma / 2} b, e^{\sigma} \varepsilon, e^{-\sigma / 2} p_{a}, e^{-\sigma / 2} p_{b}, e^{-\sigma} p_{\varepsilon}\right) \tag{5.22}
\end{equation*}
$$

with $\sigma$ varying over $\mathbb{R}$. Thus, the generator of this family of transformations, namely,

$$
\begin{equation*}
\Psi:=\varepsilon p_{\varepsilon}+\frac{1}{2}\left(a p_{a}+b p_{b}\right) \tag{5.23}
\end{equation*}
$$

is a constant of motion for the system (5.2). The constant $\Psi$ may be computed in terms of $\varepsilon_{0}$ and $\lambda_{0}$ as

$$
\begin{equation*}
\Psi=p_{0}\left(a_{0}\left(a_{0}-1\right)+b_{0}^{2}+\varepsilon_{0}\right) \tag{5.24}
\end{equation*}
$$

where $p_{0}$ is as in (5.5).
Proof The claimed invariance of $H$ is easily checked from the formula (5.1). One can easily check that $\Psi$ is the generator of this family. That is to say, if we replace $H$ by $\Psi$ in (5.2), the solution is given by the map in (5.22). Thus, by a simple general result, $\Psi$ will be a constant of motion; see Conclusion 2.31 in [14]. Of course, one can also check by direct computation that the function in (5.23) is constant along solutions to (5.2). The expression (5.24) then follows easily from the initial conditions in (5.4).

Proposition 5.6 For all $t$, we have

$$
\begin{equation*}
\varepsilon(t) p_{\varepsilon}(t)^{2}=\varepsilon_{0} p_{0}^{2} e^{-C t} \tag{5.25}
\end{equation*}
$$

where $C=2 \Psi-1$ and $\Psi$ is as in (5.23). The constant $C$ in (5.25) may be computed in terms of $\varepsilon_{0}$ and $\lambda_{0}$ as

$$
\begin{equation*}
C=p_{0}\left(\left|\lambda_{0}\right|^{2}-1+\varepsilon_{0}\right)=\frac{\left|\lambda_{0}\right|^{2}-1+\varepsilon_{0}}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}} . \tag{5.26}
\end{equation*}
$$

Proof We compute that

$$
\begin{align*}
\dot{\varepsilon} & =\frac{\partial H}{\partial p_{\varepsilon}}=\frac{H}{p_{\varepsilon}}-\varepsilon p_{\varepsilon}\left(a^{2}+b^{2}-\varepsilon\right) \\
\dot{p}_{\varepsilon} & =-\frac{\partial H}{\partial \varepsilon}=-\frac{H}{\varepsilon}-\varepsilon p_{\varepsilon}^{2} \tag{5.27}
\end{align*}
$$

and then that

$$
\begin{aligned}
\frac{d}{d t}\left(\varepsilon p_{\varepsilon}^{2}\right) & =\dot{\varepsilon} p_{\varepsilon}^{2}+2 \varepsilon p_{\varepsilon} \dot{p}_{\varepsilon} \\
& =p_{\varepsilon} H-\varepsilon p_{\varepsilon}^{3}\left(a^{2}+b^{2}-\varepsilon\right)-2 H p_{\varepsilon}-2 \varepsilon^{2} p_{\varepsilon}^{3}
\end{aligned}
$$

This result simplifies to

$$
\begin{aligned}
\frac{d}{d t}\left(\varepsilon p_{\varepsilon}^{2}\right) & =\varepsilon p_{\varepsilon}^{2}\left[1-2\left(\varepsilon p_{\varepsilon}+\frac{1}{2}\left(a p_{a}+b p_{b}\right)\right)\right] \\
& =-\varepsilon p_{\varepsilon}^{2}(2 \Psi-1)
\end{aligned}
$$

The unique solution to this equation is (5.25). The expression (5.26) is obtained by evaluating $\Psi$ at $t=0$, using the initial conditions (5.4), and simplifying.

We now make an important application of preceding results.
Theorem 5.7 Suppose a solution to (5.2) exists with $\varepsilon(t)>0$ for $0 \leq t<t_{*}$, but that $\lim _{t \rightarrow t^{*}} \varepsilon(t)=0$. Then

$$
\begin{equation*}
\lim _{t \rightarrow t_{*}} \log |\lambda(t)|=\frac{C t_{*}}{2}, \tag{5.28}
\end{equation*}
$$

where $C=2 \Psi-1$ is as in Proposition 5.6. Furthermore, we have

$$
\begin{equation*}
\lim _{t \rightarrow t_{*}}\left(a p_{a}+b p_{b}\right)=\lim _{t \rightarrow t_{*}} \frac{2 \log |\lambda(t)|}{t}+1 \tag{5.29}
\end{equation*}
$$

Equation (5.29) is a key step in the derivation of our main result; see Sect. 6.1. We will write (5.28) in a more explicit way in Proposition 5.12, after the time $t_{*}$ has been determined. We note also from Proposition 5.6 that since $\varepsilon(t)$ approaches zero as $t$ approaches $t_{*}$, then $p_{\varepsilon}(t)$ must be blowing up, so that $\varepsilon(t) p_{\varepsilon}(t)^{2}$ can remain positive in this limit.

Proof Using the constant of motion $\Psi$ in (5.23), we can rewrite the Hamiltonian $H$ as

$$
\begin{equation*}
H=-\varepsilon p_{\varepsilon}\left(1+\left(a^{2}+b^{2}\right) p_{\varepsilon}-2 \Psi+\varepsilon p_{\varepsilon}\right) \tag{5.30}
\end{equation*}
$$

Now, by assumption, the variable $\varepsilon$ approaches zero as $t$ approaches $t_{*}$. Furthermore, by Proposition 5.6, $\varepsilon p_{\varepsilon}^{2}$ remains finite in this limit, so that $\varepsilon p_{\varepsilon}=\sqrt{\varepsilon} \sqrt{\varepsilon p_{\varepsilon}^{2}}$ tends to zero. Thus, in the $t \rightarrow t_{*}$ limit, the $\varepsilon p_{\varepsilon}$ terms in (5.30) vanish while $\varepsilon p_{\varepsilon}^{2}$ remains finite, leaving us with

$$
H=-\lim _{t \rightarrow t *} \varepsilon p_{\varepsilon}^{2}\left(a^{2}+b^{2}\right)
$$

Since $H$ is a constant of motion, we may write this result as

$$
\lim _{t \rightarrow t_{*}}\left(a^{2}+b^{2}\right)=-\lim _{t \rightarrow t_{*}} \frac{H_{0}}{\varepsilon p_{\varepsilon^{2}}}=\lim _{t \rightarrow t_{*}} \frac{\varepsilon_{0} p_{0}^{2}}{\varepsilon p_{\varepsilon}^{2}}=e^{C t_{*}}
$$

where we have used Lemma 5.1 in the second equality and Proposition 5.6 in the third. The formula (5.28) follows.

Meanwhile, as $t$ approaches $t_{*}$, the $\varepsilon p_{\varepsilon}$ term in the formula (5.23) for $\Psi$ vanishes and we find, using (5.28), that

$$
\lim _{t \rightarrow t^{*}}\left(a p_{a}+b p_{b}\right)=2 \Psi=C+1=\lim _{t \rightarrow t_{*}} \frac{2 \log |\lambda(t)|}{t}+1
$$

as claimed in (5.29), where we have used (5.28) in the last equality.

### 5.3 Solving the equations

We now solve the system (5.2) subject to the initial conditions (5.3) and (5.4). The formula in Proposition 5.6 for $\varepsilon(t) p_{\varepsilon}(t)^{2}$ will be a key tool. Although we are mainly interested in the case $\varepsilon_{0}>0$, we will need in Sect. 6.2 to allow $\varepsilon_{0}$ to be slightly negative.

We begin by with the following elementary lemma.
Lemma 5.8 Consider a number $a^{2} \in \mathbb{R}$ and let a be either of the two square roots of $a^{2}$. Then the solution to the equation

$$
\begin{equation*}
\dot{y}=y^{2}-a^{2} \tag{5.31}
\end{equation*}
$$

subject to the initial condition $y(0)=y_{0}>0$ is

$$
\begin{equation*}
y(t)=\frac{y_{0} \cosh (a t)-a \sinh (a t)}{\cosh (a t)-y_{0} \frac{\sinh (a t)}{a}} \tag{5.32}
\end{equation*}
$$

If $a^{2} \geq y_{0}^{2}$, the solution exists for all $t>0$. If $a^{2}<y_{0}^{2}$, then $y(t)$ is a strictly increasing function of $t$ until the first positive time $t_{*}$ at which the solution blows up. This time is given by

$$
\begin{align*}
t_{*} & =\frac{1}{a} \tanh ^{-1}\left(\frac{a}{y_{0}}\right)  \tag{5.33}\\
& =\frac{1}{2 a} \log \left(\frac{1+a / y_{0}}{1-a / y_{0}}\right) . \tag{5.34}
\end{align*}
$$

Here, we use the principal branch of the inverse hyperbolic tangent, with branch cuts $(-\infty,-1]$ and $[1, \infty)$ on the real axes, which corresponds to using the principal branch of the logarithm. When $a=0$, we interpret the right-hand side of (5.33) or (5.34) as having its limiting value as a approaches zero, namely $1 / y_{0}$.

In passing from (5.33) to (5.34), we have used the standard formula for the inverse hyperbolic tangent,

$$
\begin{equation*}
\tanh ^{-1}(x)=\frac{1}{2} \log \left(\frac{1+x}{1-x}\right) . \tag{5.35}
\end{equation*}
$$

In (5.32), we interpret $\sinh (a t) / a$ as having the value $t$ when $a=0$. If $a^{2}<0$, so that $a$ is pure imaginary, one can rewrite the solution in terms of ordinary trigonometric functions, using the identities $\cosh (i \alpha)=\cos \alpha$ and $\sinh (i \alpha)=i \sin \alpha$. For each fixed $t$, the solution is an even analytic function of $a$ and therefore an analytic function of $a^{2}$.

Proof If $a$ is nonzero and real, we may integrate (5.31) to obtain

$$
\begin{aligned}
t & =\frac{1}{2 a} \int_{0}^{t}\left(\frac{1}{y(\tau)-a}-\frac{1}{y(\tau)+a}\right) \dot{y}(\tau) d \tau \\
& =\left.\frac{1}{2 a} \log \left(\frac{y(\tau)-a}{y(\tau)+a}\right)\right|_{\tau=0} ^{t} \\
& =\frac{1}{2 a} \log \left(\frac{y(t)-a}{y(t)+a} \frac{y_{0}+a}{y_{0}-a}\right) .
\end{aligned}
$$

It is then straightforward to solve for $y(t)$ and simplify to obtain (5.32). Similar computations give the result when $a$ is zero (recalling that we interpret $\sinh (a t) / a$ as equaling $t$ when $a=0$ ) and when $a$ is nonzero and pure imaginary. Alternatively, one may check by direct computation that the function on the right-hand side of (5.32) satisfies the Eq. (5.31) for all $a \in \mathbb{C}$.

Now, if $a^{2} \geq y_{0}^{2}>0$, the denominator in (5.32) is easily seen to be nonzero for all $t$ and there is no singularity. If $a^{2}$ is positive but less than $y_{0}^{2}$, the denominator remains positive until it becomes zero when $\tanh (a t)=a / y_{0}$. If $a^{2}$ is negative, so that $a=i \alpha$ for some nonzero $\alpha \in \mathbb{R}$, we write the solution using ordinary trigonometric functions as

$$
\begin{equation*}
y(t)=y_{0} \frac{\cos (\alpha t)+\frac{\alpha}{y_{0}} \sin (\alpha t)}{\cos (\alpha t)-\frac{y_{0}}{\alpha} \sin (\alpha t)} . \tag{5.36}
\end{equation*}
$$

The denominator in (5.36) becomes zero at $\alpha t=\tan ^{-1}\left(\alpha / y_{0}\right)<\pi / 2$. Finally, if $a^{2}=0$, the solution is $y(t)=y_{0} /\left(1-y_{0} t\right)$, which blows up at $t=1 / y_{0}$.

It is then not hard to check that for all cases with $a^{2}<y_{0}^{2}$, the blow-up time can be computed as $t_{*}=\frac{1}{a} \tanh ^{-1}\left(a / y_{0}\right)$, where we use the principal branch of the inverse hyperbolic tangent, with branch cuts $(-\infty,-1]$ and $[1, \infty)$ on the real axis. (At $a=0$ we have a removable singularity with a value of $1 / y_{0}$.) This recipe corresponds to using the principal branch of the logarithm in the last expression in (5.34).

We now apply Lemma 5.8 to compute the $p_{\varepsilon}$-component of the solution to (5.2). We use the following notations, some of which have been introduced previously:

$$
\begin{align*}
p_{0} & =\frac{1}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}}  \tag{5.37}\\
\delta & =\frac{\left|\lambda_{0}\right|^{2}+1+\varepsilon_{0}}{\left|\lambda_{0}\right|}  \tag{5.38}\\
C & =2 \Psi-1=p_{0}\left(\left|\lambda_{0}\right|^{2}-1+\varepsilon_{0}\right)  \tag{5.39}\\
y_{0} & =p_{0}+\frac{C}{2}=\frac{1}{2} p_{0}\left|\lambda_{0}\right| \delta  \tag{5.40}\\
a^{2} & =C^{2} / 4+\varepsilon_{0} p_{0}^{2} . \tag{5.41}
\end{align*}
$$

We now make the following standing assumptions:

$$
\begin{align*}
\lambda_{0} & \neq 0 \\
p_{0} & >0 \\
\delta & >0 . \tag{5.42}
\end{align*}
$$

We note that under these assumptions, $y_{0}$ is positive. Furthermore, we may compute that

$$
\begin{equation*}
a=\frac{1}{2} p_{0}\left|\lambda_{0}\right| \sqrt{\delta^{2}-4} \tag{5.43}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\frac{a^{2}}{y_{0}^{2}}=\frac{\delta^{2}-4}{\delta^{2}}<1 \tag{5.44}
\end{equation*}
$$

so that $a^{2}<y_{0}^{2}$. Now, the assumptions $p_{0}>0$ and $\delta>0$ can be written as $\varepsilon_{0}>$ $-\left|\lambda_{0}-1\right|^{2}$ and $\varepsilon_{0}>-\left(1+\left|\lambda_{0}\right|^{2}\right)$. Thus, for $\lambda_{0} \neq 0$, the assumptions (5.42) are always satisfied if $\varepsilon_{0}>0$. Furthermore, except when $\lambda_{0}=1$, some negative values of $\varepsilon_{0}$ are allowed.

Proposition 5.9 Under the assumptions (5.42), the $p_{\varepsilon}$-component of the solution to (5.2) subject to the initial conditions (5.3) and (5.4) is given by

$$
\begin{equation*}
p_{\varepsilon}(t)=p_{0} \frac{\cosh (a t)+\frac{2\left|\lambda_{0}\right|-\delta}{\sqrt{\delta^{2}-4}} \sinh (a t)}{\cosh (a t)-\frac{\delta}{\sqrt{\delta^{2}-4}} \sinh (a t)} e^{-C t} \tag{5.45}
\end{equation*}
$$

for as long as the solution to the system (5.2) exists. Here we write a as in (5.43) and we use the same choice of $\sqrt{\delta^{2}-4}$ in the computation of $a$ as in the two times $\sqrt{\delta^{2}-4}$ appears explicitly in (5.45). If $\delta=2$, we interpret $\sinh ($ at $) / \sqrt{\delta^{2}-4}$ as equaling $\frac{1}{2} p_{0}\left|\lambda_{0}\right| t$.

If $\varepsilon_{0} \geq 0$, the numerator in the fraction on the right-hand side of (5.45) is positive for all $t$. Hence when $\varepsilon_{0} \geq 0$, we see that $p_{\varepsilon}(t)$ is positive for as long as the solution exists and $1 / p_{\varepsilon}(t)$ extends to a real-analytic function of $t$ defined for all $t \in \mathbb{R}$.

The first time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ at which the expression on the right-hand side of (5.45) blows up is

$$
\begin{align*}
t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) & =\frac{2\left(\delta-2 \cos \theta_{0}\right)}{\sqrt{\delta^{2}-4}} \tanh ^{-1}\left(\frac{\sqrt{\delta^{2}-4}}{\delta}\right)  \tag{5.46}\\
& =\frac{\delta-2 \cos \theta_{0}}{\sqrt{\delta^{2}-4}} \log \left(\frac{\delta+\sqrt{\delta^{2}-4}}{\delta-\sqrt{\delta^{2}-4}}\right) \tag{5.47}
\end{align*}
$$

where $\theta_{0}=\arg \lambda_{0}$ and $\sqrt{\delta^{2}-4}$ is either of the two square roots of $\delta^{2}-4$. The principal branch of the inverse hyperbolic tangent should be used in (5.46), with branch cuts $(-\infty,-1]$ and $[1, \infty)$ on the real axis, which corresponds to using the principal branch of the logarithm in (5.47). When $\delta=2$, we interpret $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ as having its limiting value as $\delta$ approaches 2 , namely $\delta-2 \cos \theta_{0}$.

Note that the expression

$$
\frac{1}{a} \tanh ^{-1}\left(\frac{a}{b}\right)
$$

is an even function of $a$ with $b$ fixed, with a removable singularity at $a=0$. This expression is therefore an analytic function of $a^{2}$ near the origin. In particular, the value of $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ does not depend on the choice of square root of $\delta^{2}-4$.

Proof of Proposition 5.9 We assume at first that $\varepsilon_{0} \neq 0$. We recall from Proposition 5.6 that $\varepsilon(t) p_{\varepsilon}(t)^{2}$ is equal to $\varepsilon_{0} p_{0}^{2} e^{-C t}$, which is never zero, since we assume $\varepsilon_{0}$ is nonzero and $p_{0}$ is positive. Thus, as long as the solution to the system (5.2) exists, both $\varepsilon(t)$ and $p_{\varepsilon}(t)$ must be nonzero-and must have the same signs they had at $t=0$. Using (5.27) and the fact that $H$ is a constant of motion, we obtain

$$
\dot{p}_{\varepsilon}(t)=\frac{\varepsilon_{0} p_{0}^{2}}{\varepsilon(t)}-\varepsilon_{0} p_{0}^{2} e^{-C t}
$$

But $\varepsilon_{0} p_{0}^{2} / \varepsilon(t)=p_{\varepsilon}(t)^{2} e^{C t}$ and we obtain

$$
\dot{p}_{\varepsilon}(t)=p_{\varepsilon}(t)^{2} e^{C t}-\varepsilon_{0} p_{0}^{2} e^{-C t}
$$

Then if $y(t)=e^{C t} p_{\varepsilon}(t)+C / 2$, we find that $y$ satisfies (5.31). Thus, we obtain $p_{\varepsilon}(t)=(y(t)-C / 2) e^{-C t}$, where $y(t)$ is as in (5.32), which simplifies to the claimed formula for $p_{\varepsilon}$. The same formula holds for $\varepsilon_{0}=0$, by the continuous dependence of the solutions on initial conditions. (It is also possible to solve the system (5.2) with $\varepsilon_{0}=0$ by postulating that $\varepsilon(t)$ is identically zero and working out the equations for the other variables).

In this paragraph only, we assume $\varepsilon_{0} \geq 0$. Then $a^{2} \geq 0$, with $a=0$ occurring only if $\varepsilon_{0}=0$ and $\left|\lambda_{0}\right|=1$, so that $\delta=2$. In that case, the numerator on the right-hand side of (5.45) is identically equal to 1 . If $a^{2}>0$, then the numerator will always be positive provided that

$$
\left(\frac{2\left|\lambda_{0}\right|-\delta}{\sqrt{\delta^{2}-4}}\right)^{2} \leq 1
$$

which is equivalent to

$$
\left(\delta^{2}-4\right)-\left(2\left|\lambda_{0}\right|-\delta\right)^{2} \geq 0
$$

But a computation shows that

$$
\begin{equation*}
\left(\delta^{2}-4\right)-\left(2\left|\lambda_{0}\right|-\delta\right)^{2}=4 \varepsilon_{0} \tag{5.48}
\end{equation*}
$$

and we are assuming $\varepsilon_{0} \geq 0$. Now, since the numerator in (5.45) is always positive, we conclude that $p_{\varepsilon}$ remains positive until it blows up.

For any value of $\varepsilon_{0}$, the blow-up time for the function on the right-hand side of (5.45) is computed by plugging the expression (5.44) for $a / y_{0}$ into the formula (5.34), giving

$$
\begin{aligned}
t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) & =\frac{1}{y_{0}} \frac{1}{a / y_{0}} \tanh ^{-1}\left(\frac{a}{y_{0}}\right) \\
& =\frac{2}{p_{0}\left|\lambda_{0}\right| \delta} \frac{\delta}{\sqrt{\delta^{2}-4}} \tanh ^{-1}\left(\frac{\sqrt{\delta^{2}-4}}{\delta}\right) .
\end{aligned}
$$

After computing that

$$
\frac{1}{p_{0}\left|\lambda_{0}\right|}=\frac{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}}{\left|\lambda_{0}\right|}=\delta-2 \cos \theta_{0}
$$

we obtain the claimed formula (5.46) for $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$.
Remark 5.10 If $\varepsilon_{0}<0$, then numerator on the right-hand side of (5.45) can become zero. The time $\sigma$ at which this happens is computed using (5.43) and (5.48) as

$$
\sigma=\frac{2}{p_{0}\left|\lambda_{0}\right| \sqrt{\delta^{2}-4}} \tanh ^{-1}\left(-\left(1+\frac{4 \varepsilon_{0}}{\left(2\left|\lambda_{0}\right|-\delta\right)^{2}}\right)^{1 / 2}\right)
$$

By considering separately the cases $\left|\lambda_{0}\right| \neq 1$ and $\left|\lambda_{0}\right|=1$, we can verify that $\sigma$ tends to infinity, locally uniformly in $\lambda_{0}$, as $\varepsilon_{0}$ tends to zero from below. Thus, for small negative values of $\varepsilon_{0}$, the function on the right-hand side of (5.45) will remain positive until the time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ at which it blows up.

We now show that the whole system (5.2) has a solution up to the time at which the function on the right-hand side of (5.45) blows up.

Proposition 5.11 Assume that $\varepsilon_{0}$ and $\lambda_{0}$ satisfy the assumptions (5.42). Assume further that if $\varepsilon_{0}<0$, then $\left|\varepsilon_{0}\right|$ is sufficiently small that $p_{\varepsilon}$ remains positive until it blows up, as in Remark 5.10. Then the solution to the system (5.2) exists up to the time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ in Proposition 5.9.

For any $\varepsilon_{0}$, we have

$$
\begin{equation*}
\lim _{t \rightarrow t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)} \varepsilon(t)=0 \tag{5.49}
\end{equation*}
$$

If $\varepsilon_{0}=0$, the solution has $\varepsilon(t) \equiv 0$ and $\lambda(t) \equiv \lambda_{0}$.

Proof Let $T$ be the maximum time such that the solution to (5.2) exists on [0, T). We now compute formulas for the solution on this interval. Recall from Proposition 5.9 that if $\varepsilon_{0} \geq 0$, then $p_{\varepsilon}(t)$ remains positive for as long as the solution exists; by Remark 5.10, the same assertion holds if $\varepsilon_{0}$ is small and negative.

Now, since $\varepsilon p_{\varepsilon}^{2}=\varepsilon_{0} p_{0}^{2} e^{-C t}$, we see that

$$
\begin{equation*}
\varepsilon(t)=\frac{1}{p_{\varepsilon}(t)^{2}} \varepsilon_{0} p_{0}^{2} e^{-C t} \tag{5.50}
\end{equation*}
$$

Since $p_{\varepsilon}(t)$ remains positive until it blows up, $\varepsilon(t)$ remains bounded until time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, at which time $\varepsilon(t)$ approaches zero, as claimed in (5.49). We recall from Proposition 5.4 that the argument of $\lambda(t)$ remains constant. Then as in shown in (5.21), we have

$$
\begin{equation*}
\log |\lambda(t)|=\log \left|\lambda_{0}\right|+\int_{0}^{t} \varepsilon(s) p_{\varepsilon}(s) d s \tag{5.51}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\frac{d p_{a}}{d t}=-\frac{\partial H}{\partial a}=-2 a \varepsilon p_{\varepsilon}^{2}+\varepsilon p_{\varepsilon} p_{a} \tag{5.52}
\end{equation*}
$$

which is a first-order, linear equation for $p_{a}$, which can be solved using an integrating factor. A similar calculation applies to $p_{b}$.

Suppose now that the existence time $T$ of the whole system were smaller than the time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ at which the right-hand side of (5.45) blows up. Then from the formulas (5.50), (5.51), and (5.52), we see that all functions involved would remain bounded up to time $T$. But then by a standard result, $T$ could not actually be the maximal time. The solution to the system (5.2) must therefore exist all the way up to time $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$.

Finally, we note that when $\varepsilon_{0}=0$, (5.50) gives $\varepsilon(t) \equiv 0$ and (5.51) gives $|\lambda(t)| \equiv$ $\left|\lambda_{0}\right|$. Since also the argument of $\lambda(t)$ is constant, we see that $\lambda(t) \equiv \lambda_{0}$.

### 5.4 More about the lifetime of the solution

In light of Propositions 5.9 and 5.11, the lifetime of the solution to the system (5.2) is $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, as computed in (5.46) or (5.47). In this subsection, we (1) analyze the behavior of $\log |\lambda(t)|$ as $t$ approaches $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, (2) analyze the behavior of $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ as $\varepsilon_{0}$ approaches zero, and (3) show that $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ is an increasing function of $\varepsilon_{0}$ with $\lambda_{0}$ fixed.

Proposition 5.12 Assume that $\varepsilon_{0}$ and $\lambda_{0}$ satisfy the assumptions (5.42). Then

$$
\begin{equation*}
\lim _{t \rightarrow t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)} \log |\lambda(t)|=\frac{\delta-2 /\left|\lambda_{0}\right|}{2 \sqrt{\delta^{2}-4}} \log \left(\frac{\delta+\sqrt{\delta^{2}-4}}{\delta-\sqrt{\delta^{2}-4}}\right), \tag{5.53}
\end{equation*}
$$

where $\delta$ is as in (5.38).

Notice that there is a strong similarity between the formula (5.47) for $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ and the expression on the right-hand side of (5.53).
Proof By (5.28) in Theorem 5.7, we have $\lim _{t \rightarrow t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)} \log |\lambda(t)|=C t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) / 2$, where by (5.26),

$$
C=\frac{\left(\left|\lambda_{0}\right|^{2}-1+\varepsilon_{0}\right) /\left|\lambda_{0}\right|}{\left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right) /\left|\lambda_{0}\right|}=\frac{\delta-2 /\left|\lambda_{0}\right|}{\delta-2 \cos \theta_{0}} .
$$

From this result and the second expression (5.47) for $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, (5.53) follows easily.

Proposition 5.13 If $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ is defined by (5.47), then for all nonzero $\lambda_{0}$ we have

$$
t_{*}\left(\lambda_{0}, 0\right)=T\left(\lambda_{0}\right),
$$

where the function $T$ is defined in (3.1). Furthermore, when $\varepsilon_{0}=0$, we have

$$
\begin{equation*}
\lim _{t \rightarrow t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)} \log |\lambda(t)|=\log \left|\lambda_{0}\right| . \tag{5.54}
\end{equation*}
$$

Recall that the formula for $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ is defined under the standing assumptions in (5.42). Note that for all $\lambda_{0} \neq 0$, the value $\varepsilon_{0}=0$ satisfies these assumptions.

Since $\log (x) /(x-1) \rightarrow 1$ as $x \rightarrow 1$, we see that $t_{*}\left(\lambda_{0}, 0\right)$ is a continuous function of $\lambda_{0} \in \mathbb{C}^{*}$. Comparing the formula for $t_{*}\left(\lambda_{0}, 0\right)$ to Theorem 3.1, we have the following consequence.
Corollary 5.14 For $\lambda_{0} \in \Sigma_{t}$, we have $t_{*}\left(\lambda_{0}, 0\right)<t$, while for $\lambda_{0} \in \partial \Sigma_{t}$, we have $t_{*}\left(\lambda_{0}, 0\right)=t$, and for $\lambda_{0} \notin \bar{\Sigma}_{t}$, we have $t_{*}\left(\lambda_{0}, 0\right)>t$.
Proof of Proposition 5.13 In the limit as $\varepsilon_{0} \rightarrow 0$, we have

$$
\delta=\frac{\left|\lambda_{0}\right|^{2}+1}{\left|\lambda_{0}\right|}
$$

and

$$
\delta^{2}-4=\left(\frac{\left|\lambda_{0}\right|^{2}-1}{\left|\lambda_{0}\right|}\right)^{2},
$$

so that

$$
\begin{equation*}
\sqrt{\delta^{2}-4}= \pm \frac{\left|\lambda_{0}\right|^{2}-1}{\left|\lambda_{0}\right|} \tag{5.55}
\end{equation*}
$$

In the case $\left|\lambda_{0}\right|=1$, the limiting value of $\delta$ is 2 . We then make use of the elementary limit

$$
\begin{equation*}
\lim _{\delta \rightarrow 2^{+}} \frac{1}{\sqrt{\delta^{2}-4}} \log \left(\frac{\delta+\sqrt{\delta^{2}-4}}{\delta-\sqrt{\delta^{2}-4}}\right)=1 \tag{5.56}
\end{equation*}
$$

Thus, using (5.47), we obtain in this case,

$$
\lim _{\varepsilon_{0} \rightarrow 0} t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=2-2 \cos \theta_{0}=\left|\lambda_{0}-1\right|^{2}, \quad\left|\lambda_{0}\right|=1
$$

which agrees with the value of $T\left(\lambda_{0}\right)$ when $\left|\lambda_{0}\right|=1$.
In the case $\left|\lambda_{0}\right| \neq 1$, we note that the quantity $(1 / b) \log ((a+b) /(a-b))$ is an even function of $b$ with $a$ fixed. We may therefore choose the plus sign on the right-hand side of (5.55), regardless of the sign of $\left|\lambda_{0}\right|^{2}-1$. We then obtain, using (5.47),

$$
\begin{align*}
\lim _{\varepsilon_{0} \rightarrow 0} t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) & =\frac{\left(\left|\lambda_{0}\right|^{2}+1\right) /\left|\lambda_{0}\right|-2 \cos \theta_{0}}{\left(\left|\lambda_{0}\right|^{2}-1\right) /\left|\lambda_{0}\right|} \log \left(\frac{2\left|\lambda_{0}\right|^{2} /\left|\lambda_{0}\right|}{2 /\left|\lambda_{0}\right|}\right) \\
& =\frac{\left|\lambda_{0}\right|^{2}+1-2\left|\lambda_{0}\right| \cos \theta_{0}}{\left|\lambda_{0}\right|^{2}-1} \log \left(\left|\lambda_{0}\right|^{2}\right) \\
& =T\left(\lambda_{0}\right) \tag{5.57}
\end{align*}
$$

A similar calculation, beginning from (5.53), establishes (5.54).
Remark 5.15 If we began with (5.46) instead of (5.47), we would obtain by similar reasoning

$$
t_{*}\left(\lambda_{0}, 0\right)=\frac{2\left|\lambda_{0}-1\right|^{2}}{\left|\lambda_{0}\right|^{2}-1} \tanh ^{-1}\left(\frac{\left|\lambda_{0}\right|^{2}-1}{\left|\lambda_{0}\right|^{2}+1}\right) .
$$

Using (5.35), this expression is easily seen to agree with $T\left(\lambda_{0}\right)$ but is more transparent in its behavior at $\left|\lambda_{0}\right|=1$.

Proposition 5.16 For each $\lambda_{0}$, the function $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ is a strictly increasing function of $\varepsilon_{0}$ for $\varepsilon_{0} \geq 0$, and

$$
\lim _{\varepsilon_{0} \rightarrow+\infty} t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=+\infty
$$

Proof We note that the quantity $\delta$ in (5.38) is an increasing function of $\varepsilon_{0}$ with $\lambda_{0}$ fixed, with $\delta$ tending to infinity as $\varepsilon_{0}$ tends to infinity. We note also that if $\varepsilon_{0} \geq 0$, then

$$
\delta \geq\left|\lambda_{0}\right|+\frac{1}{\left|\lambda_{0}\right|} \geq 2
$$

It therefore suffices to show that for each angle $\theta_{0}$, the function

$$
\begin{equation*}
g_{\theta_{0}}(\delta):=\frac{\delta-2 \cos \theta_{0}}{\sqrt{\delta^{2}-4}} \log \left(\frac{\delta+\sqrt{\delta^{2}-4}}{\delta-\sqrt{\delta^{2}-4}}\right), \tag{5.58}
\end{equation*}
$$

is strictly increasing, non-negative, continuous function of $\delta$ for $\delta \geq 2$ that tends to $+\infty$ as $\delta$ tends to infinity. Here when $\delta=2$, we interpret $g_{\theta_{0}}(\delta)$ as having the value $2-2 \cos \theta_{0}$, in accordance with the limit (5.56).

Throughout the proof, we use the notation

$$
\gamma=\sqrt{\delta^{2}-4}
$$

We note that

$$
\lim _{\delta \rightarrow \infty} \frac{\delta-2 \cos \theta_{0}}{\gamma}=1
$$

Meanwhile, for large $\delta$, we have

$$
\begin{aligned}
\delta-\gamma & =\delta\left(1-\sqrt{1-4 / \delta^{2}}\right) \\
& =\delta\left(1-\left(1-\frac{1}{2} \frac{4}{\delta^{2}}+O\left(\frac{1}{\delta^{3}}\right)\right)\right) \\
& =\frac{2}{\delta}+O\left(\frac{1}{\delta^{3}}\right)
\end{aligned}
$$

whereas

$$
\delta+\gamma=2 \delta+O\left(\frac{1}{\delta}\right)
$$

Thus, $g_{\theta_{0}}(\delta)$ grows like $\log \left(\delta^{2}\right)$ as $\delta \rightarrow \infty$.
Our definition of $g_{\theta_{0}}(\delta)$ for $\delta=2$, together with (5.56), shows that $g_{\theta_{0}}$ is nonnegative and continuous there. To show that $g_{\theta_{0}}$ is an increasing function of $\delta$, we show that $\partial g_{\theta_{0}} / \partial \delta$ is positive for $\delta>2$. The derivative is computed, after simplification, as

$$
\frac{\partial g_{\theta_{0}}}{\partial \delta}=\frac{2}{\gamma^{3}}\left(\left(\delta-2 \cos \theta_{0}\right) \gamma+\left(\delta \cos \theta_{0}-2\right) \log \left(\frac{\delta+\gamma}{\delta-\gamma}\right)\right)
$$

Since this expression depends linearly on $\cos \theta_{0}$ with $\delta$ fixed, if it is positive when $\cos \theta_{0}=1$ and also when $\cos \theta_{0}=-1$, it will be positive always. Thus, it suffices to verify the positivity of the functions

$$
\begin{equation*}
(\delta-2)\left(\gamma+\log \left(\frac{\delta+\gamma}{\delta-\gamma}\right)\right) \tag{5.59}
\end{equation*}
$$

and

$$
\begin{equation*}
(\delta+2)\left(\gamma-\log \left(\frac{\delta+\gamma}{\delta-\gamma}\right)\right) \tag{5.60}
\end{equation*}
$$

Now, (5.59) is clearly positive for all $\delta>2$. Meanwhile, a computation shows that

$$
\frac{d}{d \delta}\left(\gamma-\log \left(\frac{\delta+\gamma}{\delta-\gamma}\right)\right)=\frac{\delta-2}{\gamma}>0
$$

and

$$
\lim _{\delta \rightarrow 2^{+}}\left(\gamma-\log \left(\frac{\delta+\gamma}{\delta-\gamma}\right)\right)=0
$$

from which we conclude that (5.60) is also positive for all $\delta>2$.

### 5.5 Surjectivity

In Sect. 6.3, we will compute $s_{t}(\lambda):=\lim _{\varepsilon \rightarrow 0^{+}} S(t, \lambda, \varepsilon)$ for $\lambda$ in $\Sigma_{t}$. We will do so by evaluating $S$ (and its derivatives) along curves of the form $(t, \lambda(t), \varepsilon(t))$ and then the taking the limit as we approach the time $t_{*}$ when $\varepsilon(t)$ becomes zero. For this method to be successful, we need the following result, whose proof appears on p. 34.
Theorem 5.17 Fix $t>0$. Then for all $\lambda \in \Sigma_{t}$, there exists a unique $\lambda_{0} \in \mathbb{C}$ and $\varepsilon_{0}>0$ such that the solution to (5.2) with these initial conditions exists on $[0, t)$ with $\lim _{u \rightarrow t^{-}} \varepsilon(u)=0$ and $\lim _{u \rightarrow t^{-}} \lambda(u)=\lambda$. For all $\lambda \in \Sigma_{t}$, the corresponding $\lambda_{0}$ also belongs to $\Sigma_{t}$.

Define functions $\Lambda_{0}^{t}: \Sigma_{t} \rightarrow \Sigma_{t}$ and $E_{0}^{t}: \Sigma_{t} \rightarrow(0, \infty)$ by letting $\Lambda_{0}^{t}(\lambda)$ and $E_{0}^{t}(\lambda)$ be the corresponding values of $\lambda_{0}$ and $\varepsilon_{0}$, respectively. Then $\Lambda_{0}^{t}$ and $E_{0}^{t}$ extend to continuous maps of $\bar{\Sigma}_{t}$ into $\bar{\Sigma}_{t}$ and $[0, \infty)$, respectively, with the continuous extensions satisfying $\Lambda_{t}(\lambda)=\lambda$ and $E_{0}^{t}(\lambda)=0$ for $\lambda \in \partial \Sigma_{t}$.

We first recall that we have shown (Proposition 5.16) that the lifetime of the path to be a strictly increasing function of $\varepsilon_{0} \geq 0$ with $\lambda_{0}$ fixed. If $\lambda_{0}$ is outside $\Sigma_{t}$, then by Theorem 3.1 and Proposition 5.13, the lifetime is at least $t$, even at $\varepsilon_{0}=0$. (That is to say, $T\left(\lambda_{0}\right)=t_{*}\left(\lambda_{0}, 0\right) \geq t$ for $\lambda_{0}$ outside $\Sigma_{t}$.) Thus, for $\lambda_{0}$ outside $\Sigma_{t}$, the lifetime cannot equal $t$ for $\varepsilon_{0}>0$. On the other hand, if $\lambda_{0} \in \Sigma_{t}$, then $t_{*}\left(\lambda_{0}, 0\right)<t$ and Proposition 5.16 tells us that there is a unique $\varepsilon_{0}>0$ with $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$.
Lemma 5.18 Fix $t>0$. Define maps

$$
\begin{aligned}
& \varepsilon_{0}^{t}: \Sigma_{t} \rightarrow[0, \infty) \\
& \lambda_{t}: \Sigma_{t} \rightarrow \mathbb{C} \backslash\{0\}
\end{aligned}
$$

as follows. For $\lambda_{0} \in \Sigma_{t}$, we let $\varepsilon_{0}^{t}\left(\lambda_{0}\right)$ denote the unique positive value of $\varepsilon_{0}$ for which $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$. Then we set

$$
\lambda_{t}\left(\lambda_{0}\right)=\lim _{u \rightarrow t^{-}} \lambda(u)
$$

where $\lambda(\cdot)$ is computed with initial conditions $\lambda(0)=\lambda_{0}$ and $\varepsilon(0)=\varepsilon_{0}^{t}\left(\lambda_{0}\right)$. Then both $\varepsilon_{0}^{t}$ and $\lambda_{t}$ extend continuously from $\Sigma_{t}$ to $\bar{\Sigma}_{t}$, with the extended maps satisfying
$\varepsilon_{0}^{t}\left(\lambda_{0}\right)=0$ and $\lambda_{t}\left(\lambda_{0}\right)=\lambda_{0}$ for $\lambda_{0} \in \partial \Sigma_{t}$. The extended map $\lambda_{t}$ is a homeomorphism of $\bar{\Sigma}_{t}$ to itself.

We note that the desired function $\Lambda_{0}^{t}$ in Theorem 5.17 is the inverse function to $\lambda_{t}$ and that $E_{0}^{t}(\lambda)=\varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)$.

Recall from Proposition 5.4 that the argument of $\lambda(t)$ is constant. By the formula (5.28) in Theorem 5.7 together with the expression (5.26) for the constant $C$, we can write

$$
\begin{equation*}
\lambda_{t}\left(\lambda_{0}\right)=\frac{\lambda_{0}}{\left|\lambda_{0}\right|} e^{C t / 2}=\frac{\lambda_{0}}{\left|\lambda_{0}\right|} \exp \left(\frac{t}{2} \frac{\left|\lambda_{0}\right|^{2}-1+\varepsilon_{0}^{t}\left(\lambda_{0}\right)}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}^{t}\left(\lambda_{0}\right)}\right), \tag{5.61}
\end{equation*}
$$

where we have used that $t_{*}\left(\lambda_{0}, \varepsilon_{0}^{t}\left(\lambda_{0}\right)\right)=t$. As noted in the proof of Proposition 5.12, this formula can also be written as

$$
\begin{equation*}
\lambda_{t}\left(\lambda_{0}\right)=\frac{\lambda_{0}}{\left|\lambda_{0}\right|} \exp \left(\frac{\delta-2 /\left|\lambda_{0}\right|}{2 \sqrt{\delta^{2}-4}} \log \left(\frac{\delta+\sqrt{\delta^{2}-4}}{\delta-\sqrt{\delta^{2}-4}}\right)\right) \tag{5.62}
\end{equation*}
$$

where $\delta=\left(\left|\lambda_{0}\right|^{2}+1+\varepsilon_{0}^{t}\left(\lambda_{0}\right)\right) /\left|\lambda_{0}\right|$.
Proof We start by trying to compute the function $\varepsilon_{0}^{t}$, which we will do by finding the correct value of $\delta$ and then solving for $\varepsilon_{0}^{t}$. Recall that the lifetime $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ is computed as $g_{\theta_{0}}(\delta)$, where $\delta$ is as in (5.38) and $g_{\theta_{0}}$ is as in (5.58). As we have computed in (5.57), we have

$$
g_{\theta_{0}}\left(\frac{r_{0}^{2}+1}{r_{0}}\right)=T\left(r_{0} e^{i \theta_{0}}\right) .
$$

Assume, then, that the ray with angle $\theta_{0}$ intersects $\Sigma_{t}$ and let $r_{t}\left(\theta_{0}\right)$ be the outer (for definiteness) radius at which this ray intersects the boundary of $\Sigma_{t}$. Then Theorem 3.1 tells us that $T\left(r_{t}\left(\theta_{0}\right) e^{i \theta_{0}}\right)=t$, and we conclude that

$$
\begin{equation*}
g_{\theta_{0}}\left(\frac{r_{t}\left(\theta_{0}\right)^{2}+1}{r_{t}\left(\theta_{0}\right)}\right)=t \tag{5.63}
\end{equation*}
$$

Consider, then, some $\lambda_{0} \in \Sigma_{t}$ with $\arg \left(\lambda_{0}\right)=\theta_{0}$. By the formula (5.47), to find $\varepsilon_{0}$ with $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$, we first find $\delta$ so that $g_{\theta_{0}}(\delta)=t$. (Note that the value of $\delta$ depends only on the argument of $\lambda_{0}$.) We then adjust $\varepsilon_{0}$ so that $\left(\left|\lambda_{0}\right|^{2}+\varepsilon_{0}+1\right) /\left|\lambda_{0}\right|=\delta$. Since the correct value of $\delta$ is given in (5.63), this means that we should choose $\varepsilon_{0}$ so that

$$
\frac{\left|\lambda_{0}\right|^{2}+\varepsilon_{0}+1}{\left|\lambda_{0}\right|}=\frac{r_{t}\left(\theta_{0}\right)^{2}+1}{r_{t}\left(\theta_{0}\right)}
$$

We can solve this relation for $\varepsilon_{0}$ to obtain

$$
\begin{equation*}
\varepsilon_{0}^{t}\left(\lambda_{0}\right)=\left|\lambda_{0}\right|\left(\frac{r_{t}\left(\arg \lambda_{0}\right)^{2}+1}{r_{t}\left(\arg \lambda_{0}\right)}-\frac{\left|\lambda_{0}\right|^{2}+1}{\left|\lambda_{0}\right|}\right) . \tag{5.64}
\end{equation*}
$$

Now, we have shown that $r_{t}(\theta)$ is continuous for the full range of angles $\theta$ occurring in $\bar{\Sigma}_{t}$. Since 0 is not in $\bar{\Sigma}_{t}$, we can then see that the formula (5.64) is well defined and continuous on all of $\bar{\Sigma}_{t}$. For $\lambda_{0} \in \partial \Sigma_{t}$, we have that $\left|\lambda_{0}\right|$ equals $r_{t}\left(\arg \lambda_{0}\right)$ or $1 / r_{t}\left(\arg \lambda_{0}\right)$, so that $\varepsilon_{0}^{t}\left(\lambda_{0}\right)$ equals zero.

Now, the point 0 is always outside $\bar{\Sigma}_{t}$, while the point 1 is always in $\Sigma_{t}$ and therefore not on the boundary of $\Sigma_{t}$. Thus, since $\varepsilon_{0}^{t}$ is continuous on $\bar{\Sigma}_{t}$ and zero precisely on the boundary, we see from (5.61) that $\lambda_{t}$ is continuous on $\bar{\Sigma}_{t}$. Furthermore, on $\partial \Sigma_{t}$, we compute $\lambda_{t}\left(\lambda_{0}\right)$ by putting $\varepsilon_{0}^{t}\left(\lambda_{0}\right)=0$ in (5.61). Suppose now that $\lambda_{0}$ is in $\partial \Sigma_{t}$. Then $\varepsilon_{0}^{t}\left(\lambda_{0}\right)=0$ and, by Theorem 3.1, the function $T\left(\lambda_{0}\right)$ in (3.1) has the value $t$, so that

$$
\frac{t}{2} \frac{\left|\lambda_{0}\right|^{2}-1}{\left|\lambda_{0}-1\right|^{2}}=\log \left(\left|\lambda_{0}\right|\right)
$$

Thus, from (5.61), we see that $\lambda_{t}\left(\lambda_{0}\right)=\lambda_{0}$.
Consider an angle $\theta_{0}$ for which the ray $\operatorname{Ray}\left(\theta_{0}\right)$ with angle $\theta_{0}$ intersects $\bar{\Sigma}_{t}$ and let $\delta$ be chosen so that $g_{\theta_{0}}(\delta)=t$, noting again that the value of $\delta$ depends only on $\theta_{0}=\arg \lambda_{0}$. We now observe from (5.62) that $\left|\lambda_{t}\left(\lambda_{0}\right)\right|$ is a strictly increasing function of $\left|\lambda_{0}\right|$ with $\delta$ fixed. Thus, $\lambda_{t}$ is a strictly increasing function of the interval Ray $\left(\theta_{0}\right) \cap \bar{\Sigma}_{t}$ into $\operatorname{Ray}\left(\theta_{0}\right)$ that fixes the endpoints. Thus, actually, $\lambda_{t}$ maps this interval bijectively into itself. Since this holds for all $\theta_{0}$, we conclude that $\lambda_{t}$ maps $\bar{\Sigma}_{t}$ bijectively into itself. The continuity of the inverse then holds because $\lambda_{t}$ is continuous and $\bar{\Sigma}_{t}$ is compact.

Proof of Theorem 5.17 We have noted before the statement of Lemma 5.18 that if the desired pair $\left(\lambda_{0}, \varepsilon_{0}\right)$ exists, $\lambda_{0}$ must be in $\Sigma_{t}$. The lemma then tells us that a unique pair $\left(\lambda_{0}, \varepsilon_{0}\right)$ exists with $\lambda_{0} \in \Sigma_{t}$. We compute $\Lambda_{0}^{t}(\lambda)$ as $\lambda_{t}^{-1}(\lambda)$ and $E_{0}^{t}(\lambda)$ as $\varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)$, both of which extend continuously to $\bar{\Sigma}_{t}$. For $\lambda \in \partial \Sigma_{t}$, we have $\lambda_{t}^{-1}(\lambda)=\lambda$ and $\varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)=\varepsilon_{0}^{t}(\lambda)=0$.

## 6 Letting $\varepsilon$ tend to zero

### 6.1 Outline

Our goal is to compute the Laplacian with respect to $\lambda$ of the function $s_{t}(\lambda):=$ $\lim _{\varepsilon \rightarrow 0^{+}} S(t, \lambda, \varepsilon)$, using the Hamilton-Jacobi method of Theorem 5.2. We want the curve $\varepsilon(\cdot)$ occurring in (5.7) and (5.8) to approach zero at time $t$; a simple way we might try to accomplish this is to let the initial condition $\varepsilon_{0}$ approach zero. Suppose, then, that $\varepsilon_{0}$ is very small. Using various formulas from Sect. 5.3, we then find that for as long as the solution to the system (5.2) exists, the whole curve $\varepsilon(\cdot)$ will be small
and the whole curve $\lambda(\cdot)$ will be approximately constant. Thus, by taking $\varepsilon_{0} \approx 0$ and $\lambda_{0} \approx \lambda$, we obtain a curve with $\varepsilon(t) \approx 0$ and $\lambda(t) \approx \lambda$. We may then hope to compute $s_{t}(\lambda)$ by letting $\lambda_{0}$ and $\lambda(t)$ approach $\lambda$ and $\varepsilon_{0}$ approach zero in the Hamilton-Jacobi formula (5.7), with the result that

$$
\begin{equation*}
s_{t}(\lambda)=\log \left(|\lambda-1|^{2}\right) . \tag{6.1}
\end{equation*}
$$

It is essential to note, however, that this approach is only valid if the solution to system (5.2) exists up to time $t$. Corollary 5.14 tells us that for $\varepsilon_{0} \approx 0$, the solution will exist beyond time $t$ provided $\lambda$ is outside $\bar{\Sigma}_{t}$. Thus, we expect that for $\lambda$ outside $\bar{\Sigma}_{t}$, the function $s_{t}$ will be given by (6.1) and therefore that $\Delta s_{t}$ will be zero. (The function $\log \left(|\lambda-1|^{2}\right)$ is harmonic except at the point $\lambda=1$, which is always inside $\Sigma_{t}$.)

To analyze $s_{t}(\lambda)$ for $\lambda$ inside $\Sigma_{t}$, we first make use of the surjectivity result in Theorem 5.17. The theorem says that for each $t>0$ and $\lambda \in \Sigma_{t}$, there exist $\varepsilon_{0}>0$ and $\lambda_{0} \in \Sigma_{t}$ such that $\varepsilon(u)$ approaches 0 and $\lambda(u)$ approaches $\lambda$ as $u$ approaches $t$. We then use the formula (5.29) in Theorem 5.7. In light of the second Hamilton-Jacobi formula (5.8), we can write (5.29) as

$$
\begin{align*}
\lim _{u \rightarrow t}\left(a \frac{\partial S}{\partial a}+b \frac{\partial S}{\partial b}\right)(u, \lambda(u), \varepsilon(u)) & =\lim _{u \rightarrow t} \frac{2 \log |\lambda(t)|}{t}+1 \\
& =\frac{2 \log |\lambda|}{t}+1 \tag{6.2}
\end{align*}
$$

Once we have established enough regularity in the function $S(t, \lambda, \varepsilon)$ near $\varepsilon=0$, we will be able to identify the left-hand side of (6.2) with the corresponding derivative of $s_{t}$, giving the following explicit formula for one of the derivatives of $s_{t}$ :

$$
\begin{equation*}
\left(a \frac{\partial s_{t}}{\partial a}+b \frac{\partial s_{t}}{\partial b}\right)(\lambda)=\frac{2 \log |\lambda|}{t}+1 \tag{6.3}
\end{equation*}
$$

We now compute in logarithmic polar coordinates, with $\rho=\log |\lambda|$ and $\theta=\arg \lambda$. We may recognize the left-hand side of (6.3) as the derivative of $s_{t}$ with respect to $\rho$, giving

$$
\begin{equation*}
\frac{\partial s_{t}}{\partial \rho}=\frac{2 \rho}{t}+1 \tag{6.4}
\end{equation*}
$$

for points inside $\Sigma_{t}$. Remarkably, $\partial s_{t} / \partial \rho$ is independent of $\theta!$ Thus,

$$
\frac{\partial}{\partial \rho} \frac{\partial s_{t}}{\partial \theta}=\frac{\partial}{\partial \theta} \frac{\partial s_{t}}{\partial \rho}=0
$$

meaning that $\partial s_{t} / \partial \theta$ is independent of $\rho$.
Now, we will show in Sect. 6.4 that the first derivatives of $s_{t}$ have the same value as we approach a point $\lambda \in \partial \Sigma_{t}$ from the inside as when we approach $\lambda$ from the
outside. We can therefore give a complete description of the function $\partial s_{t} / \partial \theta$ on $\Sigma_{t}$ as follows. It is the unique function on $\Sigma_{t}$ that is independent of $\rho$ (or, equivalently, independent of $r=|\lambda|$ ) and whose boundary values agree

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \log \left(|\lambda-1|^{2}\right)=\frac{2 b}{|\lambda-1|^{2}}=\frac{2 r \sin \theta}{r^{2}+1-2 r \cos \theta} \tag{6.5}
\end{equation*}
$$

Since the points on the outer boundary of $\Sigma_{t}$ have the polar form $\left(r_{t}(\theta), \theta\right)$, we conclude that

$$
\frac{\partial s_{t}}{\partial \theta}=\frac{2 r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}
$$

From this result, the expression (6.4), and the formula for the Laplacian in logarithmic polar coordinates, we obtain

$$
\begin{aligned}
\Delta s_{t}(\lambda) & =\frac{1}{|\lambda|^{2}}\left(\frac{\partial^{2} s_{t}}{\partial \rho^{2}}+\frac{\partial^{2} s_{t}}{\partial \theta^{2}}\right) \\
& =\frac{1}{|\lambda|^{2}}\left(\frac{2}{t}+\frac{\partial}{\partial \theta} \frac{2 r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}\right)
\end{aligned}
$$

for points inside $\Sigma_{t}$, accounting for the formula in Theorem 2.2.
We now briefly discuss what is needed to make the preceding arguments rigorous. If $\lambda$ is outside $\bar{\Sigma}_{t}$ and $\varepsilon$ is small and positive, we need to know that we can find a $\lambda_{0}$ close to $\lambda$ and a small, positive $\varepsilon_{0}$ such that with these initial conditions, $\varepsilon(t)=$ $\varepsilon$ and $\lambda(t)=\lambda$. To show this, we apply the inverse function theorem to the map $U_{t}\left(\lambda_{0}, \varepsilon_{0}\right):=(\lambda(t), \varepsilon(t))$ in a neighborhood of the point $\left(\lambda_{0}, \varepsilon_{0}\right)=(\lambda, 0)$.

For $\lambda$ inside $\Sigma_{t}$, we need to know first that $S(t, \lambda, \varepsilon)$ is continuous-in all three variables-up to $\varepsilon=0$. After all, $s_{t}(\lambda)$ is defined letting $\varepsilon$ tend to zero in the expression $S(t, \lambda, \varepsilon)$, with $t$ and $\lambda$ fixed. But the Hamilton-Jacobi formula (5.7) gives a formula for $S(u, \lambda(u), \varepsilon(u))$, in which the first two variables in $S$ are not remaining constant. Furthermore, we want to apply also the Hamilton-Jacobi formula (5.8) for the derivatives of $S$, which means we need also continuity of the derivatives of $S$ with respect to $\lambda$ up to $\varepsilon=0$. Using another inverse function theorem argument, we will show that after making the change of variable $z=\sqrt{\varepsilon}$, the function $S$ will extend smoothly up to $\varepsilon=z=0$, from which the needed regularity will follow.

We use the following notation throughout the section.
Notation 6.1 We will let

$$
\varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)
$$

denote the $\varepsilon$-component of the solution to (5.2) with $\lambda(0)=\lambda_{0}$ and $\varepsilon(0)=\varepsilon_{0}$ (and with initial values of the momenta given by (5.4)), and similarly for the other components of the solution.

### 6.2 Outside $\overline{\boldsymbol{\Sigma}}_{\boldsymbol{t}}$

The goal of this subsection is to prove the following result.
Theorem 6.2 Fix a pair $(t, \lambda)$ with $\lambda$ outside $\bar{\Sigma}_{t}$. Then

$$
\begin{equation*}
s_{t}(\lambda):=\lim _{\varepsilon \rightarrow 0^{+}} S(t, \lambda, \varepsilon)=\log \left(|\lambda-1|^{2}\right) \tag{6.6}
\end{equation*}
$$

Thus,

$$
\Delta s_{t}(\lambda)=0
$$

whenever $\lambda$ is outside $\bar{\Sigma}_{t}$.
As we have discussed in Sect. 6.1, the idea is that for $\lambda$ outside $\bar{\Sigma}_{t}$ and $\varepsilon$ small and positive, we should try to find a $\lambda_{0}$ close to $\lambda$ and a small, positive $\varepsilon_{0}$ such that $\varepsilon(u)$ and $\lambda(u)$ will approach 0 and $\lambda$, respectively, as $u$ approaches $t$. To that end, we define, for each $t>0$, a map $U_{t}$ from an open subset of $\mathbb{R} \times \mathbb{C}$ into $\mathbb{R} \times \mathbb{C}$ by

$$
U_{t}\left(\lambda_{0}, \varepsilon_{0}\right)=\left(\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right), \varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right)
$$

We wish to evaluate the derivative of this map at the point $\left(\lambda_{0}, \varepsilon_{0}\right)=(\lambda, 0)$. For this idea to make sense, $\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ and $\varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ must be defined in a neighborhood of $(\lambda, 0)$; it is for this reason that we have allowed $\varepsilon_{0}$ to be negative in Sect. 5.3.

The domain of $U_{t}$ consists of pairs ( $\lambda_{0}, \varepsilon_{0}$ ) such that (1) the assumptions (5.42) are satisfied; (2) the function $p_{\varepsilon}(\cdot)$ remains positive until it blows up, as in Remark 5.10; and (3) we have $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)>t$. We note that these conditions allow $\varepsilon_{0}$ to be slightly negative and that all the results of Sect. 5.3 hold under these conditions. We also note that by Proposition 5.11, if $\varepsilon_{0}=0$, then $\varepsilon(t) \equiv 0$ and $\lambda(t) \equiv \lambda_{0}$; thus,

$$
\begin{equation*}
U_{t}\left(\lambda_{0}, 0\right)=\left(\lambda_{0}, 0\right) \tag{6.7}
\end{equation*}
$$

We now fix a pair $(t, \lambda)$ with $\lambda$ outside of $\bar{\Sigma}_{t}$ (so that $\lambda \neq 1$ ). By Corollary 5.14, we then have $t_{*}(\lambda, 0)>t$.

Lemma 6.3 The Jacobian of $U_{t}$ at $(\lambda, 0)$ has the form

$$
U_{t}^{\prime}(\lambda, 0)=\left(\begin{array}{cc}
I_{2 \times 2} & \frac{\partial \lambda}{\partial \varepsilon_{0}}(t ; \lambda, 0)  \tag{6.8}\\
0 & \frac{\partial \varepsilon}{\partial \varepsilon_{0}}(t ; \lambda, 0)
\end{array}\right)
$$

with $\partial \varepsilon / \partial \varepsilon_{0}(t ; \lambda, 0)>0$. In particular, the inverse function theorem applies at $(\lambda, 0)$.
Proof The claimed form of the second column of $U_{t}^{\prime}(\lambda, 0)$ follows immediately from (6.7). We then compute from (5.50) that

$$
\begin{align*}
\frac{\partial \varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)}{\partial \varepsilon_{0}}\left(0, \lambda_{0}\right) & =\frac{1}{p_{\varepsilon}(t)^{2}} p_{0}^{2} e^{-C t}+\left.\varepsilon_{0} \frac{\partial}{\partial \varepsilon_{0}}\left[\frac{1}{p_{\varepsilon}(t)^{2}} p_{0}^{2} e^{-C t}\right]\right|_{\varepsilon_{0}=0} \\
& =\frac{1}{p_{\varepsilon}(t)^{2}} p_{0}^{2} e^{-C t} \tag{6.9}
\end{align*}
$$

which is positive.
Proof of Theorem 6.2 We note that the inverse of the matrix in (6.8) will have a positive entry in the bottom right corner, meaning that $U_{t}^{-1}$ has the property that $\partial \varepsilon_{0} / \partial \varepsilon>0$. It follows that the $\varepsilon_{0}$-component of $U_{t}^{-1}(\lambda, \varepsilon)$ will be positive for $\varepsilon$ small and positive. In that case, the solution to the system (5.2) will have $\varepsilon(u)>0$ up to the blow-up time. The blow-up time, in turn, exceeds $t$ for all points in the domain of $U_{t}$.

We may, therefore, apply the Hamilton-Jacobi formula (5.7), which we write as follows. We let HJ denote the right-hand side of the Hamilton-Jacobi formula (5.7):

$$
\begin{align*}
\operatorname{HJ}\left(t, \lambda_{0}, \varepsilon_{0}\right)= & \log \left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)-\frac{\varepsilon_{0} t}{\left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)^{2}} \\
& +\log \left|\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right|-\log \left|\lambda_{0}\right| \tag{6.10}
\end{align*}
$$

and we then have

$$
\begin{equation*}
S\left(t, \lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right), \varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right)=\operatorname{HJ}\left(t, \lambda_{0}, \varepsilon_{0}\right) \tag{6.11}
\end{equation*}
$$

If $\varepsilon$ is small and positive, we therefore obtain

$$
S(t, \lambda, \varepsilon)=\mathrm{HJ}\left(t, U_{t}^{-1}(\lambda, \varepsilon)\right)
$$

where we note that by definition $\lambda\left(t ; U_{t}^{-1}(\lambda, \varepsilon)\right)=\lambda$.
Now, in the limit $\varepsilon \rightarrow 0^{+}$with $\lambda$ fixed, the inverse function theorem tells us that $U_{t}^{-1}(\varepsilon, \lambda) \rightarrow(0, \lambda)$. Thus, the limit (6.6) may be computed by putting $\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)=$ $\lambda$ in (6.11) and letting $\varepsilon_{0}$ tend to zero and $\lambda_{0}$ tend to $\lambda$. This process gives (6.6).

Finally, when $\lambda_{0}=0$, we can use continuous dependence of the solutions on the initial conditions. The formula for $p_{\varepsilon}(t)$ in Proposition 5.9 has a limit as $\left|\lambda_{0}\right|$ tends to zero, so that $\delta$ tends to $+\infty$. From (5.44), we find that $a^{2}=y_{0}^{2}$, so that from (5.32), $y(t) \equiv y_{0}$. We then obtain

$$
p_{\varepsilon}(t)=e^{-C t} p_{0}
$$

which remains nonsingular for all $t$. We can then continue to use the formula (5.50) for $\varepsilon(t)$. Furthermore, by exponentiating (5.51) and letting $\left|\lambda_{0}\right|$ tend to zero, we find that $\lambda(t) \equiv 0$. We then continue to use the remaining formulas in the proof of Proposition 5.11 and find that the solution to the system exists for all time.

When $\lambda_{0}=0$, we apply the Hamilton-Jacobi formula in the form (5.20), which is to say that we replace the last two terms in (5.7) by $\int_{0}^{t} \varepsilon(s) p_{\varepsilon}(s) d s$. We then compute as in (6.9) that the derivative of $\varepsilon\left(t ; 0, \varepsilon_{0}\right)$ with respect to $\varepsilon_{0}$ is positive at $\varepsilon_{0}=0$. Thus, by the inverse function theorem, for small positive $\varepsilon$, we can find a small positive $\varepsilon_{0}$
that gives $\varepsilon\left(t ; 0, \varepsilon_{0}\right)=\varepsilon$. We then apply (5.20) with $\lambda_{0}=0$ and $\lambda(t)=0$, and let $\varepsilon$ tend to zero, which means that $\varepsilon_{0}$ also tends to zero. As $\varepsilon_{0}$ tends to zero, the function

$$
\varepsilon(s) p_{\varepsilon}(s)=\frac{\varepsilon(s) p_{\varepsilon}(s)^{2}}{p_{\varepsilon}(s)}=\frac{\varepsilon_{0} p_{0}^{2} e^{-C s}}{p_{\varepsilon}(s)}
$$

tends to zero uniformly and we obtain (6.6).

### 6.3 Inside $\boldsymbol{\Sigma}_{\boldsymbol{t}}$

In this subsection, we establish the needed regularity of $S(t, \lambda, \varepsilon)$ as $\varepsilon$ tends to zero, for $\lambda$ in $\Sigma_{t}$. This result, whose proof is on p. 41, together with Theorem 5.7, will allow us to understand the structure of $s_{t}$ and its derivatives on $\Sigma_{t}$.

Theorem 6.4 Define

$$
\tilde{S}(t, \lambda, z)=S\left(t, \lambda, z^{2}\right), \quad z>0 .
$$

Fix a pair $(\sigma, \mu)$ with $\mu$ in $\Sigma_{\sigma}$. Then $\tilde{S}(t, \lambda, z)$, initially defined for $z>0$, extends to a real-analytic function in a neighborhood of $(\sigma, \mu, 0)$ inside $\mathbb{R} \times \mathbb{C} \times \mathbb{R}$.

We emphasize that the analytically extended $\tilde{S}$ does not satisfy the identity $\tilde{S}(t, \lambda, z)=S\left(t, \lambda, z^{2}\right)$. Indeed, since $\sqrt{\varepsilon(t)} p_{\varepsilon}(t)$ is always bounded away from zero (Proposition 5.6), the second Hamilton-Jacobi formula (5.8) tells us that $\partial \tilde{S} / \partial z(t, \lambda, z)=2 \sqrt{\varepsilon} \partial S / \partial \varepsilon\left(t, \lambda, z^{2}\right)$ has a nonzero limit as $z$ tends to zero, ruling out a smooth extension that is even in $z$.

Corollary 6.5 Fix a pair $(\sigma, \mu)$ with $\mu$ in $\Sigma_{\sigma}$. Then the functions

$$
\begin{equation*}
S(t, \lambda, \varepsilon), \quad \frac{\partial S}{\partial a}(t, \lambda, \varepsilon), \quad \frac{\partial S}{\partial b}(t, \lambda, \varepsilon), \quad \sqrt{\varepsilon} \frac{\partial S}{\partial \varepsilon}(t, \lambda, \varepsilon) \tag{6.12}
\end{equation*}
$$

all have extensions that are continuous in all three variables to the set of $(t, \lambda, \varepsilon)$ with $\lambda \in \Sigma_{t}$ and $\varepsilon \geq 0$. Furthermore, for each $t>0$, the function $s_{t}$ is infinitely differentiable on $\Sigma_{t}$, and its derivatives with respect to a and $b$ agree with the $\varepsilon \rightarrow 0^{+}$ limit of $\partial S / \partial a$ and $\partial S / \partial b$. If we let $t_{*}$ be shortfor $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, then for all $\lambda_{0}$ and $\varepsilon_{0}>0$, we have

$$
\begin{aligned}
s_{t}\left(t_{*}, \lambda\left(t_{*} ; \lambda_{0}, \varepsilon_{0}\right)\right)= & \log \left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)-\frac{\varepsilon_{0} t_{*}}{\left(\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}\right)^{2}} \\
& +\log \left|\lambda\left(t_{*} ; \lambda_{0}, \varepsilon_{0}\right)\right|-\log \left|\lambda_{0}\right|
\end{aligned}
$$

and

$$
\begin{align*}
& \frac{\partial s_{t}}{\partial a}\left(t_{*}, \lambda\left(t_{*} ; \lambda_{0}, \varepsilon_{0}\right)\right)=\lim _{t \rightarrow t_{*}} p_{a}(t) \\
& \frac{\partial s_{t}}{\partial b}\left(t_{*}, \lambda\left(t_{*} ; \lambda_{0}, \varepsilon_{0}\right)\right)=\lim _{t \rightarrow t_{*}} p_{b}(t) \tag{6.13}
\end{align*}
$$

Proof We note that the four functions in (6.12) may be computed as

$$
\tilde{S}(t, \lambda, \sqrt{\varepsilon}), \quad \frac{\partial \tilde{S}}{\partial a}(t, \lambda, \sqrt{\varepsilon}), \quad \frac{\partial \tilde{S}}{\partial b}(t, \lambda, \sqrt{\varepsilon}), \quad \frac{1}{2} \frac{\partial \tilde{S}}{\partial z}(t, \lambda, \sqrt{\varepsilon}),
$$

respectively, and that $S(t, \lambda, 0)=\tilde{S}(t, \lambda, 0)$. The first claim then follows from Theorem 6.4. Now that the continuity of $S$ and its derivatives has been established, we may let $t$ approach $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ in the Hamilton-Jacobi formulas (5.7) and (5.8) to obtain the second claim.

Corollary 6.6 Let us write $\lambda \in \Sigma_{t}$ in logarithmic polar coordinates, with $\rho=\log |\lambda|$ and $\theta=\arg \lambda$. Then for each pair $(t, \lambda)$ with $\lambda \in \Sigma_{t}$, we have

$$
\begin{equation*}
\frac{\partial s_{t}}{\partial \rho}(t, \lambda)=\frac{2 \rho}{t}+1 \tag{6.14}
\end{equation*}
$$

Furthermore, $\partial s_{t} / \partial \theta$ is independent of $\rho$; that is,

$$
\frac{\partial s_{t}}{\partial \theta}=m_{t}(\theta),
$$

for some smooth function $m_{t}$. Thus,

$$
\begin{equation*}
\frac{\partial^{2} s_{t}}{\partial \rho^{2}}+\frac{\partial^{2} s_{t}}{\partial \theta^{2}}=\frac{2}{t}+\frac{\partial}{\partial \theta} m_{t}(\theta) \tag{6.15}
\end{equation*}
$$

for some smooth function $m_{t}$, and

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial a^{2}}+\frac{\partial^{2}}{\partial b^{2}}\right) s_{t}(\lambda)=\frac{1}{|\lambda|^{2}}\left(\frac{2}{t}+\frac{\partial}{\partial \theta} m_{t}(\theta)\right) \tag{6.16}
\end{equation*}
$$

In Sect. 6.4, we will obtain a formula for the function $m_{t}(\theta)$ appearing in Corollary 6.6.

Proof The derivative $\partial / \partial \rho$ may be computed in ordinary polar coordinates as $r \partial / \partial r$ or in rectangular coordinates as $a \partial / \partial a+b \partial / \partial b$. It then follows from the Hamilton-Jacobi formula (5.8) that

$$
\left(a \frac{\partial S}{\partial a}+b \frac{\partial S}{\partial b}\right)(t, \lambda(t), \varepsilon(t))=a(t) p_{a}(t)+b(t) p_{b}(t)
$$

Now, for each pair $(t, \lambda)$ with $\lambda \in \Sigma_{t}$, Theorem 5.17 tells us that we can find $\left(\lambda_{0}, \varepsilon_{0}\right)$ so that

$$
\lim _{u \rightarrow t} \varepsilon(u)=0 ; \quad \lim _{u \rightarrow t} \lambda(u)=\lambda
$$

In light of (6.13), the formula (6.14) then follows from the formula (5.29) in Theorem 5.7.

Now, $\partial s_{t} / \partial \rho$ is manifestly independent of $\theta$. Since, by Corollary $6.5, s_{t}$ is an analytic, hence $C^{2}$, function on $\Sigma_{t}$, we conclude that

$$
\frac{\partial}{\partial \rho} \frac{\partial s_{t}}{\partial \theta}=\frac{\partial}{\partial \theta} \frac{\partial s_{t}}{\partial \rho}=0
$$

showing that $\partial s_{t} / \partial \theta$ is independent of $\rho$. The formula (6.15) then follows by differentiating (6.14) with respect to $\rho$. Finally, if we use the standard formula for the Laplacian in polar coordinates,

$$
\Delta=\frac{1}{r^{2}}\left(\left(r \frac{\partial}{\partial r}\right)^{2}+\frac{\partial^{2}}{\partial \theta^{2}}\right)=\frac{1}{r^{2}}\left(\frac{\partial^{2}}{\partial \rho^{2}}+\frac{\partial^{2}}{\partial \theta^{2}}\right) .
$$

we obtain (6.16) from (6.15).
We now begin preparations for the proof of Theorem 6.4. Recall from Proposition 5.6 that $\varepsilon(t) p_{\varepsilon}(t)^{2}=\varepsilon_{0} p_{0}^{2} e^{-C t}$, where $C=2 \Psi-1$ is a constant computed from $\varepsilon_{0}$ and $\lambda_{0}$ as in (5.26). Recall also from Proposition 5.9 that for $\varepsilon_{0}>0$, the function $1 / p_{\varepsilon}(t)$ extends to real analytic function of $t$ defined for all $t \in \mathbb{R}$. We then define, for $\varepsilon_{0}>0$,

$$
\begin{equation*}
z\left(t ; \lambda_{0}, \varepsilon_{0}\right)=\sqrt{\varepsilon_{0}} p_{0} e^{-C t / 2} \frac{1}{p_{\varepsilon}\left(t ; \lambda_{0}, \varepsilon_{0}\right)} \tag{6.17}
\end{equation*}
$$

for all $t \in \mathbb{R}$. For $t<t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, the function $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ is positive and satisfies

$$
z\left(t ; \lambda_{0}, \varepsilon_{0}\right)^{2}=\varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)
$$

while for $t=t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, we have $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)=0$ and for $t>t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, the function $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ is negative.

Furthermore, using (5.51) and Point 3 of Proposition 5.4, we see that

$$
\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)=\lambda_{0} e^{\int_{0}^{t} \varepsilon(s) p_{\varepsilon}(s) d s}
$$

where by Proposition 5.6, we have

$$
\varepsilon(s) p_{\varepsilon}(s)=\frac{\varepsilon(s) p_{\varepsilon}(s)^{2}}{p_{\varepsilon}(s)}=\frac{\varepsilon_{0} p_{0}^{2} e^{-C s}}{p_{\varepsilon}(s)}
$$

Since $1 / p_{\varepsilon}(s)$ extends to an analytic function of $s \in \mathbb{R}$, we see that $\lambda(t)$ extends to an analytic function of $t \in \mathbb{R}$. We may therefore define a map

$$
V\left(t, \lambda_{0}, \varepsilon_{0}\right):=\left(t, \lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right), z\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right),
$$

for all $t \in \mathbb{R}, \lambda_{0} \in \mathbb{C}$, and $\varepsilon_{0}>0$.

Proposition 6.7 Suppose $\left(t, \lambda_{0}, \varepsilon_{0}\right)$ has the property that $\lambda_{0} \neq 0$ and $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$, so that $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)=0$. Then the Jacobian matrix of $V$ at $\left(t, \lambda_{0}, \varepsilon_{0}\right)$ is invertible.

Proof We make some convenient changes of variables. First, we replace $\left(t, \lambda_{0}, \varepsilon_{0}\right)$ with ( $\left.t, \lambda_{0}, \delta\right)$, where $\delta$ is as in (5.38). This change has a smooth inverse, since we can recover $\varepsilon_{0}$ from $\delta$ as

$$
\varepsilon_{0}=\left|\lambda_{0}\right| \delta-\left|\lambda_{0}\right|^{2}-1
$$

Then we write $\lambda_{0}$ in terms of its polar coordinates, $\left(r_{0}, \theta_{0}\right)$. Finally, we write $\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ in logarithmic polar coordinates,

$$
\rho\left(t ; \lambda_{0}, \varepsilon_{0}\right):=\log \left|\lambda_{0}\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right| ; \quad \theta\left(t ; \lambda_{0}, \varepsilon_{0}\right):=\arg \left(\lambda\left(t ; \varepsilon_{0}, \lambda_{0}\right)\right),
$$

where by Point 3 of Proposition 5.4, $\theta\left(t ; \lambda_{0}, \varepsilon_{0}\right)=\theta_{0}$.
Thus, to prove the proposition, it suffices to verify that the Jacobian matrix of the map

$$
W\left(t, \theta_{0}, r_{0}, \delta\right):=\left(t, \theta_{0}, \rho\left(t ; \lambda_{0}, \varepsilon_{0}\right), z\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right)
$$

is invertible. We observe that this Jacobian has the form

$$
W^{\prime}=\left(\begin{array}{cc}
I_{2 \times 2} & 0 \\
* & K
\end{array}\right)
$$

where

$$
K=\left(\begin{array}{ll}
\frac{\partial \rho}{\partial r_{0}} & \frac{\partial \rho}{\partial \delta} \\
\frac{\partial z}{\partial r_{0}} & \frac{\partial z}{\partial \delta}
\end{array}\right) .
$$

Now, by Proposition 5.9, the lifetime is independent of $r_{0}$ with $\delta$ and $\theta_{0}$ fixed. Thus, if we start at a point with $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$ and vary $r_{0}$, the lifetime will remain equal to $t$ and $z\left(t ; \varepsilon_{0}, \lambda_{0}\right)$ will remain equal to 0 . Thus, at the point in question, $\partial z / \partial r_{0}=0$. Meanwhile, Proposition 5.12 gives a formula for the value of $\rho\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ at $t=$ $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$, from which we can easily see that $\partial \rho / \partial r_{0}>0$. It therefore remains only to verify that $\partial z / \partial \delta$ is nonzero.

Now, $z\left(t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) ; \lambda_{0}, \varepsilon_{0}\right)=0$. If we differentiate this relation with respect to $\varepsilon_{0}$ with $\lambda_{0}$ fixed, we find that

$$
\begin{equation*}
\frac{\partial z}{\partial \varepsilon_{0}}=-\frac{\partial z}{\partial t} \frac{\partial t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)}{\partial \varepsilon_{0}} . \tag{6.18}
\end{equation*}
$$

The derivative $\partial t_{*} / \partial \varepsilon_{0}$ may be computed as

$$
\frac{\partial t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)}{\partial \varepsilon_{0}}=\frac{\partial g_{\theta_{0}}(\delta)}{\partial \delta} \frac{\partial \delta}{\partial \varepsilon_{0}},
$$

where $g_{\theta_{0}}$ is as in (5.58). But the proof of Proposition 5.16 shows that $\partial g_{\theta} / \partial \delta>0$ for all $\delta>2$, while from the formula (5.38) for $\delta$, we see that $\partial \delta / \partial \varepsilon_{0}>0$. (Note also that $\delta>2$ whenever $\varepsilon_{0}>0$.) Thus, $\partial t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) / \partial \varepsilon_{0}>0$.

Meanwhile, from (6.17) and (5.45), we have

$$
z(t)=\frac{\sqrt{\varepsilon_{0}} e^{C t / 2}}{\cosh (a t)+\frac{2\left|\lambda_{0}\right|-\delta}{\sqrt{\delta^{2}-4}} \sinh (a t)}\left(\cosh (a t)-\frac{\delta}{\sqrt{\delta^{2}-4}} \sinh (a t)\right)
$$

If we differentiate with respect to $t$ and evaluate at the time $t_{*}$ when the last factor is zero, the product rule gives

$$
\begin{aligned}
& \left.\frac{\partial z\left(t ; \lambda_{0}, \varepsilon_{0}\right)}{\partial t}\right|_{t=t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)} \\
& \quad=0+\frac{\sqrt{\varepsilon_{0}} e^{C t / 2}}{\cosh (a t)+\frac{2\left|\lambda_{0}\right|-\delta}{\sqrt{\delta^{2}-4}} \sinh (a t)} a\left(\sinh (a t)-\frac{\delta}{\sqrt{\delta^{2}-4}} \cosh (a t)\right),
\end{aligned}
$$

which is negative because $\delta / \sqrt{\delta^{2}-4}>1$ and the denominator is positive (Proposition 5.9). Thus, from (6.18), we conclude that $\partial z / \partial \varepsilon_{0}>0$.

We are now ready for the proof of the main result of this section.
Proof of Theorem 6.4 By (6.11), we have

$$
\begin{align*}
\tilde{S}\left(t ; \lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right), z\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right) & =S\left(t ; \lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right), \varepsilon\left(t ; \lambda_{0}, \varepsilon_{0}\right)\right) \\
& =\operatorname{HJ}\left(t, \lambda_{0}, \varepsilon_{0}\right), \tag{6.19}
\end{align*}
$$

where HJ is as in (6.10), whenever $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)>\sigma$. Fix a point $(\sigma, \mu)$ with $\mu \in \Sigma_{\sigma}$. Then by Theorem 5.17, we can find a pair $\left(\lambda_{0}, \varepsilon_{0}\right)$ with $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$-so that $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)=0$-and $\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)=\lambda$. We now construct a local inverse $V^{-1}$ to $V$ around the point $V\left(t, \lambda_{0}, \varepsilon_{0}\right)=(t, \lambda, 0)$.

For any triple $(t, \lambda, z)$ in the domain of $V^{-1}$, we write $V^{-1}(t, \lambda, z)$ as $\left(t, \lambda_{0}, \varepsilon_{0}\right)$. We note that if $z>0$ then $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)$ must be greater than $t$, because if we had $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right) \leq t$, then $z\left(t ; \lambda_{0}, \varepsilon_{0}\right)=z$ would be zero or negative. Thus, we may apply (6.19) at $\left(t, \lambda_{0}, \varepsilon_{0}\right)=V^{-1}(t, \lambda, z)$ to obtain

$$
\begin{equation*}
\tilde{S}(t, \lambda, z)=\operatorname{HJ}\left(V^{-1}(t, \lambda, z)\right), \tag{6.20}
\end{equation*}
$$

whenever $(t, \lambda, z)$ is in the domain of $V^{-1}$ and $z>0$.
Recall now that $\lambda\left(t ; \lambda_{0}, \varepsilon_{0}\right)$ extends to an analytic function of $t \in \mathbb{R}$. Thus, the function HJ in (6.10) extends to a smooth function of $t \in \mathbb{R}, \lambda_{0} \in \mathbb{C} \backslash\{0\}$, and $\varepsilon_{0}>0$, defined even if $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)<t$. Therefore, the right-hand side of (6.20) provides the claimed smooth extension of $\tilde{S}$.

### 6.4 Near the boundary of $\boldsymbol{\Sigma}_{\boldsymbol{t}}$

We start by considering what is happening right on the boundary of $\Sigma_{t}$.
Remark 6.8 Neither the method of Sect. 6.2 nor the method of Sect. 6.3 allows us to compute the value of $s_{t}(\lambda)$ for $\lambda$ in the boundary of $\Sigma_{t}$. Although we expect that this value will be $\log \left(|\lambda-1|^{2}\right)$, the question is irrelevant to the computation of the Brown measure. After all, we are supposed to consider $\Delta s_{t}$ computed in the distribution sense, that is, the distribution whose value on a test function $\psi$ is

$$
\begin{equation*}
\int_{\mathbb{C}} s_{t}(\lambda) \Delta \psi(\lambda) d^{2} \lambda \tag{6.21}
\end{equation*}
$$

The value of (6.21) is unaffected by the value of $s_{t}(\lambda)$ for $\lambda$ in $\partial \Sigma_{t}$, which is a set of measure zero in $\mathbb{C}$.

It is nevertheless essential to understand the behavior of $s_{t}(\lambda)$ as $\lambda$ approaches the boundary of $\Sigma_{t}$.

Definition 6.9 We say that a function $f: \mathbb{C} \rightarrow \mathbb{R}$ is analytic up to the boundary from inside $\Sigma_{t}$ if the following conditions hold. First, $f$ is real analytic on $\Sigma_{t}$. Second, for each $\lambda \in \partial \Sigma_{t}$, we can find an open set $U$ containing $\lambda$ and a real analytic function $g$ on $U$ such that $g$ agrees with $f$ on $U \cap \Sigma_{t}$. We may similarly define what it means for $f$ to be analytic up to the boundary from outside $\Sigma_{t}$.

Proposition 6.10 For each $t>0$, the function $s_{t}$ is analytic up to the boundary from inside $\Sigma_{t}$ and analytic up to the boundary from outside $\Sigma_{t}$.

Note that the proposition is not claiming that $s_{t}$ is an analytic function on all of $\mathbb{C}$. Indeed, our main results tell us that $\frac{1}{4 \pi} \Delta s_{t}(\lambda)$ is identically zero for $\lambda$ outside $\Sigma_{t}$ but approaches a typically nonzero value as $\lambda$ approaches a boundary point from the inside. As we approach from the inside a boundary point with polar coordinates $(r, \theta)$, the limiting value of $\frac{1}{4 \pi} \Delta s_{t}(\lambda)$ is $w_{t}(\theta) / r^{2}$. This quantity certainly cannot always be zero, or the Brown measure of $b_{t}$ would be identically zero. Actually, we will see in Sect. 7.1 that $w_{t}(\theta)$ is strictly positive except when $t=4$ and $\theta=\pi$.

Proof We have shown that $s_{t}(\lambda)=\log \left(|\lambda-1|^{2}\right)$ for $\lambda$ in $\left(\bar{\Sigma}_{t}\right)^{c}$. Since $1 \in \Sigma_{t}$, we see that $s_{t}$ is analytic from the outside of $\Sigma_{t}$.

To address the analyticity from the inside, first note that by applying (6.20) with $z=0$, we have

$$
s_{t}(\lambda)=S(t, \lambda, 0)=\tilde{S}(t, \lambda, 0)=\operatorname{HJ}\left(V^{-1}(t, \lambda, 0)\right)
$$

where HJ is as in (6.10). But if $\varepsilon_{0}^{t}: \Sigma_{t} \rightarrow \mathbb{R}$ and $\lambda_{t}: \Sigma_{t} \rightarrow \mathbb{C}$ are as in Lemma 5.18, then we can see that

$$
V^{-1}(t, \lambda, 0)=\left(t, \lambda_{t}^{-1}(\lambda), \varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)\right)
$$

and we conclude that

$$
\begin{equation*}
s_{t}(\lambda)=\operatorname{HJ}\left(t, \lambda_{t}^{-1}(\lambda), \varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)\right) \tag{6.22}
\end{equation*}
$$

We now claim that the function $\varepsilon_{0}^{t}\left(\lambda_{0}\right)$, initially defined for $\lambda_{0} \in \bar{\Sigma}_{t}$, extends to an analytic function in a neighborhood of $\bar{\Sigma}_{t}$. For $t \geq 4$, we can simply use the formula (5.64) for all nonzero $\lambda_{0}$. For $t<4$, however, the formula (5.64) becomes undefined in a neighborhood of a point where $\partial \Sigma_{t}$ intersects the unit circle.

Nevertheless, we can make a general argument as follows. To compute $\varepsilon_{0}^{t}\left(\lambda_{0}\right)$, we solve the equation $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$ for $\varepsilon_{0}$ as a function of $\lambda_{0}$. To do this, we first solve the equation $g_{\theta_{0}}(\delta)=t$ for $\delta_{\theta_{0}, t}$ and then solve for $\varepsilon_{0}$ in terms of $\delta$ as $\varepsilon_{0}=\left|\lambda_{0}\right| \delta-\left|\lambda_{0}\right|^{2}-1$. Now, we know from the proof of Proposition 5.16 that $g_{\theta_{0}}(\delta)=t$ has a solution when $\left|\theta_{0}\right| \leq \theta_{\max }(t)=\cos ^{-1}(1-t / 2)$, with the solution being $\delta=2$ when $\theta_{0}= \pm \theta_{\max }(t)$. We can also verify that $\partial g_{\theta_{0}} / \partial \delta>0$ for all $\delta \geq 2$. This was verified for $\delta>2$ in the proof of Proposition 5.16. To see that the result holds even when $\delta=2$, it suffices to verify that the expressions in (5.59) and (5.60) have positive limits as $\delta \rightarrow 2^{+}$. We omit this verification and simply note that the limits have the values 1 and $1 / 3$, respectively. It then follows from the implicit function theorem that (1) the solution $\delta_{\theta_{0}, t}$ continues to exist (with $\delta<2$ ) for $\left|\theta_{0}\right|$ slightly larger than $\theta_{\max }(t)$, and (2) the solution $\delta_{\theta_{0}, t}$ depends analytically on $\theta_{0}$. Then, the expression

$$
\varepsilon_{0}^{t}\left(\lambda_{0}\right)=\left|\lambda_{0}\right| \delta_{\theta_{0}, t}-\left|\lambda_{0}\right|^{2}-1
$$

makes sense and is analytic for all nonzero $\lambda_{0}$ with $\left|\arg \lambda_{0}\right|<\theta_{\max }(t)+\alpha_{t}$, for some positive quantity $\alpha_{t}$. We note that in this expression, $\varepsilon_{0}^{t}\left(\lambda_{0}\right)$ can be negative-for example if $\left|\lambda_{0}\right|=1$ and $\arg \lambda_{0}>\theta_{\max }(t)$.

We now consider the function $\lambda_{t}$, defined as

$$
\lambda_{t}\left(\lambda_{0}\right)=\lambda\left(t ; \lambda_{0}, \varepsilon_{0}^{t}\left(\lambda_{0}\right)\right)
$$

and we recall that $\lambda_{t}\left(\lambda_{0}\right)=\lambda_{0}$ for $\lambda_{0} \in \partial \Sigma_{t}$. Although $\lambda_{t}$ was initially defined for $\lambda_{0}$ in $\bar{\Sigma}_{t}$, it has an analytic extension to a neighborhood of $\bar{\Sigma}_{t}$, namely the set of $\lambda_{0}$ in the domain of the extended function $\varepsilon_{0}^{t}$ for which the pair $\left(\lambda_{0}, \varepsilon_{0}\right)$ satisfy the assumptions in (5.42). We now claim that the derivative of $\lambda_{t}\left(\lambda_{0}\right)$ is invertible at each point in its domain. We use polar coordinates in both domain and range. Since $\arg \left(\lambda_{t}\left(\lambda_{0}\right)\right)=\arg \lambda_{0}$, the derivative will have the form

$$
\lambda_{t}^{\prime}\left(\lambda_{0}\right)=\left(\begin{array}{cc}
\frac{\partial\left|\lambda_{t}\right|}{\partial r} & \frac{\partial \arg \lambda_{t}}{\partial \theta} \\
0 & 1
\end{array}\right)
$$

and it therefore suffices to check that $\partial\left|\lambda_{t}\right| / \partial r$ is nonzero. To see this, we use the formula (5.62), where $\delta=\delta_{\theta_{0}, t}$ as in the previous paragraph. Since $\delta$ is independent of $\left|\lambda_{0}\right|$ with $t$ and $\arg \lambda_{0}$ fixed, we can easily verify from (5.62) that $\partial\left|\lambda_{t}\right| / \partial r>0$.

Now, we have already established that $s_{t}$ is analytic in the interior of $\Sigma_{t}$. Consider, then, a point $\lambda$ in $\partial \Sigma_{t}$, so that $\lambda_{t}(\lambda)=\lambda$. Since $\lambda_{t}^{\prime}(\lambda)$ is invertible, it has a analytic
local inverse $\lambda_{t}^{-1}$ defined near $\lambda$. Then the formula (6.22) gives an analytic extension of $s_{t}$ to a neighborhood of $\lambda$.

Proposition 6.11 Fix a point $\mu$ on the boundary of $\Sigma_{t}$. Then the functions

$$
s_{t}(\lambda), \quad \frac{\partial s_{t}}{\partial a}(\lambda), \quad \frac{\partial s_{t}}{\partial b}(\lambda)
$$

all approach the same value when $\lambda$ approaches $\mu$ from inside $\Sigma_{t}$ as when $\lambda$ approaches $\mu$ from outside $\bar{\Sigma}_{t}$.

Proof We begin by considering $s_{t}$ itself. The limit as $\lambda$ approaches $\mu$ from the inside may be computed by using (6.22). By Lemma 5.18, as $\lambda$ approaches $\mu$ from the inside, $\lambda_{t}^{-1}(\lambda)$ approaches $\lambda_{t}^{-1}(\mu)=\mu$, and $\varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)$ approaches 0 . Thus, the limiting value of $s_{t}$ from the inside is

$$
\mathrm{HJ}(t, \mu, 0)=\log \left(|\mu-1|^{2}\right),
$$

where HJ is given by (6.10) and were we have used that $\lambda(t ; \mu, 0)=\mu$. (See the last part of Proposition 5.11). Since $s_{t}(\lambda)=\log \left(|\lambda-1|^{2}\right)$ outside $\bar{\Sigma}_{t}$, the limit of $s_{t}$ from the outside agrees with the limit from the inside.

Next we consider the derivatives, which we compute in logarithmic polar coordinates $\rho=\log |\lambda|$ and $\theta=\arg \lambda$. By (6.14), we have

$$
\frac{\partial s_{t}}{\partial \rho}(\lambda)=\left(a \frac{\partial s_{t}}{\partial a}+b \frac{\partial s_{t}}{\partial b}\right)(\lambda)=\frac{\log \left(|\lambda|^{2}\right)}{t}+1
$$

for $\lambda \in \Sigma_{t}$. Letting $\lambda$ approach $\mu$ from the inside gives the value $\log \left(|\mu|^{2}\right) / t+1$. Since $\mu$ is on the boundary of $\Sigma_{t}$, Theorem 3.1 says that $T(\mu)=t$, so that

$$
\begin{aligned}
\frac{\log |\mu|^{2}}{t}+1 & =\frac{|\mu|^{2}-1}{|\mu-1|^{2}}+1 \\
& =\frac{2\left(|\mu|^{2}-\operatorname{Re} \mu\right)}{|\mu-1|^{2}} .
\end{aligned}
$$

Taking the corresponding derivative of the "outside" function $\log \left(|\lambda-1|^{2}\right)$ and letting $\lambda$ tend to $\mu$ from the outside gives the same result.

Finally, we recall from Proposition 5.4 that $a p_{b}-b p_{a}$ is a constant of motion. Thus, by the second Hamilton-Jacobi formula (5.8) and the initial conditions (5.4), we have

$$
\begin{aligned}
a \frac{\partial s_{t}}{\partial b}(u, \lambda(u), \varepsilon(u))-b \frac{\partial s_{t}}{\partial a}(u, \lambda(u), \varepsilon(u)) & =a_{0} p_{b, 0}-b_{0} p_{a, 0} \\
& =\left(2 a_{0} b_{0}-2 b_{0}\left(a_{0}-1\right)\right) p_{0} \\
& =\frac{2 b_{0}}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}} .
\end{aligned}
$$

If we choose $\varepsilon_{0}$ and $\lambda_{0}$ so that $t_{*}\left(\lambda_{0}, \varepsilon_{0}\right)=t$ we can use the regularity result in Corollary 6.5 to let $u$ tend to $t$. This gives

$$
a \frac{\partial s_{t}}{\partial b}(\lambda)-b \frac{\partial s_{t}}{\partial a}(\lambda)=\frac{2 b_{0}}{\left|\lambda_{0}-1\right|^{2}+\varepsilon_{0}},
$$

where now $\lambda_{0}=\lambda_{t}^{-1}(\lambda)$ and $\varepsilon_{0}=\varepsilon_{0}^{t}\left(\lambda_{t}^{-1}(\lambda)\right)$. As $\lambda$ approaches $\mu$, Theorem 5.17 says that the value of $\lambda_{0}$ approaches $\mu$ and $\varepsilon_{0}$ approaches 0 , so we get

$$
\lim _{\lambda \rightarrow \mu^{\mathrm{inside}}}\left(a \frac{\partial s_{t}}{\partial b}(\lambda)-b \frac{\partial s_{t}}{\partial a}(\lambda)\right)=\frac{2 \operatorname{Im} \mu}{|\mu-1|^{2}} .
$$

Taking the corresponding derivative of $\log \left(|\lambda-1|^{2}\right)$ and letting $\lambda$ tend to $\mu$ from the outside gives the same result.

### 6.5 Proof of the main result

In this subsection, we prove our first main result, Theorem 2.2. Proposition 2.3 will then be proved in Sect. 7.1, while Propositions 2.5 and 2.6 will be proved in Sect. 7.2.

Proposition 6.12 For each fixed $t$, the restriction to $\Sigma_{t}$ of the function

$$
\frac{\partial s_{t}}{\partial \theta}(t, \lambda)
$$

is the unique function that on $\Sigma_{t}$ that (1) extends continuously to the boundary, (2) agrees with the $\theta$-derivative of $\log \left(|\lambda-1|^{2}\right)$ on the boundary, and (3) is independent of $r=|\lambda|$. Thus, the function $m_{t}$ in Corollary 6.6 is given by

$$
m_{t}(\theta)=\frac{2 r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}
$$

where $r_{t}(\theta)$ is the outer radius of the domain $\Sigma_{t}$ (Fig. 3).
Proof We have already established in Corollary 6.6 that $\partial s_{t} / \partial \theta$ is independent of $\rho$ (or equivalently, of $r$ ) in $\Sigma_{t}$. Then Propositions 6.10 and 6.11 tell us that $\partial s_{t} / \partial \theta$ is continuous up to the boundary and agrees there with the angular derivative of $\log \left(|\lambda-1|^{2}\right)$. Thus, to compute $\partial s_{t} / \partial \theta$ at a point in $\Sigma_{t}$, we travel along a radial segment (in either direction) until we hit the boundary at radius $r_{t}(\theta)$ or $1 / r_{t}(\theta)$. We then evaluate the angular derivative of $\log \left(|\lambda-1|^{2}\right)$, as in (6.5), giving the claimed expression for $\partial s_{t} / \partial \theta=m_{t}(\theta)$.

Proposition 6.13 For each $t>0$, the distributional Laplacian of $s_{t}(\lambda)$ with respect to $\lambda$ may be computed as follows. Take the pointwise Laplacian of $s_{t}$ outside $\bar{\Sigma}_{t}$ (giving zero), take the pointwise Laplacian of $s_{t}$ inside $\Sigma_{t}$ (giving the expression (6.16) in Corollary 6.6) and ignore the boundary of $\Sigma_{t}$.

Proof Since, by Proposition 6.10, $s_{t}$ is analytic up to the boundary of $\Sigma_{t}$ from the inside, Green's second identity says that

$$
\begin{aligned}
\int_{\Sigma_{t}} s_{t}(\lambda) \Delta \psi(\lambda) d^{2} \lambda= & \int_{\Sigma_{t}}\left(\Delta s_{t}(\lambda)\right) \psi(\lambda) d^{2} \lambda \\
& +\int_{\partial \Sigma_{t}}\left(s_{t}(\lambda) \nabla \psi(\lambda)-\psi(\lambda) \nabla s_{t}(\lambda)\right) \cdot \hat{n} d S,
\end{aligned}
$$

for any test function $\psi$, where in the last integral, the limiting value of $\nabla s_{t}$ from the inside should be used. This identity holds because the boundary of $\Sigma_{t}$ is smooth for $t \neq 4$ and piecewise smooth when $t=4$ (Point 3 of Theorem 3.2). We also have similar formula for the integral over the complement of $\bar{\Sigma}_{t}$, provided that $\psi$ is compactly supported, but with the direction of the unit normal reversed. Proposition 6.11 then tells us that the boundary terms in the two integrals cancel, giving

$$
\begin{equation*}
\int_{\mathbb{C}} s_{t}(\lambda) \Delta \chi(\lambda) d^{2} \lambda=\int_{\left(\bar{\Sigma}_{t}\right)^{c}}\left(\Delta s_{t}(\lambda)\right) \chi(\lambda) d^{2} \lambda+\int_{\Sigma_{t}}\left(\Delta s_{t}(\lambda)\right) \chi(\lambda) d^{2} \lambda \tag{6.23}
\end{equation*}
$$

where the integral over $\left(\bar{\Sigma}_{t}\right)^{c}$ is actually zero, since $\Delta s_{t}(\lambda)=0$ there. The formula (6.23) says that the distributional Laplacian of $s_{t}$ may be computed by taking the ordinary, pointwise Laplacian in $\bar{\Sigma}_{t}$ and in $\Sigma_{t}$ and ignoring the boundary of $\Sigma_{t}$.

We now have all the ingredients for a proof of Theorem 2.2.
Proof of Theorem 2.2 Proposition 6.13 tells us that we can compute the distributional Laplacian of $s_{t}$ separately inside $\Sigma_{t}$ and outside $\bar{\Sigma}_{t}$, ignoring the boundary. Theorem 6.2 tells us that the Laplacian outside $\bar{\Sigma}_{t}$ is zero. Corollary 6.6 gives us the form of $\Delta s_{t}$ inside $\Sigma_{t}$, while Proposition 2.6 identifies the function $m_{t}$ appearing in Corollary 6.6. The claimed formula for the Brown measure therefore holds.

## 7 Further properties of the Brown measure

### 7.1 The formula for $\omega$

In this subsection, we derive the formula for $w_{t}$ given in Proposition 2.3 in terms of the density $\omega$. Throughout, we will write the function $T$ in (3.1) in polar coordinates as

$$
\begin{equation*}
T(r, \theta)=\left(r^{2}+1-2 r \cos \theta\right) \frac{\log \left(r^{2}\right)}{r^{2}-1} \tag{7.1}
\end{equation*}
$$

We start with a simple rewriting of the expression for $w_{t}$ in Theorem 2.2.
Lemma 7.1 The density $w_{t}(\theta)$ in Theorem 2.2 may also be written as

$$
w_{t}(\theta)=\frac{1}{2 \pi t}\left(1+\frac{\partial}{\partial \theta}\left[h\left(r_{t}(\theta)\right) \sin \theta\right]\right),
$$

where

$$
h(r)=r \frac{\log \left(r^{2}\right)}{r^{2}-1}
$$

Proof We start by noting that the point with polar coordinates $\left(r_{t}(\theta), \theta\right)$ is on the boundary of $\Sigma_{t}$. Thus, by Theorem 3.1, we have $T\left(r_{t}(\theta), \theta\right)=t$, from which we obtain

$$
\frac{1}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}=\frac{1}{t} \frac{\log \left(r_{t}(\theta)\right)}{r_{t}(\theta)^{2}-1} .
$$

Thus, we may write

$$
\frac{2 r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}=\frac{2}{t} h\left(r_{t}(\theta)\right) \sin \theta
$$

from which the claimed formula follows easily from the expression in Theorem 2.2.

We now formulate the main result of this subsection, whose proof is on p. 47.
Theorem 7.2 Consider the function $\omega(r, \theta)$ defined in (2.7). Although the right-hand side of (2.7) is indeterminate at $r=1$, the function $\omega$ has a smooth extension to all $r>0$ and all $\theta$. The function $w_{t}(\theta)$ in Theorem 2.2 can then be expressed as

$$
w_{t}(\theta)=\frac{1}{2 \pi t} \omega\left(r_{t}(\theta), \theta\right)
$$

The function $\omega$ has the following properties.
(1) We have $\omega(1 / r, \theta)=\omega(r, \theta)$ for all $r>0$ and all $\theta$.
(2) When $r=1$, we have

$$
\omega(1, \theta)=3 \frac{1+\cos \theta}{2+\cos \theta}
$$

In particular, $\omega(1,0)=2$ and $\omega(1, \pi)=0$.
(3) The density $\omega(r, \theta)$ is strictly positive except when $r=1$ and $\theta= \pm \pi$. Furthermore, $\omega(r, \theta) \leq 2$ with equality precisely when $r=1$ and $\theta=0$.
(4) We have

$$
\lim _{r \rightarrow 0} \omega(r, \theta)=1,
$$

where the limit is uniform in $\theta$.
We now derive consequences for $w_{t}$. For $t \leq 4$, the density $w_{t}(\theta)$ is only defined for $-\theta_{\max }(t)<\theta<\theta_{\max }(t)$, where $\theta_{\max }(t)=\cos ^{-1}(1-t / 2)$, while for $t>4$, the density $w_{t}(\theta)$ is defined for all $\theta$. (Recall Theorem 3.2).

Corollary 7.3 (Positivity). Ift $>4$, then $w_{t}(\theta)$ is strictly positive for all $\theta$. Ift $<4$, then $w_{t}(\theta)$ is strictly positive for $-\theta_{\max }(t)<\theta<\theta_{\max }(t)$ and the limit as $\theta$ approaches $\pm \theta_{\max }(t)$ of $w_{t}(\theta)$ is strictly positive. Finally, if $t=4$, then $w_{t}(\theta)$ is strictly positive for $-\pi<\theta<\pi$, but $\lim _{\theta \rightarrow \pm \pi} w_{t}(\theta)=0$.

Proof The only time $\omega(r, \theta)$ equals zero is when $r=1$ and $\theta= \pm \pi$. When $t>4$, the function $r_{t}(\theta)$ is continuous and and greater than 1 for all $\theta$, so that $w_{t}(\theta)$ is strictly positive in this case. When $t \leq 4$, we know from Proposition 3.4 that $r_{t}(\theta)$ is greater than 1 for $|\theta|<\theta_{\max }(t)$ and approaches 1 when $\theta$ approaches $\pm \theta_{\max }(t)$. Thus, $w_{t}(\theta)=\omega\left(r_{t}(\theta), \theta\right)$ is strictly positive for $|\theta|<\theta_{\max }(t)$. When $t<4$, we have $\theta_{\max }(t)=\cos ^{-1}(1-t / 2)<\pi$ and the limiting value of $w_{t}(\theta)$ namely $\omega\left(1, \theta_{\max }\right)$ will be positive. Finally, when $t=4$, we have $\theta_{\max }(t)=\pi$ and the limiting value of $w_{t}(\theta)$ is $\omega(1, \pi)=0$.

Corollary 7.4 (Asymptotics). The density $w_{t}(\theta)$ has the property that

$$
w_{t}(\theta) \sim \frac{1}{\pi t}
$$

for small $t$. More precisely, for all sufficiently small t and all $\theta \in\left(-\theta_{\max }(t), \theta_{\max }(t)\right)$, the quantity $\pi t w_{t}(\theta)$ is close to 1 . Furthermore,

$$
w_{t}(\theta) \sim \frac{1}{2 \pi t}
$$

for large $t$. More precisely, for all sufficiently large $t$ and all $\theta$, the quantity $2 \pi t w_{t}(\theta)$ is close to 1 .

The small- and large- $t$ behavior of the region $\Sigma_{t}$ can also be determined using the behavior of the function $T(\lambda)$ near $\lambda=1(\operatorname{small} t)$ and near $\lambda=0$ (large $t$ ), together with the invariance of the region under $\lambda \mapsto 1 / \lambda$. For small $t$, the region resembles a disk of radius $\sqrt{t}$ around 1 , while for large $t$, the region resembles an annulus with inner radius $e^{-t / 2}$ and outer radius $e^{t / 2}$. In particular, the expected behavior of the Brown measure for small $t$ can be observed: it resembles the uniform probability measure on a disk of radius $\sqrt{t}$ centered at 1 .

Proof When $t$ is small, the entire boundary of $\Sigma_{t}$ will be close to $\lambda=1$, since this is the only point where $T(\lambda)=0$. Furthermore, when $t$ is small, $\theta_{\max }(t)=\cos ^{-1}(1-t / 2)$ is close to zero. When $t$ is small, therefore, the quantity

$$
\pi t w_{t}(\theta)=\frac{1}{2} \omega\left(r_{t}(\theta), \theta\right)
$$

will be close to $\omega(1,0) / 2=1$ for all $\theta \in\left(-\theta_{\max }(t), \theta_{\max }(t)\right)$, by Point 2 of Theorem 7.2.

When $t$ is large (in particular, greater than 4), the inner boundary of the domain will be close to $\lambda=0$, since this is the only point in the unit disk where $T(\lambda)$ is large.

Thus, for large $t$, the inner radius $1 / r_{t}(\theta)$ of the domain will be uniformly small, and therefore

$$
2 \pi t w_{t}(\theta)=\omega\left(r_{t}(\theta), \theta\right)=\omega\left(1 / r_{t}(\theta), \theta\right)
$$

will be uniformly close to 1 , by Point 4 of Theorem 7.2.
Proof of Theorem 7.2 We note that the function $T$ in (7.1) can be written as

$$
T(r, \theta)=\left(r+\frac{1}{r}-2 \cos \theta\right) h(r),
$$

so that

$$
\begin{aligned}
& \frac{\partial T}{\partial r}=\left(1-\frac{1}{r^{2}}\right) h(r)+\left(r+\frac{1}{r}-2 \cos \theta\right) h^{\prime}(r) \\
& \frac{\partial T}{\partial \theta}=2 \sin \theta h(r) .
\end{aligned}
$$

Applying implicit differentiation to the identity $T\left(r_{t}(\theta), \theta\right)=t$ then gives

$$
\begin{equation*}
\frac{d r_{t}(\theta)}{d \theta}=-\frac{\partial T / \partial \theta}{\partial T / \partial r} \tag{7.2}
\end{equation*}
$$

By the chain rule and (7.2), $\frac{d}{d \theta}\left[h\left(r_{t}(\theta)\right) \sin \theta\right]=q\left(r_{t}(\theta), \theta\right)$, where

$$
\begin{align*}
q(r, \theta) & =h(r) \cos \theta-h^{\prime}(r) \sin \theta \frac{\partial T / \partial \theta}{\partial T / \partial r} \\
& =h(r) \cos \theta-\frac{2 h^{\prime}(r) \sin ^{2} \theta h(r)}{\left(1-\frac{1}{r^{2}}\right) h(r)+\left(r+\frac{1}{r}-2 \cos \theta\right) h^{\prime}(r)} \tag{7.3}
\end{align*}
$$

After computing that

$$
h^{\prime}(r)=\frac{2}{r^{2}-1}-\frac{r^{2}+1}{r\left(r^{2}-1\right)} h(r),
$$

it is a straightforward but tedious exercise to simplify (7.3) and obtain the claimed formula (2.7).

Since $h(1 / r)=h(r)$, we may readily verify Point (1); both numerator and denominator in the fraction on the right-hand side of (2.7) change by a factor of $1 / r^{2}$ when $r$ is replaced by $1 / r$.

To understand the behavior of $\omega$ at $r=1$, we need to understand the function $h$ better. We may easily calculate that $h$ has a removable singularity at $r=1$ with $h(1)=1, h^{\prime}(1)=0$, and $h^{\prime \prime}(1)=-1 / 3$. We also claim that $h$ satisfies $0<h(r) \leq 1$,
with $h(r)=1$ only at $r=1$. To verify the claim, we first compute that $\lim _{r \rightarrow 0} h(r)=0$ and that

$$
h^{\prime}(r)=\frac{2\left(r^{2}-1\right)+\left(r^{2}+1\right) \log \left(1 / r^{2}\right)}{\left(r^{2}-1\right)^{2}}
$$

Using the Taylor expansion of logarithm, we may then compute that

$$
h^{\prime}(r)=\frac{1}{\left(r^{2}-1\right)^{2}} \sum_{k=3}^{\infty}\left(\frac{2}{k}-\frac{1}{k+1}\right)\left(1-r^{2}\right)^{k}>0
$$

for $0<r<1$. Thus, $h(r)$ increases from 0 to 1 on [0, 1].
We now write $h$ in the form

$$
\begin{equation*}
h(r)=1-c(r)(r-1)^{2} \tag{7.4}
\end{equation*}
$$

for some analytic function $c(r)$, with $c(1)=1 / 6$. The minus sign in (7.4) is convenient because $h$ has a strict global maximum at 1 , which means $c(r)$ is strictly positive everywhere.

Now, since $h(1)=1$, the fraction on the right-hand side of (2.7) is of $0 / 0$ form when $r=1$. To rectify this situation, we observe that $\alpha$ and $\beta$ may be written as

$$
\alpha(r)=(r-1)^{2}[1+2 r c(r)] ; \quad \beta(r)=(r-1)^{2}\left[1-\left(r^{2}+1\right) c(r)\right] .
$$

Thus, we can take a factor of $(r-1)^{2}$ out of numerator and denominator to obtain

$$
\begin{equation*}
\omega(r, \theta)=1+h(r) \frac{\tilde{\alpha}(r) \cos \theta+\tilde{\beta}(r)}{\tilde{\beta}(r) \cos \theta+\tilde{\alpha}(r)}, \tag{7.5}
\end{equation*}
$$

where $\tilde{\alpha}(r)=1+2 r c(r)$ and $\tilde{\beta}(r)=1-\left(r^{2}+1\right) c(r)$. This expression is no longer of $0 / 0$ form at $r=1$. Indeed, since $h(1)=1$ and $c(1)=1 / 6$, we may easily verify the claimed formula for $\omega(1, \theta)$ in Point 2 of the theorem. We will shortly verify that the denominator in the fraction on the right-hand side of (7.5) is positive for all $r>0$ and all $\theta$, from which the claimed smooth extension of $\omega$ follows.

To verify the claimed positivity of $\omega$, we first observe that $\tilde{\beta}(r) z+\tilde{\alpha}(r)$ is positive when $z=1$ (with a value of $\left.2-(r-1)^{2} c(r)=1+h(r)\right)$ and also positive when $z=-1$ (with a value of $(r+1)^{2} c(r)$ ), and hence positive for all $-1 \leq z \leq 1$. Thus, the denominator in the fraction on the right-hand side of (7.5) is never zero. We then compute that

$$
\frac{d}{d z} \frac{\tilde{\alpha}(r) z+\tilde{\beta}(r)}{\tilde{\beta}(r) z+\tilde{\alpha}(r)}=\frac{\tilde{\alpha}(r)^{2}-\tilde{\beta}(r)^{2}}{(\tilde{\beta}(r) z+\tilde{\alpha}(r))^{2}}=\frac{(r+1)^{2} h(r)}{(\tilde{\beta}(r) z+\tilde{\alpha}(r))^{2}}>0
$$

for all $r$ and $\theta$. Thus, $(\tilde{\alpha}(r) z+\tilde{\beta}(r)) /(\tilde{\beta}(r) z+\tilde{\alpha}(r))$ increases from -1 to 1 as $z$ increases from -1 to 1 . Since $h(r)$ is positive, we conclude that

$$
1-h(r) \leq \omega(r, \theta) \leq 1+h(r)
$$

for all $r$ and $\theta$, with equality when $\cos \theta=-1$ in the first case and when $\cos \theta=1$ in the second case. Since $h(r) \leq 1$ with equality only at $r=1$, we see that $\omega(r, \theta)$ is positive except when $r=1$ and $\cos \theta=-1$. Similarly, $\omega(r, \theta) \leq 2$ with equality only if $r=1$ and $\cos \theta=1$.

Finally, from the definition (7.4) and the fact that $\lim _{r \rightarrow 0} h(r)=0$, we find that $\lim _{r \rightarrow 0} c(r)=1$. Thus, as $r \rightarrow 0$, we have $\tilde{\alpha}(r) \rightarrow 1$ and $\tilde{\beta}(r) \rightarrow 0$. In this limit, the fraction on the right-hand side of (7.5) converges uniformly to $\cos \theta$, while $h(r)$ tends to zero, giving Point 4.

### 7.2 The connection to free unitary Brownian motion

Recall from Theorem 1.1 that the spectral measure $v_{t}$ of the free unitary Brownian motion $u_{t}$ was computed by Biane. In this subsection, we prove Proposition 2.5, which connects the Brown measure of $b_{t}$ to Biane's measure $v_{t}$. The support of $v_{t}$ is a proper subset of the unit circle for $t<4$ and the entire unit circle for $t \geq 4$. For $t<4$, the support of $\nu_{t}$ consists of points with angles $\phi$ satisfying $|\phi| \leq \phi_{\max }(t)$, where

$$
\phi_{\max }(t)=\frac{1}{2} \sqrt{t(4-t)}+\cos ^{-1}(1-t / 2)
$$

Recall the definition in (1.3) of the function $f_{t}$. Then $f_{t}$ maps the boundary of $\Sigma_{t}$ into the unit circle. (This is true by the definition (2.1) for points in $\partial \Sigma_{t}$ outside the unit circle and follows by continuity for points in $\partial \Sigma_{t}$ in the unit circle). Indeed, let the outer boundary of $\Sigma_{t}$, denoted $\partial \Sigma_{t}^{\text {out }}$, be the portion of $\partial \Sigma_{t}$ outside the open unit disk. Then $f_{t}$ is a homeomorphism of $\partial \Sigma_{t}^{\text {out }}$ to the support of $v_{t}$ :

$$
\begin{equation*}
f_{t}: \partial \Sigma_{t}^{\text {out }} \leftrightarrow \operatorname{supp}\left(v_{t}\right) \tag{7.6}
\end{equation*}
$$

In particular, for $t<4$, let us define

$$
\theta_{\max }(t)=\cos ^{-1}(1-t / 2),
$$

so that the two points in $\partial \Sigma_{t} \cap S^{1}$ have angles $\pm \theta_{\max }(t)$ (Theorem 3.2). Then

$$
f_{t}\left(e^{i \theta_{\max }(t)}\right)=e^{i \phi_{\max }(t)},
$$

as may be verified by direct computation from the definition of $f_{t}$. (Use the formula (7.10) below with $r=1$ and $\cos \theta=1-t / 2$.)

We now describe the map (7.6) more concretely. We denote by $\lambda_{t}(\theta)$ the point at angle $\theta$ in $\partial \Sigma_{t}^{\text {out }}$ :

$$
\lambda_{t}(\theta)=r_{t}(\theta) e^{i \theta}
$$

where for $t<4$, we require $|\theta| \leq \theta_{\max }(t)$. Then the map in (7.6) can be thought of as a map of $\theta$ to $\phi$ determined by the relation

$$
\begin{equation*}
f_{t}\left(\lambda_{t}(\theta)\right)=e^{i \phi} \tag{7.7}
\end{equation*}
$$

We now observe a close relationship between the density $w_{t}(\theta)$ in Theorem 2.2 and the map in (7.7).

Proposition 7.5 Let $\phi$ and $\theta$ be related as in (7.7), where if $t<4$, we require $|\phi| \leq$ $\phi_{\max }(t)$ and $|\theta| \leq \theta_{\max }(t)$. Then the density $w_{t}$ in Theorem 2.2 may be computed as

$$
\begin{equation*}
w_{t}(\theta)=\frac{1}{2 \pi t} \frac{d \phi}{d \theta} \tag{7.8}
\end{equation*}
$$

We may also write this formula as a logarithmic derivative of $f_{t}$ along the outer boundary of $\Sigma_{t}$ :

$$
\begin{equation*}
w_{t}(\theta)=\frac{1}{2 \pi t} \frac{1}{i} \frac{\frac{d}{d \theta} f_{t}\left(\lambda_{t}(\theta)\right)}{f_{t}\left(\lambda_{t}(\theta)\right)} . \tag{7.9}
\end{equation*}
$$

Proof We compute that

$$
\operatorname{Im}\left(\frac{1+\lambda}{1-\lambda}\right)=\frac{2 \operatorname{Im} \lambda}{|\lambda-1|^{2}}=\frac{2 r \sin \theta}{r^{2}+1-2 r \cos \theta}
$$

Thus, using the definition (1.3) of $f_{t}$, we find that

$$
\begin{equation*}
\arg \left(f_{t}(\lambda)\right)=\arg \lambda+\arg e^{\frac{t}{2} \frac{1+\lambda}{1-\lambda}}=\theta+t \frac{r \sin \theta}{r^{2}+1-2 r \cos \theta} . \tag{7.10}
\end{equation*}
$$

Evaluating this expression at the point $\lambda_{t}(\theta)$ gives

$$
\begin{align*}
\phi & =\arg \left(f_{t}\left(\lambda_{t}(\theta)\right)\right) \\
& =\theta+t \frac{r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta} . \tag{7.11}
\end{align*}
$$

(Strictly speaking, $\phi$ and $\theta$ are only defined " $\bmod 2 \pi$," but for any local continuous version of $\theta$, the last expression in (7.11) gives a local continuous version of $\phi$.) Thus,

$$
d \phi=\left(1+t \frac{d}{d \theta} \frac{r_{t}(\theta) \sin \theta}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta}\right) d \theta
$$

and the formula (7.8) follows easily by recalling the definition (2.5) of $w_{t}$. The expres$\operatorname{sion}(7.9)$ is then obtained by noting that $\phi=\frac{1}{i} \log f_{t}\left(\lambda_{t}(\theta)\right)$.

Proposition 7.6 Biane's measure $v_{t}$ may be computed as

$$
\begin{equation*}
d \nu_{t}(\phi)=\frac{r_{t}(\theta)^{2}-1}{r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta} \frac{d \phi}{2 \pi} \tag{7.12}
\end{equation*}
$$

or as

$$
\begin{equation*}
d v_{t}(\phi)=\frac{\log \left(r_{t}(\theta)\right)}{\pi t} d \phi \tag{7.13}
\end{equation*}
$$

Here, as usual, $r_{t}(\theta)$ is the outer radius of the domain $\Sigma_{t}$ and $\theta$ is viewed as a function of $\phi$ by inverting the relationship (7.7). When $t<4$, the formula should be used only for $|\phi| \leq \phi_{\text {max }}(t)$.

Proof We make use of the expression for $v_{t}$ in Theorem 1.1. If $\phi$ is in the interior of the support of $v_{t}$, then $\chi_{t}\left(e^{i \phi}\right)$ is in the open unit disk, so that the density of $v_{t}$ is nonzero at this point. Now, since $\chi_{t}$ is an inverse function to $f_{t}$ we see that $\chi_{t}\left(e^{i \phi}\right)$ is (for $\phi$ in the interior of the support of $v_{t}$ ) the unique point $\lambda$ with $|\lambda|<1$ for which $f_{t}(\lambda)=e^{i \phi}$. Thus,

$$
d \nu_{t}(\phi)=\frac{1-1 / r_{t}(\theta)^{2}}{1+1 / r_{t}(\theta)^{2}-2 \cos \theta / r_{t}(\theta)} \frac{d \phi}{2 \pi}
$$

which reduces to (7.12). Finally, since $T(\lambda)=t$ on $\partial \Sigma_{t}$ (Theorem 3.1), we have

$$
\begin{equation*}
\left(r_{t}(\theta)^{2}+1-2 r_{t}(\theta) \cos \theta\right) \frac{\log \left(r_{t}(\theta)^{2}\right)}{r_{t}(\theta)^{2}-1}=t \tag{7.14}
\end{equation*}
$$

which allows us to obtain (7.13) from (7.12).
We are now ready for the proof of Proposition 2.5.
Proof of Proposition 2.5 The distribution of $\arg \lambda$ with respect to the Brown measure of $b_{t}$ is given in (2.8) as $2 \log \left(r_{t}(\theta)\right) w_{t}(\theta) d \theta$, which we write using Proposition 7.5 and Proposition 7.6 as

$$
\begin{aligned}
2 \log \left(r_{t}(\theta)\right) w_{t}(\theta) d \theta & =2 \log \left(r_{t}(\theta)\right) \frac{1}{2 \pi t} \frac{d \phi}{d \theta} d \theta \\
& =\log \left(r_{t}(\theta)\right) \frac{d \phi}{\pi t} \\
& =d v_{t}(\phi),
\end{aligned}
$$

as claimed.

Proof of Proposition 2.6 The value $\Phi_{t}(\lambda)$ is computed by first taking the argument of $\lambda$ to obtain $\theta$ and then applying the map in (7.7) to obtain $\phi$. Thus, the first result is just a restatement of Proposition 2.5. For the uniqueness claim, suppose a measure $\mu$ on $\Sigma_{t}$ has the form

$$
d \mu(\lambda)=\frac{1}{r^{2}} g(\theta) r d r d \theta
$$

Then the distribution of the argument $\theta$ of $\lambda$ will be, by integrating out the radial variable, $2 \log \left(r_{t}(\theta)\right) g(\theta) d \theta$. The distribution of $\phi$ will then be

$$
2 \log \left(r_{t}(\theta) g(\theta) \frac{d \theta}{d \phi} d \phi=2 \log \left(r_{t}(\theta) g(\theta) \frac{1}{2 \pi t w_{t}(\theta)} d \phi\right.\right.
$$

The only way this can reduce to Biane's measure as computed in (7.13) is if $g$ coincides with $w_{t}$.
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