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We write this note to correct [1, (6.9), (6.13), (7.1), (7.2)] because there was one term
missed in [1, (6.9)]. To estimate this missed term, we need to add an extra condition
to [1, Assumption 2.1]:

Assumption 2.1 g ∈ C3(Rd ,Rd), and there exist θ0 > 0 and θ1, θ2, θ3, θ
′
3 ≥ 0 such

that the conditions (2.3) and (2.4) in [1] hold, i.e.,

〈u,∇ug(x)〉 ≤ −θ0
(
1 + θ1|x |θ2

) |u|2, ∀ u, x ∈ R
d ;

|∇u1∇u2g(x)| ≤ θ3(1 + θ1|x |)θ2−1|u1||u2|, ∀ u1, u2, x ∈ R
d .

and additionally,

|∇u1∇u2∇u3g(x)| ≤ θ ′
3(1 + |x |)θ2−2|u1||u2||u3|, ∀ u1, u2, u3, x ∈ R

d;
Under the above-strengthened Assumption 2.1, all the conclusions and examples in
[1] still hold true, except that all the constants Cθ therein will depend on the constants
in the new assumption.

The original article can be found online at https://doi.org/10.1007/s00440-018-0874-5.
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Before correcting [1, (6.9), (6.13), (7.1), (7.2)], let us recall some notations in [1],
give the missed term, and prove an auxiliary lemma. Let u, u1, u2 ∈ R

d , recall

Ix
u (t) = 1√

2t

∫ t

0
〈∇u X

x
s , dBs〉, Ix

u1,u2(t) = Ix
u1(t)Ix

u2(t) − DV2Ix
u1(t)

with Vi,t = ∫ t
0 vi (s)ds and vi (s) = 1√

2t
∇ui X

x
s for 0 ≤ s ≤ t and i = 1, 2, see [1,

(5.12),(5.13)]. The missed term is defined by

Rx
u1,u2(t) := ∇u2∇u1X

x
t − DV2(∇u1X

x
t ).

Lemma 0.1 We have

|Rx
u1,u2(t)| ≤ Cθ |u2||u1|,

|∇u3Rx
u1,u2(t)| ≤ Cθ |u3||u2||u1|,

|DV3Rx
u2,u1(t)| ≤ Cθ |u3||u2||u1|,

for all u1, u2, u3, x ∈ R
d .

Proof The first bound follows immediately from [1, (5.7),(5.17)]. It is easy to check
that ∇u3∇u2∇u1Xt satisfies the equation

d

dt
∇u3∇u2∇u1Xt = ∇g(Xt )∇u3∇u2∇u1Xt + ∇2g(Xt )R1(t) + ∇3g(Xt )R2(t),

where R1 and R2 are terms about first and second-order derivatives of Xt . By [1,
(5.6), (5.7)], we have

|R1(t)| ≤ Cθ |u1||u2||u3|, |R2(t)| ≤ Cθ |u1||u2||u3|.

Differentiating |∇u3∇u2∇u1Xt |2 with respect to t and using the above two bounds, we
can prove by the same argument as showing [1, (5.7)]

|∇u3∇u2∇u1Xt | ≤ Cθ |u1||u2||u3|.

Similarly, first finding the differential equations of ∇u3DV2∇u1Xt , DV3∇u2∇u1Xt ,
DV3DV2∇u1Xt , and then using the same argument as above, we get

|∇u3DV2∇u1Xt | ≤ Cθ |u1||u2||u3|,
|DV3∇u2∇u1Xt | ≤ Cθ |u1||u2||u3|,
|DV3DV2∇u1Xt | ≤ Cθ |u1||u2||u3|.

Collecting the previous estimates, we immediately obtain the other two estimates in
the lemma. ��
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Correction to [1, (6.9), (6.13)]: The original [1, (6.9), (6.13)] should be corrected as

∇u2∇u1E[φ(Xx
t )] = E[∇u1φ(Xx

t )Ix
u2(t)] + E[∇φ(Xx

t )Rx
u1,u2(t)]

and

∇u2∇u1 f (x) =
∫ ∞

0
e−t

E
{[∇u1 f (X

x
t ) − ∇u1h(Xx

t )
]Ix

u2(t)
}
dt

+
∫ ∞

0
e−t

E
{[∇ f (Xx

t ) − ∇h(Xx
t )

]Rx
u2,u1(t)

}
dt,

for u1, u2, x ∈ R
d .

Proof We have

∇u2∇u1E[φ(Xx
t )] = E

[
∇2φ(Xx

t )∇u2X
x
t ∇u1X

x
t

]
+ E

[∇φ(Xx
t )∇u2∇u1X

x
t

]
,

By [1, (5.14), (5.9), (5.11)],

E

[
∇2φ(Xx

t )∇u2X
x
t ∇u1X

x
t

]
= E

[
∇2φ(Xx

t )DV2X
x
t ∇u1X

x
t

]

= E
[
DV2(∇φ(Xx

t ))∇u1X
x
t

]

= E
[
DV2(∇φ(Xx

t )∇u1X
x
t )

]−E
[∇φ(Xx

t )DV2(∇u1X
x
t )

]

= E
[∇u1φ(Xx

t )Ix
u2(t)

] − E
[∇φ(Xx

t )DV2(∇u1X
x
t )

]
.

Combining the above relations, we immediately obtain the first relation in the propo-
sition. The second relation can immediately be obtained from the first one. ��
Correction to the proofs of (7.1) and (7.2) in [1]: The conclusions of (7.1) and (7.2)
still hold under the strengthened Assumption 2.1., but we need to estimate the extra
terms related toRx

u2,u1(t). From the second relation in the above proposition, we have

∣∣∇u2∇u1 f (x)
∣∣ ≤

∫ ∞

0
e−t

∣∣E
{[∇u1 f (X

x
t ) − ∇u1h(Xx

t )
]Ix

u2(t)
}∣∣ dt

+
∫ ∞

0
e−t

∣∣E
{[∇ f (Xx

t ) − ∇h(Xx
t )

]Rx
u1,u2(t)

}∣∣ dt .

Since we have shown in the original proof that

∫ ∞

0
e−t

∣
∣E

{[∇u1 f (X
x
t ) − ∇u1h(Xx

t )
]Ix

u2(t)
}∣∣ dt ≤ Cθ‖∇h‖|u1||u2|,

it remains to bound the second integral. By [1, (5.7), (5.17)], we immediately obtain

∫ ∞

0
e−t

∣
∣E

{[∇ f (Xx
t ) − ∇h(Xx

t )
]Rx

u1,u2(t)
}∣∣ dt ≤ Cθ‖∇h‖|u1||u2|.
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Combining the previous three inequalities, we conclude that [1, (7.1)] still holds true.
To prove [1, (7.2)], we have

∇u2∇u1 f (x + εu) − ∇u2∇u1 f (x) =
∫ ∞

0
e−t�dt +

∫ ∞

0
e−t�dt = J1 + J2,

where

� = E
{[∇u1 f (X

x+εu
t ) − ∇u1h(Xx+εu

t )
]Ix+εu

u2 (t)
}

− E
{[∇u1 f (X

x
t ) − ∇u1h(Xx

t )
]Ix

u2(t)
}
.

� = E
{[∇ f (Xx+εu

t ) − ∇h(Xx+εu
t )

]Rx+εu
u1,u2 (t)

}

− E
{[∇ f (Xx

t ) − ∇h(Xx
t )

]Rx
u1,u2(t)

}
.

We have shown in the original proof that

|J1| ≤ Cθ ||∇h|||ε| (| log |ε|| ∨ 1) |u1||u2|.

We prove below that

|J2| ≤ Cθ ||∇h|||ε||u1||u2||u|.

Combining the estimates of J1 and J2, we immediately get that [1, (7.2)] still holds
true.

Let us show the above bound about J2. Write

J2 = J2,1 + J2,2,

with

J2,1 =
∫ ∞

0
e−t

E
{[∇ f (Xx+εu

t ) − ∇h(Xx+εu
t )

][Rx+εu
u1,u2 (t) − Rx

u1,u2(t)
]}

dt,

J2,2 =
∫ ∞

0
e−t

E
{[∇ f (Xx+εu

t ) − ∇h(Xx+εu
t ) − ∇ f (Xx

t ) + ∇h(Xx
t )

]Rx
u1,u2(t)

}
dt,

For J2,1, observe

J2,1 = ε

∫ ∞

0
e−t

∫ 1

0
E

{[∇ f (Xx+εu
t ) − ∇h(Xx+εu

t )]∇uRx+sεu
u1,u2 (t)

}
dsdt,

which, together with Lemma 0.1, immediately gives

|J2,1| ≤ Cθ |ε|(‖∇ f ‖ + ‖∇h‖) ≤ Cθ |ε|‖∇h‖|u||u1||u2|.
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For J2,2, we have

J2,2 = ε

∫ ∞

0
e−t

∫ 1

0
E

{∇[∇ f (Xx+sεu
t ) − ∇h(Xx+sεu

t )]∇u X
x+sεu
t Rx

u1,u2(t)
}
dsdt

= ε

∫ ∞

0
e−t

∫ 1

0
E

{∇[∇ f (Xx+sεu
t ) − ∇h(Xx+sεu

t )]DV X
x+sεu
t Rx

u1,u2(t)
}
dsdt

= ε

∫ ∞

0
e−t

∫ 1

0
E

{
DV [∇ f (Xx+sεu

t ) − ∇h(Xx+sεu
t )]Rx

u1,u2(t)
}
dsdt

= ε(J2,2,1 − J2,2,2)

where the last equality is by [1, (5.14), (5.9), (5.11)] and

J2,2,1 =
∫ ∞

0
e−t

∫ 1

0
E

{[∇ f (Xx+sεu
t ) − ∇h(Xx+sεu

t )]Rx
u1,u2(t)Ix+sεu

u (t)
}
dsdt,

J2,2,2 =
∫ ∞

0
e−t

∫ 1

0
E

{[∇ f (Xx+sεu
t ) − ∇h(Xx+sεu

t )
]
DVRx

u1,u2(t)
}
dsdt .

By Lemma 0.1 and [1, (5.18)],

|J2,2,2| ≤ Cθ (‖∇ f ‖ + ‖∇h‖)|u1||u2||u| ≤ Cθ‖∇h‖|u1||u2||u|,
|J2,2,1| ≤ Cθ (‖∇ f ‖ + ‖∇h‖)|u1||u2|

∫ ∞

0
e−t

∫ 1

0
E

[|Ix+sεu
u (t)|] dsdt

≤ Cθ‖∇h‖|u1||u2||u|.

Combining the estimates above, we immediately obtain the bound of J2. ��
Due to the new assumption on g, [1, Remark 3.2] should be revised as

Remark 3.2 Gorham et. al. (see [18] in [1]) recently put forward a method to measure
sample qualitywith diffusions by a Stein discrepancy, inwhich the sameStein equation
as (3.1) has to be considered. Under the assumption that g is third-order differentiable,
they used the Bismut–Elworthy–Li formula (see [16] in [1]), together with smooth
convolution and interpolation techniques, to prove a bound on the first, second, and
(3 − ε)th derivative of f for ε > 0. They can also obtain the bound (3.4) by their
approach (personal communication (see [24] in [1]) after their reading our paper on
ArXiv) together with a limiting argument.
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