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#### Abstract

This paper is a contribution to the Bayesian theory of semiparametric estimation. We are interested in the so-called Bernstein-von Mises theorem, in a semiparametric framework where the unknown quantity is $(\theta, f)$, with $\theta$ the parameter of interest and $f$ an infinite-dimensional nuisance parameter. Two theorems are established, one in the case with no loss of information and one in the information loss case with Gaussian process priors. The general theory is applied to three specific models: the estimation of the center of symmetry of a symmetric function in Gaussian white noise, a time-discrete functional data analysis model and Cox's proportional hazards model. In all cases, the range of application of the theorems is investigated by using a family of Gaussian priors parametrized by a continuous parameter.
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## 0 Introduction

In a Bayesian estimation framework, the Bernstein-von Mises phenomenon (hereafter abbreviated BVM) is concerned with the fact that posterior distributions often

[^0]asymptotically look like normal distributions. In the parametric i.i.d. case, according to Le Cam and Yang [20], the phenomenon was discovered by Laplace and further studied by Bernstein, von Mises, Le Cam and many others since then. For a statement in the parametric case under fairly minimal assumptions, we refer to [27].

A natural question is then to know if this phenomenon occurs in more general settings. In non- and semiparametric models, the question of consistency of the posterior distribution is already very interesting, see for instance [1,23]. As pointed out in [8], some care must be taken when dealing with infinite-dimensional prior distributions since even consistency might fail for innocent looking priors, and this is still the case when looking at asymptotic normality of the posterior, see [9]. However, positive BVM results are known in particular nonparametric settings, see [10, 17].

From the practical point of view, Bayesian methods are broadly used, and the development of computer capacities has enabled the use of computational methods like Markov chain Monte Carlo algorithms to simulate from the posterior. Also, the use of infinite-dimensional prior distributions is becoming more and more common, for instance Gaussian process priors are widely used in machine learning, see [22]. However, often, in infinite-dimensional contexts, little is known about how to prove that posterior distributions have the desired behavior. In semiparametric frameworks, the BVM theorem constitutes a very suitable theoretical guarantee. The importance of this result lies in the fact that it gives the explicit asymptotic form of the relevant part of the posterior distribution, from which one easily derives in particular the consistency of the Bayes procedure, together with the fact that Bayesian confidence intervals have the desired asymptotic coverage probability.

A few semiparametric BVM theorems are known in specific models with well-chosen families of priors, often exploiting the fact that the prior has certain conjugacy properties, see for instance [16], where the author establishes the BVM theorem in the proportional hazards model for Lévy-type priors. To the best of our knowledge, the only work considering a general semiparametric framework is [24]. Here we would like to acknowledge the importance of this work, which contains many interesting ideas, for the present paper. However, as we explain in more details in the sequel, some of the conditions in [24] are rather implicit and hard to check in practice. Our goal in this paper is to obtain simple interpretable conditions which give more insight into the problem and are usable in practice in a variety of situations. Although we do not consider the most general semiparametric framework possible, our results already enable to treat very different practical examples, especially cases where the prior is not conjugate.

Two BVM theorems are proved, depending on whether or not there is a loss of information in the model, that is whether the efficient information coincides with the information in the associated parametric model, see [27], Sect. 25.4. In the case of loss of information, we restrict our investigations to Gaussian process priors for the nonparametric component of the model. Our assumptions naturally extend in their spirit the ones for proving the parametric BVM theorem, that is the concentration of the posterior in neighborhoods of the true and a proper "shape" of the model locally around the true parameter. As an application, we obtain new BVM theorems in three
different models, the problem of estimating the translation parameter of a symmetric signal in Gaussian noise, see [7,15], a time-discrete functional data analysis model and the proportional hazards model introduced by Cox in [6].

Two main tools are used which both correspond to recent advances in the Bayesian nonparametric theory. The first one is the theory of nonparametric posterior concentration, as presented in [13,25] in i.i.d. settings, see also [12] for several non-i.i.d. extensions. The second tool is the use of Gaussian process priors, which provide a flexible framework in which to analyze our results and for which concentration properties of the posterior have been recently investigated by [5,29].

The article is organized as follows. In Sect. 1, the semiparametric framework we study is described and the general theorems are stated. Applications and results in special models are given in Sect. 2. Proofs of the main theorems are in Sect. 3, while Sect. 4 is devoted to checking the assumptions in the particular models. Section 5 gathers useful properties of Gaussian processes used throughout the paper.

Let us denote by $N\left(\mu, \sigma^{2}\right)$ the 1-dimensional Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$ and by $\Phi$ the cumulative distribution function associated to a $N(0,1)$ variable. For a distribution $P$ and a measurable set $B$, we denote by $P(B)$ the mass that $P$ puts on $B$. Let $K(f, g)=\int f \log (f / g) d \mu$ stand for the Kullback-Leibler divergence between the two non-negative densities $f$ and $g$ relative to a measure $\mu$. Let us also define $V(f, g)=\int f|\log (f / g)-K(f, g)|^{2} d \mu$. The $\varepsilon$-covering number of a set $\Theta$ for a semi-metric $d$, denoted by $N(\varepsilon, \Theta, d)$, is the minimal number of $d$-balls of radius $\varepsilon$ needed to cover $\Theta$. Let $\mathcal{C}^{\beta}[0,1]$ denote the Hölder space of order $\beta$ of continuous functions on $[0,1]$ that have $\beta$ continuous derivatives for $\beta$ the largest integer strictly smaller than $\beta$ with the $\beta$ th derivative being Lipschitz-continuous of order $\beta-\underline{\beta}$. The notation $\lesssim$ is used for 'smaller than or equal to a universal constant times' and $\triangleq$ means 'equal by definition to'.

## 1 Statement

### 1.1 Bayesian semiparametric estimators

Let us consider a sequence of statistical models $\left(\mathcal{X}^{(n)}, \mathcal{G}^{(n)}, \mathbf{P}_{\eta}^{(n)}, \eta \in \mathcal{E}\right)$, with observations $X^{(n)}$, where $\mathcal{E}$ is a parameter set of the form $\Theta \times \mathcal{F}$ with $\Theta$ an interval of $\mathbb{R}$ (the results of this paper extend without much effort to $\mathbb{R}^{k}$ ) and $\mathcal{F}$ a subset of a separable Banach space. The "true" value of the parameter is denoted by $\eta_{0}=\left(\theta_{0}, f_{0}\right)$ and is assumed to be an interior point of $\mathcal{E}$. We assume that the measures $\mathbf{P}_{\eta}^{(n)}$ admit densities $p_{\eta}^{(n)}$ with respect to a $\sigma$-finite measure $\mu^{(n)}$ on $\left(\mathcal{X}^{(n)}, \mathcal{G}^{(n)}\right)$. The log-likelihood $\log p_{\eta}^{(n)}$ is denoted by $\ell_{n}(\eta)$ and $\Lambda_{n}(\eta)=\ell_{n}(\eta)-\ell_{n}\left(\eta_{0}\right)$. The space $\mathcal{E}=\Theta \times \mathcal{F}$ is equipped with a product $\sigma$-field $\mathcal{T} \otimes \mathcal{B}$ and we assume that $(x, \eta) \rightarrow p_{\eta}^{(n)}(x)$ is jointly measurable.
Prior, condition ( $\mathbf{P}$ ). Let us put a probability measure $\Pi$, called prior, on the pair $(\theta, f)$, of the form $\Pi=\pi_{\theta} \otimes \pi_{f}$. For $\pi_{\theta}$ we choose any probability measure on $\Theta$ having a density $\lambda$ with respect to Lebesgue's measure on $\Theta$, with $\lambda$ positive and continuous at the point $\theta_{0}$.

Bayes formula. In the preceding framework, Bayes' theorem asserts that the posterior distribution is given explicitly for any $C$ in $\mathcal{T} \otimes \mathcal{B}$ by

$$
\begin{equation*}
\Pi\left(C \mid X^{(n)}\right)=\frac{\int_{C} p_{\eta}^{(n)}\left(X^{(n)}\right) d \Pi(\eta)}{\int p_{\eta}^{(n)}\left(X^{(n)}\right) d \Pi(\eta)} \tag{1}
\end{equation*}
$$

For any $\varepsilon>0$, let us define a Kullback-Leibler-type neighborhood of $\eta_{0}$ in $\mathcal{E}$ as

$$
B_{K L, n}\left(\eta_{0}, \varepsilon\right)=\left\{\eta \in \mathcal{E}: K\left(P_{\eta_{0}}^{(n)}, P_{\eta}^{(n)}\right) \leq n \varepsilon^{2}, \quad V\left(P_{\eta_{0}}^{(n)}, P_{\eta}^{(n)}\right) \leq n \varepsilon^{2}\right\} .
$$

Let $\Pi^{\theta=\theta_{0}}\left(\cdot \mid X^{(n)}\right)$ be the posterior distribution in the model where $\theta$ is known to be equal to $\theta_{0}$ and one takes $\pi_{f}$ as prior on $f$. By Bayes' theorem, for any $B \in \mathcal{B}$,

$$
\Pi^{\theta=\theta_{0}}\left(B \mid X^{(n)}\right)=\frac{\int_{B} p_{\theta_{0}, f}^{(n)}\left(X^{(n)}\right) d \pi_{f}(f)}{\int p_{\theta_{0}, f}^{(n)}\left(X^{(n)}\right) d \pi_{f}(f)}
$$

As above let us also define a neighborhood of $f_{0}$ in $\mathcal{F}$ by

$$
B_{K L, n}^{\theta=\theta_{0}}\left(f_{0}, \varepsilon\right)=\left\{f \in \mathcal{F}: K\left(P_{\eta_{0}}^{(n)}, P_{\theta_{0}, f}^{(n)}\right) \leq n \varepsilon^{2}, \quad V\left(P_{\eta_{0}}^{(n)}, P_{\theta_{0}, f}^{(n)}\right) \leq n \varepsilon^{2}\right\} .
$$

### 1.2 A specific semiparametric framework

A natural way to study efficiency in a semiparametric model is to study estimation along a maximal collection of 1-dimensional paths locally around the true parameter, as explained for instance in [27, Chap. 25], see also [21] where some tools are developed in non-i.i.d. situations. The likelihood ratios along the paths might then for instance be well approximated by the likelihood ratios in the case of a Gaussian shift experiment, which leads to the notion of local asymptotic normality (LAN).

In this paper we take a slightly different approach. Given a true $\eta_{0}=\left(\theta_{0}, f_{0}\right)$ in $\mathcal{E}$, for any $\eta=(\theta, f)$ in $\mathcal{E}$ (possibly restricted to a subset of $\mathcal{E}$, possibly close enough to $\left.\eta_{0}\right)$, let us assume that the pair $\left(\theta-\theta_{0}, f-f_{0}\right)$ can be embedded in a product Hilbert space of the form $\mathcal{V}_{\eta_{0}}=\mathbb{R} \times \mathcal{G}_{\eta_{0}}$ equipped with an inner-product $\langle,\rangle_{L}$ with associated norm $\|\cdot\|_{L}$. Locally around the true parameter, we shall compare the log-likelihood differences to a quadratic term plus a stochastic term. We set

$$
\begin{equation*}
R_{n}(\theta, f)=\Lambda_{n}(\theta, f)+n\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2} / 2-\sqrt{n} W_{n}\left(\theta-\theta_{0}, f-f_{0}\right) \tag{2}
\end{equation*}
$$

where we use the following notation

- $\Lambda_{n}(\theta, f)=\ell_{n}(\theta, f)-\ell_{n}\left(\theta_{0}, f_{0}\right)$ is the difference of log-likelihoods between the points $(\theta, f)$ and $\left(\theta_{0}, f_{0}\right)$.
- $\left\{W_{n}(v), v \in \mathcal{V}_{\eta_{0}}\right\}$ is a collection of random variables measurable with respect to the observations $X^{(n)}$ and satisfying the following properties.
$\diamond$ For any $v_{1}, \ldots, v_{d}$ in $\mathcal{V}_{\eta_{0}}$, the $d$-tuple $\left(W_{n}\left(v_{1}\right), \ldots, W_{n}\left(v_{d}\right)\right)$ converges in distribution to the $d$-dimensional centered Gaussian distribution with covariance structure given by the matrix $\left(\left\langle v_{i}, v_{j}\right\rangle_{L}\right)_{1 \leq i, j \leq d}$.
$\diamond$ The map $v \rightarrow W_{n}(v)$ is linear.
We will further assume that one has a form of uniform control of the $R_{n}$ 's over (sieved) shrinking neighborhoods of the true $\eta_{0}$, see the assumptions $(\mathbf{N})$ and $\left(\mathbf{N}^{\prime}\right)$ of the theorems below.

The inner-product and the stochastic term introduced above are often identified from LAN-type expansions. For instance, one might be in a situation where the model is LAN with linear paths (see e.g. [21]) in that for each $v=(s, g) \in \mathcal{V}_{\eta_{0}}$, as $n \rightarrow+\infty$,

$$
\Lambda_{n}\left(\theta_{0}+s / \sqrt{n}, f_{0}+g / \sqrt{n}\right)=-\|s, g\|_{L}^{2} / 2+W_{n}(s, g)+o_{P_{\eta_{0}}^{(n)}}(1),
$$

where $\|\cdot\|_{L}, W_{n}$ and $\mathcal{V}_{\eta_{0}}$ are as above. To define the notions of information and efficiency in our model (let us recall that it is not necessarily i.i.d.), we assume for simplicity that the considered model is LAN with linear paths, which falls in the framework considered in [21], so we can borrow from that paper the definitions and their implications for efficiency. In fact, such an assumption is essentially weaker than the uniform type of control on $R_{n}(\theta, f)$ required below, see Sect. 1.7. All models considered in Sect. 2 admit such a LAN expansion, at least for a well-chosen parametrization of the model.
Semi-parametric structure. Here we define the notions of least favorable direction and efficient Fisher information following [21]. Let $\overline{\mathcal{F}}$ be the closure in $\mathcal{V}_{\eta_{0}}$ of the linear span of all elements of the type $\left(0, f-f_{0}\right)$, where $f$ belongs to $\mathcal{F}$. Let us define the element $(0, \gamma(\cdot)) \in \overline{\mathcal{F}}$ as the orthogonal projection of the vector $(1,0)$ onto the closed subspace $\overline{\mathcal{F}}$. The element $\gamma$ is called least favorable direction. For any $(s, g) \in \mathcal{V}_{\eta_{0}}$, one has the following decomposition

$$
\|s, g\|_{L}^{2}=\left(\|1,0\|_{L}^{2}-\|0, \gamma\|_{L}^{2}\right) s^{2}+\|0, g+s \gamma\|_{L}^{2} .
$$

The coefficient of $s^{2}$ is called efficient Fisher information and is denoted by $\tilde{I}_{\eta_{0}}=$ $\|1,0\|_{L}^{2}-\|0, \gamma\|_{L}^{2}$. If $\gamma$ is zero, we say there is no loss of information and denote the information simply by $I_{\eta_{0}}$. Note also that since $\|\cdot\|_{L}$ is a norm, $I_{\eta_{0}}=\|1,0\|_{L}^{2}$ is always nonzero. If $\tilde{I}_{\eta_{0}}$ itself is nonzero, let us also denote

$$
\Delta_{n, \eta_{0}}=\tilde{I}_{\eta_{0}}^{-1} W_{n}(1,-\gamma)
$$

In particular, an estimator $\hat{\theta}_{n}$ of $\theta_{0}$ is asymptotically linear and efficient if it satisfies $\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)=\Delta_{n, \eta_{0}}+o_{P_{\eta_{0}}^{(n)}}(1)$.
Local parameters. Throughout the paper, we use the following shorthand notation $h=\sqrt{n}\left(\theta-\theta_{0}\right)$ and $a=\sqrt{n}\left(f-f_{0}\right)$.

### 1.3 The case without loss of information

If there is no information loss, it holds $\|h, a\|_{L}^{2}=\|h, 0\|_{L}^{2}+\|0, a\|_{L}^{2}$ and $I_{\eta_{0}}=\tilde{I}_{\eta_{0}}=$ $\|1,0\|_{L}^{2}$ and $\Delta_{n, \eta_{0}}=W_{n}(1,0) /\|1,0\|_{L}^{2}$.
Concentration (C). Let $\varepsilon_{n}>0$ be a sequence such that $\varepsilon_{n} \rightarrow 0$ and $n \varepsilon_{n}^{2} \rightarrow+\infty$. The statistical model and the prior $\Pi$ satisfy condition (C) with rate $\varepsilon_{n}$ if there exists a sequence of measurable sets $\mathcal{F}_{n}$ in $\mathcal{F}$ such that

$$
\begin{aligned}
& \Pi\left(\left\{\eta \in \Theta \times \mathcal{F}_{n}, \quad\left\|\eta-\eta_{0}\right\|_{L} \leq \varepsilon_{n}\right\} \mid X^{(n)}\right) \rightarrow 1 \\
& \Pi^{\theta=\theta_{0}}\left(\left\{f \in \mathcal{F}_{n}, \quad\left\|0, f-f_{0}\right\|_{L} \leq \varepsilon_{n} / \sqrt{2}\right\} \mid X^{(n)}\right) \rightarrow 1
\end{aligned}
$$

as $n \rightarrow+\infty$, in $\mathbf{P}_{\eta_{0}}^{(n)}$-probability.
Local shape ( $\mathbf{N}$ ). Let $R_{n}$ be defined by (2) and let $\varepsilon_{n}$ and $\mathcal{F}_{n}$ be as in (C). Let us denote $V_{n}=\left\{(\theta, f) \in \Theta \times \mathcal{F}_{n}, \quad\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L} \leq \varepsilon_{n}\right\}$. The model satisfies (N) with rate $\varepsilon_{n}$ over the sieve $\mathcal{F}_{n}$ if

$$
\sup _{(\theta, f) \in V_{n}} \frac{\left|R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right)\right|}{1+n\left(\theta-\theta_{0}\right)^{2}}=o_{P_{\eta_{0}}^{(n)}}(1) .
$$

Theorem 1 Let us assume that the prior $\Pi$ on $(\theta, f)$ satisfies $(\mathbf{P})$ and that the model and prior verify conditions $(\mathbf{C}),(\mathbf{N})$. Suppose there is no information loss, then it holds

$$
\sup _{B}\left|\Pi\left(B \times \mathcal{F} \mid X^{(n)}\right)-N\left(\theta_{0}+\frac{1}{\sqrt{n}} \Delta_{n, \eta_{0}}, \frac{1}{n} I_{\eta_{0}}^{-1}\right)(B)\right| \rightarrow 0
$$

as $n \rightarrow+\infty$, in $\mathbf{P}_{\eta_{0}}^{(n)}$-probability, where the supremum is taken over all measurable sets $B$ in $\Theta$. In words, the total variation distance between the marginal in $\theta$ of the posterior distribution and a Gaussian distribution centered at $\theta_{0}+\frac{1}{\sqrt{n}} \Delta_{n, \eta_{0}}$, of variance $\frac{1}{n} I_{\eta_{0}}^{-1}$, converges to zero, in $\mathbf{P}_{\eta_{0}}^{(n)}$-probability.

Condition (C) means that the posterior concentrates at $\varepsilon_{n}$-rate around the true $\eta_{0}$ in terms of $\|\cdot\|_{L}$. Sufficient conditions for ( $\mathbf{C}$ ) are discussed in Sect. 1.6. Condition $(\mathbf{N})$ controls how much the likelihood ratio differs locally from the one of a Gaussian experiment and is studied in Sect. 1.7. Note that assumptions ( $\mathbf{P}$ ) -the parametric part of the prior must charge $\theta_{0}-,(\mathbf{N})$-which is about the shape of the model- and (C)-which enables us to localize in a neighborhood of the true $\eta_{0}$ - compare in their spirit to the assumptions for the parametric Bernstein-von Mises theorem as stated in [20][Sect. 7.3, Prop.1]. One can also note that Theorem 1 actually yields a result in the particular case where $f$ is known. In this case, the Theorem implies that if posterior concentration occurs at rate $\varepsilon_{n}=M_{n} n^{-1 / 2}$ for some $M_{n} \rightarrow \infty$ (for instance $M_{n}=\log n$ say) and if the uniform LAN property ( $\mathbf{N}$ ) in $\theta$ holds in that neighborhood of size $M_{n} n^{-1 / 2}$ then the (parametric) BVM theorem holds.

### 1.4 The case with information loss

Here we shall restrict our investigations to Gaussian priors for $\pi_{f}$. Roughly, this enables us to change variables in the expression $\left\|0, f-f_{0}+\left(\theta-\theta_{0}\right) \gamma\right\|_{L}^{2}$ by setting $g=f+\left(\theta-\theta_{0}\right) \gamma\left(\right.$ or $g=f+\left(\theta-\theta_{0}\right) \gamma_{n}$, where $\gamma_{n}$ is close enough to $\gamma$ ).

Suppose $\pi_{f}$ is the distribution associated to a centered Gaussian process taking its values almost surely in a separable Banach space $\mathbb{B}$. For an overview of the basic properties of these objects and applications to Bayesian nonparametrics, we refer to [29,30]. Two examples of families of Gaussian priors are considered in Sect. 2, see (10)-(14).

Let $\mathbb{H}$ be the Reproducing Kernel Hilbert Space (RKHS) of the Gaussian process. For a zero-mean real-valued Gaussian stochastic process ( $W_{t}, t \in T$ ) for some index set $T$, this space is defined through the covariance function $K: T \times T \rightarrow \mathbb{R}$, $K(s, t)=E\left(W_{s} W_{t}\right)$ as the completion $\mathbb{H}$ of the set of all linear functions

$$
t \rightarrow \sum_{i=1}^{k} \lambda_{i} K\left(s_{i}, t\right), \quad \lambda_{1}, \ldots, \lambda_{k} \in \mathbb{R}, s_{1}, \ldots, s_{k} \in \mathbb{R}, k \in \mathbb{N}
$$

with respect to the norm $\|\cdot\|_{\mathbb{H}}$ induced by the inner product

$$
\left\langle\sum_{i=1}^{k} \lambda_{i} K\left(s_{i}, t\right), \sum_{j=1}^{l} \mu_{j} K\left(t_{j}, t\right)\right\rangle_{\mathbb{H}}=\sum_{i=1}^{k} \sum_{j=1}^{l} \lambda_{i} \mu_{j} K\left(s_{i}, t_{j}\right) .
$$

If the Gaussian process is given as a Borel measurable map in a Banach space, $\mathbb{H}$ is generally defined in a more abstract way through the Pettis integral, but both definition coincide in general, see [30], Sect. 2, for a detailed discussion.

We shall assume that the space $\mathbb{H}$ is "large enough" so that the least favorable direction $\gamma$ introduced above can be approximated by elements of $\mathbb{H}$. Suppose that there exists $\rho_{n} \rightarrow 0$ and a sequence $\gamma_{n}$ of elements in $\mathbb{H}$ such that for all $n>0, \gamma_{n}-\gamma$ belongs to $\mathcal{G}_{\eta_{0}}$ and

$$
\begin{equation*}
\left\|\gamma_{n}\right\|_{\mathbb{H}}^{2} \leq 2 n \rho_{n}^{2} \quad \text { and } \quad\left\|0, \gamma_{n}-\gamma\right\|_{L} \leq \rho_{n} . \tag{3}
\end{equation*}
$$

Concentration ( $\mathbf{C}^{\prime}$ ). The model verifies condition $\left(\mathbf{C}^{\prime}\right)$ with rate $\varepsilon_{n}$ if there exists a sequence of measurable sets $\mathcal{F}_{n}$ in $\mathcal{F}$ such that, if $\mathcal{F}_{n}(\theta)=\left(\mathcal{F}_{n}+\left(\theta-\theta_{0}\right) \gamma_{n}\right)$,

$$
\begin{aligned}
& \Pi\left(\left\{\eta \in \Theta \times \mathcal{F}_{n}, \quad\left\|\eta-\eta_{0}\right\|_{L} \leq \varepsilon_{n}\right\} \mid X^{(n)}\right) \rightarrow 1 \\
& \inf _{\left|\theta-\theta_{0}\right| I_{\eta_{0}}^{1 / 2} \leq \varepsilon_{n}} \Pi^{\theta=\theta_{0}}\left(\left\{f \in \mathcal{F}_{n}(\theta), \quad\left\|0, f-f_{0}\right\|_{L} \leq \varepsilon_{n} / 2\right\} \mid X^{(n)}\right) \rightarrow 1
\end{aligned}
$$

as $n \rightarrow+\infty$, in $P_{\eta_{0}}^{(n)}$-probability. We also assume that for some $c, d>0$, it holds

$$
\Pi\left(B_{K L, n}\left(\eta_{0}, d \varepsilon_{n}\right)\right) \geq \exp \left(-c n \varepsilon_{n}^{2}\right) \quad \text { and } \quad \pi_{f}\left(B_{K L, n}^{\theta=\theta_{0}}\left(f_{0}, d \varepsilon_{n}\right)\right) \geq \exp \left(-c n \varepsilon_{n}^{2}\right)
$$

Local Shape ( $\mathbf{N}^{\prime}$ ). Let $V_{n}=\left\{(\theta, f) \in \Theta \times \mathcal{F}_{n}, \quad\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\}$. Assume that for any $(\theta, f)$ in $V_{n}$, the function $f-\left(\theta-\theta_{0}\right) \gamma_{n}$ belongs to $\mathcal{F}$ and that

$$
\sup _{(\theta, f) \in V_{n}} \frac{\left|R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f-\left(\theta-\theta_{0}\right) \gamma_{n}\right)\right|}{1+n\left(\theta-\theta_{0}\right)^{2}}=o_{P_{\eta_{0}}^{(n)}}(1) .
$$

Our last assumption is related to how well the least favorable direction is approximated by elements of $\mathbb{H}$. As $n \rightarrow+\infty$ suppose

$$
\text { (E) } \quad \sqrt{n} \varepsilon_{n} \rho_{n}=o(1) \quad \text { and } \quad W_{n}\left(0, \gamma-\gamma_{n}\right)=o_{P_{\eta_{0}}^{(n)}}(1) \text {. }
$$

Theorem 2 Let us assume that the prior $\Pi=\pi_{\theta} \otimes \pi_{f}$ on $(\theta, f)$ satisfies $(\mathbf{P})$, that $\pi_{f}$ is a Gaussian prior, that $\tilde{I}_{\eta_{0}}>0$ and that the least favorable direction $\gamma$ can be approximated according to (3). Suppose that conditions $\left(\mathbf{C}^{\prime}\right),\left(\mathbf{N}^{\prime}\right)$ and $(\mathbf{E})$ are satisfied. Then it holds

$$
\sup _{B}\left|\Pi\left(B \times \mathcal{F} \mid X^{(n)}\right)-N\left(\theta_{0}+\frac{1}{\sqrt{n}} \Delta_{n, \eta_{0}}, \frac{1}{n} \tilde{I}_{\eta_{0}}^{-1}\right)(B)\right| \rightarrow 0
$$

as $n \rightarrow+\infty$, in $P_{\eta_{0}}^{(n)}$-probability, where the supremum is taken over all measurable sets $B$ in $\Theta$.

The assumptions are similar in nature to the ones of Theorem 1, with additional requirements about the least favorable direction $\gamma$ and Gaussianity of $\pi_{f}$. These assumptions are further discussed in Sects. 1.8 and 2.4. For the moment let us only note that $\gamma$ might in fact lie in $\mathbb{H}$, in which case (3) and (E) are trivially satisfied.

### 1.5 Comments on centering and applications to confidence intervals

Centering. The Bernstein-von Mises theorem is sometimes stated with the target Gaussian distribution centered at the maximum likelihood estimator. Here the approach we consider is slightly more general. As we show in the next paragraph, the conclusions of Theorems 1 or 2 imply a statement with a centering at any arbitrary asymptotically linear and efficient estimator of $\theta$. The centering is thus in a way the best possible one can expect. We note that it does not require to prove any property of the maximum likelihood estimator. This approach was first introduced by Le Cam, see [26, pp. 678-679], and [27, Chapter 10], for a discussion.

Let $\tilde{\theta}_{n}$ be any estimator such that $\sqrt{n}\left(\tilde{\theta}_{n}-\theta_{0}\right)=\Delta_{n, \eta_{0}}+o_{P_{\eta_{0}}}(1)$, as $n \rightarrow+\infty$, where as above we denote $\Delta_{n, \eta_{0}}=\tilde{I}_{\eta_{0}}^{-1} W_{n}(1,-\gamma)$. In other words, $\tilde{\theta}_{n}$ is asymptotically linear and efficient (the asymptotic variance of $\sqrt{n}\left(\tilde{\theta}_{n}-\theta_{0}\right)$ equals the information bound $\tilde{I}_{\eta_{0}}^{-1}$ ). Due to the invariance by location and scale changes of the total variation distance on $\mathbb{R}$ and the assumed property of $\tilde{\theta}_{n}$, one has

$$
\sup _{B}\left|N\left(\theta_{0}+\frac{1}{\sqrt{n}} \Delta_{n, \eta_{0}}, \frac{1}{n} \tilde{I}_{\eta_{0}}^{-1}\right)(B)-N\left(\tilde{\theta}_{n}, \frac{1}{n} \tilde{I}_{\eta_{0}}^{-1}\right)(B)\right| \rightarrow 0,
$$

in probability. If the conclusion of Theorems 1 or 2 holds, the posterior is in the limit like $N\left(\theta_{0}+\Delta_{n, \eta_{0}} / \sqrt{n}, \tilde{I}_{\eta_{0}}^{-1} / n\right)$ in the total variation sense, and thus one gets automatically the same result for the Gaussian target distribution replaced by $N\left(\tilde{\theta}_{n}, \tilde{I}_{\eta_{0}}^{-1} / n\right)$.

In particular, if the maximum likelihood estimator $\hat{\theta}^{M L E}$ is asymptotically linear and efficient, that is $\sqrt{n}\left(\hat{\theta}^{M L E}-\theta_{0}\right)=\Delta_{n, \eta_{0}}+o_{P_{\eta_{0}}}(1)$ then one deduces the form of the BVM theorem with the centering at $\hat{\theta}^{M L E}$. But as seen above, the result can in fact be stated with centering at any other (asymptotically linear and) efficient estimator. Application to confidence intervals. Let us consider the random interval having as endpoints the $2.5 \%$ and $97.5 \%$ percentiles of the posterior marginal $\Pi\left(\cdot \times \mathcal{F} \mid X^{(n)}\right)$. It is the interval $\left[A_{n}, B_{n}\right]$ such that

$$
\Pi\left(\left(-\infty, A_{n}\right) \times \mathcal{F} \mid X^{(n)}\right)=0.025, \quad \Pi\left(\left(B_{n},+\infty\right) \times \mathcal{F} \mid X^{(n)}\right)=0.025
$$

Note that $\left[A_{n}, B_{n}\right]$ is accessible in practice as soon as simulation from the posterior marginal is feasible. Now, the conclusion of the BVM theorem implies that [ $A_{n}, B_{n}$ ] coincides asymptotically with the interval having as endpoints the same percentiles but for the distribution $N\left(\theta_{0}+\Delta_{n, \eta_{0}} / \sqrt{n}, \tilde{I}_{\eta_{0}}^{-1} / n\right)$. Simple verifications reveal that the latter interval contains $\theta_{0}$ with probability $95 \%$. Hence $\left[A_{n}, B_{n}\right]$ is asymptotically a $95 \%$-confidence interval in the frequentist sense. Moreover, it holds

$$
\left[A_{n}, B_{n}\right]=\left[\tilde{\theta}_{n}+\frac{\Phi^{-1}(0.025)}{\sqrt{n} \tilde{I}_{\eta_{0}}^{1 / 2}}+o_{P}\left(n^{-1 / 2}\right), \tilde{\theta}_{n}+\frac{\Phi^{-1}(0.975)}{\sqrt{n} \tilde{I}_{\eta_{0}}^{1 / 2}}+o_{P}\left(n^{-1 / 2}\right)\right]
$$

for any asymptotically linear and efficient $\tilde{\theta}_{n}$. In particular, Bayes and frequentist credible regions asymptotically coincide. An advantage of the Bayes approach is that, to build $\left[A_{n}, B_{n}\right.$ ], estimation of $\tilde{I}_{\eta_{0}}$ is not required.

### 1.6 Tests and concentration: about conditions (C), ( $\mathbf{C}^{\prime}$ )

In this subsection, we give sufficient conditions for $(\mathbf{C})$ and $\left(\mathbf{C}^{\prime}\right)$ following [12,13]. Suppose that there exist two semi-metrics $d_{n}$ and $e_{n}$ (possibly depending on $n$ ) on $\mathcal{E}$ satisfying the following property. There exist universal constants $\xi>0$ and $K>0$ such that for every $\varepsilon>0, n>0$, for each $\eta_{1} \in \mathcal{E}$ with $d_{n}\left(\eta_{1}, \eta_{0}\right)>\varepsilon$, there exists a test $\phi_{n}$ such that

$$
\begin{equation*}
\mathbf{P}_{\eta_{0}}^{(n)} \phi_{n} \leq e^{-K n \varepsilon^{2}}, \quad \sup _{\eta \in \mathcal{E}, e_{n}\left(\eta, \eta_{1}\right)<\xi \varepsilon} \mathbf{P}_{\eta}^{(n)}\left(1-\phi_{n}\right) \leq e^{-K n \varepsilon^{2}} . \tag{4}
\end{equation*}
$$

Let $\varepsilon_{n} \rightarrow 0, n \varepsilon_{n}^{2} \rightarrow+\infty$, let $\mathcal{A}_{n} \subset \mathcal{E}$ be a sequence of measurable sets and $C_{1}, \ldots, C_{4}$ positive constants such that, as $n \rightarrow+\infty$,

$$
\begin{gather*}
\log N\left(C_{1} \varepsilon_{n}, \mathcal{A}_{n}, e_{n}\right) \leq C_{2} n \varepsilon_{n}^{2}  \tag{5}\\
\Pi\left(\mathcal{E} \backslash \mathcal{A}_{n}\right) \leq \exp \left(-n \varepsilon_{n}^{2}\left(C_{3}+4 C_{4}^{2}\right)\right),  \tag{6}\\
\Pi\left(B_{K L, n}\left(\eta_{0}, C_{4} \varepsilon_{n}\right)\right) \geq \exp \left(-n \varepsilon_{n}^{2} C_{3}\right) \tag{7}
\end{gather*}
$$

Lemma 1 Let us assume that (5), (6), (7) hold. Thenfor M large enough, the posterior $\Pi\left(\left\{\eta \in \mathcal{E}, d_{n}\left(\eta, \eta_{0}\right) \leq M \varepsilon_{n}\right\} \mid X^{(n)}\right)$ tends to 1 as $n \rightarrow+\infty$, in $\mathbf{P}_{\eta_{0}}^{(n)}$-probability.

This lemma is a version of Theorem 1 in [12], with the constants $C_{i}$ adding some extra flexibility. More refined versions of this result could also be used, see [12]. More generally, any approach providing posterior rates could be used. For instance, in the i.i.d. setting for Hellinger's distance, one can also check the set of conditions considered in [25] to obtain posterior rates.

Let us now briefly discuss the meaning of the previous conditions. Condition (7) is in terms of the prior only and means that there should be enough prior mass in balls of size equal to the desired rate of convergence $\varepsilon_{n}$ around the true parameter $\eta_{0}$. Conditions of the same flavor, without the rate, appear already when proving consistency results, see for instance [23], and they enable to control the denominator of the Bayes ratio. Condition (5) requires the entropy over a sieve set $\mathcal{A}_{n}$ with respect to $e_{n}$ to be controlled. This is a way of controlling the complexity of the model on a set which should capture most prior mass, as required by Condition (6). Note also that the latter condition can be checked independently using the next Lemma.

Lemma 2 If $\varepsilon_{n} \rightarrow 0$ and $n \varepsilon_{n}^{2} \rightarrow+\infty$, if $\mathcal{A}_{n} \subset \mathcal{E}$ is a measurable set such that

$$
\Pi\left(\mathcal{E} \backslash \mathcal{A}_{n}\right) / \Pi\left(B_{K L, n}\left(\eta_{0}, \varepsilon_{n}\right)\right) \leq \exp \left(-2 n \varepsilon_{n}^{2}\right)
$$

then $\Pi\left(\mathcal{A}_{n} \mid X^{(n)}\right) \rightarrow 1$ as $n \rightarrow+\infty$, in $\mathbf{P}_{\eta_{0}}^{(n)}$-probability.
Finally, with (4) we require that it is possible to test a point versus a ball using semidistances $d_{n}, e_{n}$ with exponential decrease of the error probabilities. This testing condition is particularly useful when dealing with non i.i.d. data and it has been checked in the literature for a variety of frameworks. For a detailed discussion and examples we refer the reader to [12] (see also Lemma 3 and Sect. 4.3). In fact, in some frameworks condition (4) will be automatically satisfied. In the case of i.i.d. data for instance, general results in $[2,19]$ on existence of tests between convex sets of probability measures imply that such tests always exist when $d_{n}=e_{n}$ is the total variation or Hellinger metric, see for instance [13, Sect. 7].

Lemma 1 returns a result in terms of the semi-distance $d_{n}$ appearing in the testing condition (think, for instance, of Hellinger's distance in an i.i.d. framework). To obtain (C), some link has to be made between the target metric $\|\cdot\|_{L}$ appearing in the LAN expansion and $d_{n}$. In some cases, those might be equivalent or at least there might exist a $D>0$ such that for any sequence $r_{n} \rightarrow 0$ as $n \rightarrow+\infty$, for $n$ large enough it holds

$$
\begin{equation*}
\left\{\eta \in \mathcal{E}, d_{n}\left(\eta, \eta_{0}\right)^{2} \leq r_{n}^{2}\right\} \subset\left\{\eta=(\theta, f),\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2} \leq D r_{n}^{2}\right\} \tag{8}
\end{equation*}
$$

If (5), (6), (7) and (8) hold, then (C) holds. For instance, in the Gaussian white noise model considered in Sect. 2.1, one can take $d_{n}$ equal to the $L^{2}$-distance, and it can be checked that $\|\cdot\|_{L}$ satisfies (8), see Lemma 4. However, in some situations the relation between those distances might be more involved (see for instance, in the case
of Cox's model, the proof of Theorem 5). Then it might not be straightforward at all to compare the above distances and this might result in a lower rate than $r_{n}$ for the concentration of the posterior in terms of $\|\cdot\|_{L}$.

The condition involving $\Pi^{\theta=\theta_{0}}$ can be checked similarly. In fact, often, one starts by choosing a prior $\pi_{f}$ which is adapted to the nonparametric situation where $\theta$ is fixed, then check the condition in the model where $\theta=\theta_{0}$ and in a second step check the condition on $(\theta, f)$ about semiparametric concentration. Regarding ( $\mathbf{C}^{\prime}$ ), the assumption on $\Pi^{\theta=\theta_{0}}$ is not much more difficult to check than (C), especially if the sieves have ball-shapes (this is the case for the sieve used for Gaussian priors in this paper), since a translation by a small quantity can be absorbed by considering a ball of slightly larger radius. The assumption about KL-neighborhoods is classical in the literature, see also above.

We also underline the fact that for Gaussian priors on $\pi_{f}$, recent results of [29] provide tools for checking concentration conditions in many estimation frameworks. In particular, explicit evaluations of the rate of convergence $\varepsilon_{n}$ are often available at least for some distance $d$ and a natural choice of sieves $\mathcal{F}_{n}$ is provided by Borell's inequality. Detailed statements can be found in Sect. 5.

### 1.7 About the shape conditions ( $\mathbf{N}$ ), ( $\mathbf{N}^{\prime}$ )

First note that if $\Delta R_{n}(\theta, f)$ denotes $R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right)$, it holds

$$
\ell_{n}(\theta, f)-\ell_{n}\left(\theta_{0}, f\right)=-\frac{n}{2} I_{\eta_{0}}\left(\theta-\theta_{0}\right)^{2}+\sqrt{n}\left(\theta-\theta_{0}\right) W_{n}(1,0)+\Delta R_{n}(\theta, f)
$$

and a similar identity holds for $\ell_{n}(\theta, f)-\ell_{n}\left(\theta_{0}, f-\left(\theta-\theta_{0}\right) \gamma\right)$ in the information loss case, involving $\tilde{I}_{\eta_{0}}$ and $W_{n}(1,-\gamma)$. Thus ( $\left.\mathbf{N}\right)$, $\left(\mathbf{N}^{\prime}\right)$ quantify how much these likelihood differences differ from a "parametric"-type likelihood. Note also that (N) is weaker than a condition where the difference of $R_{n}$ 's would be replaced by the single $R_{n}(\theta, f)$. The two conditions can nevertheless be equivalent, for instance if $R_{n}\left(\theta_{0}, f\right)=0$ as is the case for the model (9) of translation parameter estimation considered in Sect. 2.

Note that there is no term $\left\|0, f-f_{0}\right\|_{L}$ appearing in the control of $R_{n}(\theta, f)$. One could ask whether it is possible to get results under a weaker condition involving $\left\|0, f-f_{0}\right\|_{L}$. Let us consider for instance the assumption

$$
\begin{equation*}
\sup _{(\theta, f) \in V_{n}} \frac{\left|R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right)\right|}{1+h^{2}+\delta_{n}\|0, a\|_{L}^{2}}=o_{P_{\eta_{0}}^{(n)}}(1), \tag{M}
\end{equation*}
$$

where $\delta_{n}$ is a sequence tending to zero. We believe that it is possible to replace ( $\mathbf{N}$ ) by (M) only at the cost of assuming that $n \varepsilon_{n}^{2} \delta_{n} \rightarrow 0$, as $n \rightarrow+\infty$. But then (M) does not improve on ( $\mathbf{N}$ ) because on $V_{n}$, we would then have $\delta_{n}\|0, a\|_{L}^{2} \leq n \varepsilon_{n}^{2} \delta_{n}=o(1)$. Here is a brief heuristical justification of the preceding claim. The effect of a perturbation of the likelihood of the order $\delta_{n}\|0, a\|_{L}^{2}$ makes appear additional terms of the type $\Pi\left(\exp \left\{\delta_{n}\|0, a\|_{L}^{2}\right\} \mid X^{(n)}\right)$ in the proofs. If the posterior contracts at rate exactly $\varepsilon_{n}$, those are of the order of $\exp \left(\delta_{n} n \varepsilon_{n}^{2}\right)$ hence the condition.

Let us still give more insight into condition ( $\mathbf{N}$ ) by considering a special case. In the i.i.d. case with observations $\left(X_{1}, \ldots, X_{n}\right)$, let us assume that the likelihood can be written in the form $(\theta, f) \rightarrow \sum_{i=1}^{n} \ell\left(\theta, f\left(X_{i}\right)\right)$. Then, provided enough regularity is present in the model, we might want to see $R_{n}(\theta, f)$ as the remainder of a Taylor expansion of the preceding function around ( $\theta_{0}, f_{0}$ ). If we neglect the terms of Taylor's expansion of order higher than 3 , we are left with

$$
\begin{aligned}
R_{n}(\theta, f) \approx & \sum_{i=1}^{n}\left(\theta-\theta_{0}\right)^{3} g_{3,0}\left(\theta_{0}, f_{0}, X_{i}\right)+\left(\theta-\theta_{0}\right)^{2}\left(f-f_{0}\right)\left(X_{i}\right) g_{2,1}\left(\theta_{0}, f_{0}, X_{i}\right) \\
& +\left(\theta-\theta_{0}\right)\left(f-f_{0}\right)^{2}\left(X_{i}\right) g_{1,2}\left(\theta_{0}, f_{0}, X_{i}\right)+\left(f-f_{0}\right)^{3}\left(X_{i}\right) g_{0,3}\left(\theta_{0}, f_{0}, X_{i}\right)
\end{aligned}
$$

where the $g$ 's denote (up to numerical constants) the partial derivatives at the order 3 . By subtracting $R_{n}\left(\theta_{0}, f\right)$ the last term vanishes and

$$
R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right) \approx\left(\theta-\theta_{0}\right) h^{2} \overline{g_{3,0}}+h^{2} \overline{\left(f-f_{0}\right) g_{2,1}}+\sqrt{n} h \overline{\left(f-f_{0}\right)^{2} g_{1,2}}
$$

where the bar denotes the empirical mean. Since we are in a neighborhood of size $\varepsilon_{n}$ of $\left(\theta_{0}, f_{0}\right)$, the first term in the preceding display is $o\left(h^{2}\right)$, the second term is expected to be $h^{2} O\left(\left\|f-f_{0}\right\|\right)=o\left(h^{2}\right)$, while the last one should have order $O\left(h \sqrt{n}\left\|f-f_{0}\right\|^{2}\right)$. This might lead to a condition of the type $\sqrt{n} \varepsilon_{n}^{2} \rightarrow 0$, which limits the range of $\varepsilon_{n}$. This appears to be an analog of the "no-bias" condition arising in frequentist contexts (see e.g. [27, Sect. 25.8]). This is exactly what happens in Cox's model (one just needs to replace $R_{n}\left(\theta_{0}, f\right)$ by $R_{n}\left(\theta_{0}, f-\left(\theta-\theta_{0}\right) \gamma\right)$ but the argument remains unchanged), see Sect. 4.3. By contrast in model (9) we will show that no special assumption on $\varepsilon_{n}$ is needed, at least if $f_{0}$ is smooth enough.

Verification of $\left(\mathbf{N}^{\prime}\right)$ is similar to checking $(\mathbf{N})$. A possibility to obtain ( $\mathbf{N}^{\prime}$ ) is to establish that ( $\mathbf{N}$ ) holds together with the fact that a similar condition involving $R_{n}\left(\theta_{0}, f\right)-$ $R_{n}\left(\theta_{0}, f-\left(\theta-\theta_{0}\right) \gamma_{n}\right)$ holds.

Finally, let us comment on the assumption of LAN with linear paths and its link to $(\mathbf{N})-\left(\mathbf{N}^{\prime}\right)$. The first one requires a pointwise control of the remainder $R_{n}(\theta, f)$ in a neighborhood of size $1 / \sqrt{n}$ of the true while the second requires a uniform control over sieves of the differences $\Delta R_{n}(\theta, f)$ in a neighborhood of larger size $\varepsilon_{n}$. Though the second does not imply the first in general, the first is generally much easier to check. We also note that having LAN with linear paths is not needed for Theorems 1 and 2 to hold but assuming it enables to interpret the results in terms of efficiency (convolution theorems and resulting efficiency notions being established for models with LAN with linear paths in [21]).

### 1.8 About Gaussian priors, (3) and (E)

In the information loss case in Theorem 2, we assume that $\pi_{f}$ belongs to the class of Gaussian priors. This choice of prior entails some restrictions on the models we can deal with, the main one being that the random $f$ 's generated by the prior must be almost surely in $\mathcal{F}$. This excludes the modelling of nuisances $f$ with too many
restrictions. Simple types of restrictions such as symmetry or periodicity can nevertheless be handled, see for instance the example of prior (10).

A natural way to obtain (3) and (E) is as follows. The support of a Gaussian prior in $\mathbb{B}$ is the closure of its RKHS $\mathbb{H}$ in $\mathbb{B}$, see e.g. [30, Lemma 5.1]. Thus if $\gamma$ belongs to this support, then (3) is verified with $\|\cdot\|_{L}$ replaced by $\|\cdot\|_{\mathbb{B}}$. If these two norms combine correctly, one deduces a rate $\rho_{n}$ satisfying (3).

Even if the Gaussianity assumption is not satisfied, our proof can be adapted in some cases. For instance, as a referee pointed out, Theorem 2 carries over to the case of a finite mixture of Gaussian processes for $\pi_{f}$ by conditioning, as long as the assumptions are satisfied for each individual component of the mixture. An even further extension would be the case of continuous mixtures, but extra work would be needed to control uniformly the individual results on each component. Finally, in the special case of truncated series priors-with non-Gaussian components-, in the case explicit expressions would be available for the posterior, an analog of the change of variables used here could be considered component by component, although one would lose the interpretation in terms of RKHS.

## 2 Applications

2.1 Translation parameter estimation in Gaussian white noise

One observes sample paths of the process $\left\{X^{(n)}(t)\right\}$ such that

$$
\begin{equation*}
d X^{(n)}(t)=f(t-\theta) d t+\frac{1}{\sqrt{n}} d W(t), \quad t \in[-1 / 2,1 / 2], \tag{9}
\end{equation*}
$$

where the unknown function $f$ is symmetric (that is $f(-x)=f(x)$ for all $x$ ), 1 -periodic and when restricted to $[0,1]$, belongs to $L^{2}[0,1]$. The unknown parameter $\theta$ is the center of symmetry of the signal $f(\cdot-\theta)$ and is supposed to belong to $\left.\Theta=\left[-\tau_{0}, \tau_{0}\right] \subset\right]-1 / 4,1 / 4[$. Here $W$ is standard Brownian motion on $[-1 / 2,1 / 2]$. We shall work in the asymptotic framework $n \rightarrow+\infty$.

Model (9) can be seen as an idealized version in continuous time of a signal processing problem where one would observe discretely sampled and noisy observations of a symmetric signal, see for instance [15] and references therein for the parametric case and [7] for frequentist estimators in the semiparametric case.

Let us define $\mathcal{F}$ as the linear space of all symmetric square-integrable functions $f:[-1 / 2,1 / 2] \rightarrow \mathbb{R}$ and, for simplicity in the definitions of the classes of functions below, such that $\int_{0}^{1} f(u) d u=0$. We extend any $f \in \mathcal{F}$ by 1-periodicity and denote its real Fourier coefficients by $f_{k}=\sqrt{2} \int_{0}^{1} f(u) \cos (2 \pi k u) d u, k \geq 1$. Note that we can still denote by $f_{0}$ the "true" function $f$. Let us denote $\varepsilon_{k}(\cdot) \triangleq \cos (2 \pi k$.) for $k \geq 0$. Finally $\|\cdot\|$ is the $L^{2}$-norm over $[-1 / 2,1 / 2]$.
Conditions (R). A function $f=\left(f_{k}\right)_{k \geq 1}$ is said to fulfill conditions ( $\mathbf{R}$ ) if there exist reals $\rho>0, L>0$ and $\beta>1$ such that $\left|f_{1}\right| \geq \rho$ and $\sum_{k \geq 1} k^{2 \beta} f_{k}^{2} \leq L^{2}$. In the sequel it is assumed that the true $f_{0}$ satisfies conditions ( $\mathbf{R}$ ).

The likelihood associated to a path $X^{(n)}$ in (9) is defined with the help of a common dominating measure, here the probability $\mathbf{P}_{0}^{(n)}$ generated by $1 / \sqrt{n}$ times Brownian motion on $[-1 / 2,1 / 2]$. Thanks to Girsanov's formula,

$$
\frac{d \mathbf{P}_{\theta, f}^{(n)}}{d \mathbf{P}_{0}^{(n)}}\left(X^{(n)}\right)=\exp \left\{n \int_{-1 / 2}^{1 / 2} f(u-\theta) d X^{(n)}(u)-\frac{n}{2} \int_{-1 / 2}^{1 / 2} f(u-\theta)^{2} d u\right\}
$$

and $2 K\left(\mathbf{P}_{\theta, f}^{(n)}, \mathbf{P}_{\tau, g}^{(n)}\right)=V\left(\mathbf{P}_{\theta, f}^{(n)}, \mathbf{P}_{\tau, g}^{(n)}\right)=n\|f(\cdot-\theta)-g(\cdot-\tau)\|^{2}$ as simple calculations reveal. Moreover, in model (9) there is no information loss (see Sect. 4.1), thus we are in the framework of Theorem 1.
Prior. For the parametric part $\pi_{\theta}$ of the prior, we choose any probability measure which satisfies condition ( $\mathbf{P}$ ) (for instance the uniform measure on $[-1 / 4,1 / 4]$ ). The nonparametric part $\pi_{f}$ is chosen among a family of Gaussian priors parametrized by a real parameter $\alpha$. Let $\left\{v_{k}\right\}_{k \geq 1}$ be a sequence of independent standard normal random variables and for any $k>0$ and $\alpha>1$ let $\sigma_{k}=k^{-1 / 2-\alpha}$. The prior $\pi_{f}^{\alpha}$ is the distribution generated by

$$
\begin{equation*}
f(\cdot)=\sum_{k=1}^{+\infty} \sigma_{k} v_{k} \varepsilon_{k}(\cdot) \tag{10}
\end{equation*}
$$

Let us also define $\pi_{f, k(n)}^{\alpha}$ as the distribution of $g(\cdot)=\sum_{k=1}^{k(n)} \sigma_{k} \nu_{k} \varepsilon_{k}(\cdot)$, where $k(n)$ is a strictly increasing sequence of integers. The latter prior depends on $n$, which is often viewed as non-desirable, but the entropy bounds involved to get posterior convergence are easier to obtain since just a finite number of Fourier coefficients are involved for all $n$. This also explains why for this prior the domain where the BVM-theorem holds is slightly larger in the following theorem. In both cases $\alpha$ can be seen as the "regularity" of the prior and the rate convergence of the associated posterior for estimating $f$ of Sobolev-regularity $\beta$ is quantified in Lemma 14.

Theorem 3 Suppose that $f_{0}$ satisfies $(\mathbf{R})$ with regularity $\beta>1$. Let the prior $\pi_{\theta}$ satisfy $(\mathbf{P})$ and let $\pi_{f}$ be defined by (10) for some $\alpha>1$. Then conditions $(\mathbf{C})$ and $(\mathbf{N})$ of Theorem 1 are satisfied for pairs $(\beta, \alpha)$ such that the corresponding point in Fig. 1 lies in the shaded area. In particular, the BVM theorem holds in this region. For the prior $\pi_{f, k(n)}^{\alpha}$ with $k(n)=\left\lfloor n^{1 /(2 \alpha+1)}\right\rfloor$, the same holds in the region delimited by the 'triangle'-curve.

The region for which $\beta>1$ and $\alpha>1$ delimited by the 'square'-curve in Fig. 1 can be regarded as the 'best possible' region, since it describes true functions and priors which have at least one derivatives in a weak ( $L^{2}$-) sense. This condition on $\beta$ is necessary to have a finite Fisher information, which here equals $\left\|f_{0}^{\prime}\right\|_{2}$. Thus with this respect the results of Theorem 3 are quite sharp, in that only a small strip in the region where $\alpha$ or $\beta$ are very close to 1 is not covered by Theorem 1. More precisely, the region where BVM holds is defined by $\alpha>1+\sqrt{3} / 2$ (resp $\alpha>3 / 2$ for the


Fig. 1 Translation model. Possible choices for $\pi_{f}$
truncated prior), $\beta>3 / 2$ and, finally, $\alpha<(3 \beta-2) /(4-2 \beta)$, which corresponds to the non-linear curve in Fig. 1. These mild conditions arise when checking ( $\mathbf{N}$ ).

For instance for $\beta=2$, any prior of the type (10) with $\alpha>1+\sqrt{3} / 2$ will do. This means also that in model (9) for $\beta \geq 2$, no condition on the nonparametric concentration rate $\varepsilon_{n}$ of the posterior is needed to get the semiparametric BVM theorem. For example, it can be easily seen that if $\beta=2$ and $\alpha$ increases, $\varepsilon_{n}$ becomes slower and slower (in fact if $\beta=2$ and $\alpha \geq 2$, then $\varepsilon_{n}$ can be as slow as $n^{-2 /(2 \alpha+1)}$, see [5]).

The results of Theorem 3 can be extended to other families of priors. For instance, for Gaussian series priors for which just an equivalent of $\sigma_{k}$ is available in the form of a power of $k^{-1}$ as $k \rightarrow \infty$, the method presented here could be adapted, since equivalents of the small ball probabilities are still available for these priors. One could also consider non-Gaussian priors in form of infinite series, in this case however, understanding the concentration properties of the posterior for $\pi_{f}$ in the nonparametric setting would be very desirable and will be the object of future research.

### 2.2 A functional data analysis model

A referee suggested, as a follow-up to the white noise model (9), to investigate what the theory would give in the following functional data analysis case of non-parametric regression. For $i=1, \ldots, n$, one observes independent realizations of

$$
\begin{gather*}
Y_{i}=f\left(t_{i}\right)+\sigma \varepsilon_{i}  \tag{11}\\
Z_{i}=f\left(t_{i}-\theta\right)+\tau \zeta_{i} \tag{12}
\end{gather*}
$$

with $\varepsilon_{i}, \zeta_{i}$ independent standard normal random variables. The pair $(\theta, f)$ is unknown and $t_{i}$ are fixed design points (say $t_{i}=i / n$, for $i=1, \ldots, n$ ). Here, the parameter of
interest $\theta$ represents the relative translation between the two groups observed through the $Y$ 's and $Z$ 's respectively.

This example indeed nicely illustrates how the theory can be applied in a framework with discrete observations, more directly related to real data applications. Another important difference with model (9) is that a loss of information occurs, as can be seen from the LAN expansion with linear paths arising for this model. Though, due to the similarity in structure it is still possible to use or adapt several of the arguments used for model (9). We shall now briefly describe and discuss the results.
Regularity conditions. Let us assume that the parameter set $\mathcal{E}=\Theta \times \mathcal{F}$ is such that $\Theta$ is a compact interval $\left.\left[-\tau_{0}, \tau_{0}\right] \subset\right]-1 / 2,1 / 2[$. The elements $f$ of $\mathcal{F}$ are square integrable functions on $[0,1]$ and extended by 1 -periodicity to $\mathbb{R}$. The complex Fourier basis is denoted $\psi_{k}(t)=e^{2 i k \pi t}$ and $g_{k}=\int_{0}^{1} g(t) \psi_{-k}(t) d t$ for any $g \in \mathcal{F}$.

We further assume that the true function $f_{0}$ fulfills some regularity conditions. For some $\rho>0, \beta>1, L_{1}>0, L_{2}>0$, the function $f_{0}$ belongs to the following class of continuously differentiable functions ( $\mathcal{C}^{1}$ functions)

$$
\mathcal{C}\left(\beta, \rho, L_{1}, L_{2}\right)=\left\{g \in \mathcal{C}^{1}, g_{0}=0,\left|g_{1}\right| \geq \rho, \sum_{k \in \mathbb{Z}} k^{2 \beta}\left|g_{k}\right|^{2} \leq L_{1}^{2}, \sum_{k \in \mathbb{Z}}\left|k g_{k}\right| \leq L_{2}\right\} .
$$

We also assume that the noise variances $\sigma, \tau$ are known and we set $\sigma=\tau=1$.
Prior. The prior $\Pi$ on $(\theta, f)$ is chosen of the form $\pi_{\theta} \otimes \pi_{f}$ with $\pi_{f}$ a Gaussian series prior. To simplify we shall take finite series, which suffice to illustrate our point, but the case of infinite series could also be considered, so we set

$$
\begin{equation*}
g(\cdot)=\sigma_{0} \nu_{0}+\sum_{k=1}^{k(n)} \sigma_{2 k} \nu_{2 k} \cos (2 \pi k \cdot)+\sigma_{2 k-1} \nu_{2 k-1} \sin (2 \pi k \cdot), \tag{13}
\end{equation*}
$$

where $k(n) \rightarrow+\infty$ is an increasing sequence of integers, $v_{k}$ is a sequence of independent standard normal variables, and $\sigma_{k}$ the sequence $\sigma_{2 k}=\sigma_{2 k+1}=k^{-\alpha-1 / 2}$ for $k \geq 1$ and $\sigma_{0}=1$. For $k(n)$ we choose $k(n)=\left\lfloor n^{1 /(2 \alpha+1)}\right\rfloor$.

Theorem 4 Suppose that $f_{0}$ satisfies the above regularity conditions with $\beta>3 / 2$. Let the prior $\pi_{\theta}$ satisfy $(\mathbf{P})$ and let $\pi_{f}$ be defined by (13) for some $\alpha>3 / 2$. Then the semiparametric BVM theorem holds in model (11)-(12) for all pairs $(\beta, \alpha)$ such that $\alpha>3 / 2$ and $\alpha<2 \beta-3 / 2$.

The region in $(\beta, \alpha)$ defined by these two conditions is an (affine) convex cone (see the next section for a picture of a similar region for Cox model). One can also notice that this region is included in the region obtained for the same prior in the previous model and depicted in Fig. 1 by the 'triangle'-curve. The proof of Theorem 4 is in the same spirit as the one of Theorem 3. We shall not give the full proof here but only check ( $\mathbf{E}$ ). This will be done in Sect. 4.2, where we show that the limiting condition $\alpha<2 \beta-3 / 2$ originates from (E). More precisely, $\sqrt{n} \varepsilon_{n} \rho_{n} \rightarrow 0$ is only satisfied if the least favorable direction can be well enough approximated by the RKHS of the prior.

As long as we choose $\alpha$ not too large, the BVM theorem holds for any $\beta$ larger than a reasonably small value. For instance, for $\alpha=2$ we need $\beta>1.75$ and for $\alpha=3$ we need $\beta>2.25$. Since we have the choice of the parameter $\alpha$ of the prior, the best choice is the smallest possible $\alpha$. Since we need $\alpha>3 / 2$ one can take $\alpha=3 / 2+\delta$ for some small $\delta$ in which case Theorem 4 implies that the BVM theorem holds from $\beta>3 / 2+\delta / 2$.

### 2.3 Cox's proportional hazards model

The observations are a random sample from the distribution of the variable ( $T, \delta, Z$ ), where $T=X \wedge Y, \delta=\mathbf{1}_{X \leq Y}$, for some real-valued random variables $X, Y$ and $Z$. We assume that the variable $Z$, called covariate, is bounded by $M$ and admits a continuous density $\varphi$ with respect to Lebesgue's measure on $[-M, M]$. Suppose that given $Z$, the variables $X$ and $Y$ are independent and that there exists a real $\tau>0$ such that $\mathbf{P}_{\eta_{0}}(X>\tau)>0$ and $\mathbf{P}_{\eta_{0}}(Y \geq \tau)=\mathbf{P}_{\eta_{0}}(Y=\tau)>0$. The conditional hazard function $\alpha$ of $X$ knowing $Z$ is defined by $\alpha(x) d x=\mathbf{P}(X \in[x, x+d x] \mid X \geq x, Z)$. Cox's model assumes that $\alpha(x)=e^{\theta Z} \lambda(x)$, where $\lambda$ is an unknown hazard function and $\theta$ a real parameter. For simplicity, we have assumed that $Z$ and $\theta$ are one-dimensional.

Let us assume that $\lambda_{0}$ is continuous and that there exists a $\rho>0$ such that, for all $x$ in $[0, \tau]$, one has $\lambda_{0}(x) \geq \rho>0$. We will denote $\Lambda(x)=\int_{0}^{x} \lambda(u) d u$. We also assume that $Y$ given $Z=z$ admits a continuous density $g_{z}$ with respect to Lebesgue's measure on $[0, \tau)$ with distribution function $G_{z}$ and that there exists $\rho^{\prime}>0$ such that $g_{z}(t) \geq \rho^{\prime}$ for almost all $z, t$. Finally we assume that the possible values of $\theta$ lie in some compact interval $\left[-\theta_{M}, \theta_{M}\right]$.

In this semiparametric framework the unknown parameter $\eta$ will be taken equal to $\eta=(\theta, \log \lambda)$. In the sequel we use the notation $r \triangleq \log \lambda$. Under these assumptions, the triplet $(T, \delta, Z)$ admits a density $f_{\eta}(t, d, z)$ with respect to the dominating measure $\mu=\left\{\mathcal{L}_{[0, \tau]}+\delta_{\tau}\right\} \otimes\left\{\delta_{0}+\delta_{1}\right\} \otimes \mathcal{L}_{[-M, M]}$, where $\mathcal{L}_{I}$ denotes Lebesgue's measure on the interval $I$ and

$$
\begin{aligned}
f_{\eta}(t, d, z)= & \left\{g_{z}(t) e^{-\Lambda(t) e^{\theta z}}\right\}^{1-d}\left\{\left(1-G_{z}(t-)\right) \lambda(t) e^{\theta z-\Lambda(t) e^{\theta z}}\right\}^{d} \varphi(z) \mathbf{1}_{t<\tau}(t) \\
& +\left\{\left(1-G_{z}(\tau-)\right) e^{-\Lambda(\tau) e^{\theta z}}\right\} \varphi(z) \mathbf{1}_{d=0, t=\tau}(d, t)
\end{aligned}
$$

The $\log$ likelihood-ratio associated to the data $\left(T_{i}, \delta_{i}, Z_{i}\right)_{i=1, \ldots, n}$ is

$$
\Lambda_{n}(\theta, r)=\sum_{i=1}^{n} \delta_{i}\left\{\left(r-r_{0}\right)\left(T_{i}\right)+\left(\theta-\theta_{0}\right) Z_{i}\right\}-\Lambda\left(T_{i}\right) e^{\theta Z_{i}}+\Lambda_{0}\left(T_{i}\right) e^{\theta_{0} Z_{i}}
$$

Prior. We construct $\Pi$ as $\pi_{\theta} \otimes \pi_{f}$ with $\pi_{\theta}$ having a positive continuous density with respect to Lebesgue's measure on a compact interval containing $\left[-\theta_{M}, \theta_{M}\right]$. As prior $\pi_{f}$ on $r=\log \lambda$, we take a Gaussian prior belonging to a 1-parameter family. For $\alpha>0$ and $W$ standard Brownian motion, we define the Riemann-Liouville type
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process with parameter $\alpha>0$ as

$$
\begin{equation*}
X_{t}=\int_{0}^{t}(t-s)^{\alpha-1 / 2} d W_{s}+\sum_{k=0}^{\alpha+1} Z_{k} t^{k}, \quad 0 \leq t \leq \tau \tag{14}
\end{equation*}
$$

where $Z_{0}, \ldots, Z_{\underline{\alpha}+1}, R_{t}$ are independent and $Z_{i}$ is standard normal. If $\alpha=1 / 2+k$, with $k \in \mathbb{N}$, then, up to the polynomial part, the process $X$ is simply $k$-times integrated Brownian motion. This prior generates a distribution on the space of continuous functions equipped with the sup-norm $\|\cdot\|_{\infty}$. Its properties for Bayesian estimation are studied in $[5,29]$ and summarized in Sect. 5, see in particular Lemma 16.

Theorem 5 Suppose that $\log \lambda_{0}$ belongs to $\mathcal{C}^{\beta}[0, \tau]$ with $\beta>3 / 2$. Suppose the least favorable direction $\gamma$ has Hölder regularity at least $2 \beta / 3$. Let the prior $\pi_{\theta}$ be defined as described above and $\pi_{f}$ be a Riemann-Liouville type process with parameter $\alpha>3 / 2$. Then the conditions $(\mathbf{P}),\left(\mathbf{C}^{\prime}\right),\left(\mathbf{N}^{\prime}\right)$ and $(\mathbf{E})$ of Theorem 2 are satisfied for pairs $(\beta, \alpha)$ such that the corresponding point in Fig. 2 lies in the shaded area. In particular, the BVM theorem holds when $\alpha>3 / 2$ and $\alpha<4 \beta / 3-1 / 2$.

The main difference with Theorem 3 is the triangular shape of the region we obtain. The origin of this shape is that, as an examination of the proof reveals, the rate $\zeta_{n}$ of estimation of the nonparametric part $r$ in terms of the LAN-norm must verify $\zeta_{n}=o\left(n^{-1 / 4}\right)$ to satisfy condition $\left(\mathbf{N}^{\prime}\right)$. Since we are able to choose $\zeta_{n}=\sqrt{n} \varepsilon_{n}^{2}$, where $\varepsilon_{n}$ is the rate in terms of the Hellinger distance, the condition is $n^{3 / 4} \varepsilon_{n}^{2} \rightarrow 0$. So, if $\alpha$ is much larger than $\beta$, the concentration rate of the posterior becomes too small and the condition cannot be fulfilled. As discussed in Sect. 1.7, this phenomenon corresponds to a "no-bias"-type condition. Note also that (E) imposes a somewhat similar condition by asking $\sqrt{n} \zeta_{n} \rho_{n} \rightarrow 0$, where $\rho_{n}$ is the approximation rate of $\gamma$.

The assumption that $\gamma$ is at least $2 \beta / 3$-Hölder actually makes this condition always weaker than the previous one, as can be checked from the expression of the rates $\varepsilon_{n}$ and $\zeta_{n}$, see Sect. 4.3. However, if one would allow for much less regular $\gamma$ 's, then (E) would become also here the limiting condition, as was the case for model (11)-(12). Finally note that the regularity condition on $\gamma$ is not difficult to check, due to the existence of an explicit form (24) for $\gamma$. For instance if $Y$ and $Z$ are independent, in which case $G_{z}(u)$ does not depend on $z$, then $\gamma$ has the same regularity as $\Lambda_{0}$ so its Hölder regularity is at least $\beta+1>2 \beta / 3$ and the condition is verified.

### 2.4 Discussion and perspectives

Comparison with the approach in [24]. First, the approach relies on properties of the non-parametric maximum likelihood $\hat{\theta}^{M L E}$ or rather, as the author notes, on an appropriately penalized version of it, where the penalty has to be tuned. As discussed above, it provides more generality to see the BVM theorem as centered at $\Delta_{n, \theta_{0}}$ (or at any efficient estimator of $\theta$ ). This way one does not have to carry out the work of showing that the "MLE" is efficient which would be in a way "doing the work twice". Moreover, sufficient conditions ensuring consistency and efficiency of the MLE might turn out slightly stronger than the ones for required for the (general form of the) BVM theorem to hold.

More importantly, several conditions in [24] are implicit, for instance, Conditions (14)-(15) on page 229. Roughly, Condition (14) says that the dependence in the parameter $\theta$ of the likelihood integrated with respect to $f$ should have a negligible contribution. This is an important step in the proof and putting it as an assumption appears problematic as soon as no explicit expressions for the quantities at stake are available. Also, computing the rate of $g_{n}(\hat{\theta})$ in [24], Conditions (9) and (14), as the author himself notes on page 230 "may require considerable effort" and seems a rather difficult task if no explicit formulas are available. By contrast, though we restrict our investigations to Gaussian process priors for $\pi_{f}$, we are able to give a simple interpretable condition (condition (E)) to treat the integrated likelihood in $f$, in terms of approximation properties of the least favorable direction by the RKHS of the prior.

To illustrate the relative ease of our conditions, let us take the example of Cox Model of Sect. 2.3. Note that the form of the prior (14) prevents from using explicit expressions. To verify $\left(\mathbf{C}^{\prime}\right)$, the general techniques of [13] can be used to obtain rates of posterior concentration. Since the RKHS of the prior (14) is well-known, checking (E) is not difficult, see Sect. 4. We do not have to deal with a nonparametric $\hat{\theta}^{M L E}$, which would in this example turn the study of the $g_{n}(\hat{\theta})$ in [24] even more complex, even putting aside the fact that no direct computations of the integrated likelihood seem possible for the considered model and prior, at least in a simple way.

Also, our approach enables a more thorough investigation of regularity issues. Indeed, while results in [24] are typically given for one fixed prior, here we pushed the analysis one step further by considering a priori all pairs $(\alpha, \beta)$ and providing positive results in full regions of the space with $(\beta, \alpha)$ coordinates, as represented in Figs. 1 and 2. In the case of the Gaussian white noise model for example, the region seems fairly optimal.

Shape of the satisfaction regions in $(\beta, \alpha)$. Several conclusions can be drawn from Figs. 1 and 2. The triangle-type shapes of the regions for Cox model (and for model (11)-(12), that we did not depict) suggest one should avoid choosing too smooth priors, for which $\alpha$ is very large compared to $\beta$. Two different cases can occur. First, the uniform control ( $\mathbf{N}^{\prime}$ ) might in some cases (e.g. Cox model) require that the size of the shrinking neighborhood, controlled by $\varepsilon_{n}$, be not too large. Due to the typical form of rates for Gaussian priors as established in [5,29], this fails for $\alpha$ large and $\beta$ small. Second, again for $\alpha$ large and $\beta$ small, the approximation of $\gamma$ by the RKHS of the prior can become too slow, preventing ( $\mathbf{E}$ ) to be true. This happens for model (11)-(12), and can also happen for Cox model if $\gamma$ is much less smooth than $\log \lambda_{0}$, as noted above.

The preceding suggests choosing a prior with $\alpha$ as small as allowed by the theory. For this $\alpha$ the semiparametric BVM theorem then holds for most $\beta$ 's. For instance, in model (11)-(12), the BVM theorem holds for all regularities $\beta$ 's of the true $f_{0}$ larger than $3 / 2+\delta / 2$ if one chooses $\alpha=3 / 2+\delta$ and a small $\delta>0$. Note also that we do not use here the knowledge of the "true" regularity $\beta$ of $f_{0}$. Our result says that the BVM theorem holds for some universal choice of $\alpha$. The effective concentration rate of the nonparametric part of the corresponding posterior will in general be slower than the "adaptive" rate for nonparametric estimation (the minimax rate on the corresponding class of functions of regularity $\beta$ ) which here would typically be in $n^{-\beta /(2 \beta+1)}$.

At least some care in the choice of the nonparametric part of the prior is needed in general, especially if a loss of information occurs. For some special models however, it can happen that most priors work. Model (9), where all priors with $\alpha>2$ work if $\beta$ is at least 2 , is an example. Nevertheless, we point out that in a forthcoming work we show that condition $(\mathbf{E})$ is necessary in general in that, in most cases, failure of $(\mathbf{E})$ will result in the BVM theorem not being satisfied, due to an extra bias term appearing in this case. The triangular shape of the satisfaction region thus appears to be unavoidable in general in the loss of information case.
Future work. Apart from the models studied here, the methods presented can already be applied to a variety of models, among which other Gaussian white noise models (e.g. the period estimation considered in [4]), the density estimation version of model (9), the class of partially linear models with Gaussian errors, see [14], to name a few. Beyond the scope of this paper, it would be interesting to extend Theorem 2 to nonGaussian priors, which would probably require an equivalent of the change of variables used here, in terms of measuring the influence of translations of small amplitude on the nonparametric part of the prior. Also, concentration results including construction of new types of sieves would have to be obtained for those priors. Future results in the Bayesian nonparametrics field will hopefully enable to answer these questions. Beyond "separated" semiparametric models with unknown $(\theta, f)$, obtaining results about finite-dimensional functionals of a nonparametric distribution is also of great interest. For sufficiently smooth functionals, the methods presented here can presumably be adapted, essentially by conditioning on the value of the functional of interest in the nonparametric prior and thus in a way recovering a type of separated structure in two parts for the integrals at stake. However, this framework deserves special attention, in particular due to the variety of situations which can arise (e.g. rates slower
that $n^{-1 / 2}$ even for simple functionals like the square norm of a density) and will be treated in future contributions.

## 3 Proof of the main results

### 3.1 Proof of Theorem 1

First one localizes the problem around the true parameter using the concentration result (C). Then one can use the local shape property ( $\mathbf{N}$ ) and further split up the likelihood in a " $\theta$-part" and a " $f$-part". For any $B$ Borel set in $\Theta$, let us denote $D=B \times \mathcal{F}$, then using the local sieve $V_{n}$ introduced for condition ( $\mathbf{N}$ ),

$$
\Pi\left(D \mid X^{(n)}\right)=\Pi\left(D \cap V_{n} \mid X^{(n)}\right)+\Pi\left(D \cap V_{n}^{c} \mid X^{(n)}\right)
$$

But $\Pi\left(D \cap V_{n}^{c} \mid X^{(n)}\right) \leq \Pi\left(V_{n}^{c} \mid X^{(n)}\right)$ and $\Pi\left(V_{n}^{c} \mid X^{(n)}\right)$ tends to 0 in probability as $n \rightarrow+\infty$ due to $(\mathbf{C})$. Note that if $\Pi^{A}$ denotes the restriction of the prior $\Pi$ to $A$, with the corresponding posterior we have

$$
\Pi\left(D \cap V_{n} \mid X^{(n)}\right)=\Pi^{V_{n}}\left(D \mid X^{(n)}\right) \Pi\left(V_{n} \mid X^{(n)}\right),
$$

and $\Pi\left(V_{n} \mid X^{(n)}\right)$ tends to 1 as $n \rightarrow+\infty$ in probability again due to $(\mathbf{C})$. Thus it is enough to focus on $\Pi^{V_{n}}\left(D \mid X^{(n)}\right)$, which explicitly is

$$
q_{n}(B) \triangleq \frac{\int \mathbf{1}_{B}(\theta) \int \mathbf{1}_{V_{n}}(\theta, f) \exp \Lambda_{n}(\theta, f) d \pi_{f}(f) d \pi_{\theta}(\theta)}{\iint \mathbf{1}_{V_{n}}(\theta, f) \exp \Lambda_{n}(\theta, f) d \pi_{f}(f) d \pi_{\theta}(\theta)} \triangleq \frac{q_{1}(B)}{q_{0}}
$$

where $\Lambda_{n}(\theta, f)$ denotes $\ell_{n}(\theta, f)-\ell_{n}\left(\theta_{0}, f_{0}\right)$. On the local neighborhood $V_{n}$ we expand the log-likelihood according to (2). Using $h=\sqrt{n}\left(\theta-\theta_{0}\right)$ and $a=\sqrt{n}\left(f-f_{0}\right)$ as shorthand notation,

$$
n\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2}=\|h, a\|_{L}^{2}=\|h, 0\|_{L}^{2}+\|0, a\|_{L}^{2},
$$

since by assumption there is no loss of information. The linearity of $W_{n}$ now implies

$$
\sqrt{n} W_{n}\left(\theta-\theta_{0}, f-f_{0}\right)=W_{n}(h, a)=W_{n}(h, 0)+W_{n}(0, a) .
$$

The numerator $q_{1}(B)$ of $q_{n}(B)$ can thus be written,

$$
\begin{aligned}
q_{1}(B)= & \int_{B} \exp \left(-\|h, 0\|_{L}^{2} / 2+W_{n}(h, 0)\right) \\
& \times \int \mathbf{1}_{V_{n}}(\theta, f) \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}(\theta, f)\right\} d \pi_{f}(f) d \pi_{\theta}(\theta)
\end{aligned}
$$

By linearity of the inner product we have $\|h, 0\|_{L}^{2}=h^{2}\|1,0\|_{L}^{2}$ and since there is no information loss, it holds $\tilde{I}_{\eta_{0}}=I_{\eta_{0}}=\|1,0\|_{L}^{2}$. Let us now split the indicator of $V_{n}$ using inequalities. For any $s>0$, it holds

$$
\{0 \leq x \leq s / 2,0 \leq y \leq s / 2\} \subset\{x \geq 0, y \geq 0, x+y \leq s\} \subset\{0 \leq x \leq s, 0 \leq y \leq s\}
$$

Applying this with $x=h^{2} I_{\eta_{0}}, y=\|0, a\|_{L}^{2}$ and $s=n \varepsilon_{n}^{2}$, one obtains

$$
\begin{aligned}
& \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2} / 2}(\theta) \int \mathbf{1}_{\|0, a\|_{L}^{2} \leq n \varepsilon_{n}^{2} / 2} \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}(\theta, f)\right\} d \pi_{f}(f) \\
& \quad \leq \int \mathbf{1}_{V_{n}}(\theta, f) \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}(\theta, f)\right\} d \pi_{f}(f) \\
& \quad \leq \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2}}(\theta) \int \mathbf{1}_{\|0, a\|_{L}^{2} \leq n \varepsilon_{n}^{2}} \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}(\theta, f)\right\} d \pi_{f}(f) .
\end{aligned}
$$

Now denoting $S_{n}=\sup _{(\theta, f) \in V_{n}}\left|R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right)\right| /\left(1+h^{2}\right)$, it holds

$$
-\left(1+h^{2}\right) S_{n} \leq R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f\right) \leq\left(1+h^{2}\right) S_{n},
$$

and condition (N) tells us that $S_{n}=o_{P_{\eta_{0}}^{(n)}}(1)$. Further denoting

$$
\zeta_{n}(t)=\int \mathbf{1}_{\|0, a\|_{L}^{2} \leq n t}(a) \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}\left(\theta_{0}, f\right)\right\} d \pi_{f}(f)
$$

for small enough positive reals $t$, one obtains

$$
\begin{aligned}
& \zeta_{n}\left(\varepsilon_{n}^{2} / 2\right) \int_{B} \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2} / 2} \exp \left\{-\|h, 0\|_{L}^{2} / 2+W_{n}(h, 0)-\left(1+h^{2}\right) S_{n}\right\} d \pi_{\theta}(\theta) \\
& \quad \leq q_{1}(B) \leq \zeta_{n}\left(\varepsilon_{n}^{2}\right) \int_{B} \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2}} \exp \left\{-\|h, 0\|_{L}^{2} / 2+W_{n}(h, 0)+\left(1+h^{2}\right) S_{n}\right\} d \pi_{\theta}(\theta) .
\end{aligned}
$$

The same calculation can be done for $q_{0}$ and thus we obtain

$$
\frac{\zeta_{n}\left(\varepsilon_{n}^{2} / 2\right)}{\zeta_{n}\left(\varepsilon_{n}^{2}\right)} q_{n}^{P,-}(B) \leq q_{n}(B) \leq \frac{\zeta_{n}\left(\varepsilon_{n}^{2}\right)}{\zeta_{n}\left(\varepsilon_{n}^{2} / 2\right)} q_{n}^{P}(B)
$$

where we have denoted

$$
q_{n}^{P}(B)=\frac{\int_{B} \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2}} \exp \left\{-\|h, 0\|_{L}^{2} / 2+W_{n}(h, 0)+\left(1+h^{2}\right) S_{n}\right\} d \pi_{\theta}(\theta)}{\int \mathbf{1}_{h^{2} I_{\eta_{0}} \leq n \varepsilon_{n}^{2} / 2} \exp \left\{-\|h, 0\|_{L}^{2} / 2+W_{n}(h, 0)-\left(1+h^{2}\right) S_{n}\right\} d \pi_{\theta}(\theta)},
$$

and $q_{n}^{P,-}(B)$ has a similar expression. Now $q_{n}(B)$ is bounded from above and below by similar quantities. Both are a product of a nonparametric part, involving $\pi_{f}$ through
the function $\zeta_{n}$, and a parametric part, involving $\pi_{\theta}$ through the terms $q_{n}^{P}(B)$ and $q_{n}^{P,-}(B)$. The nonparametric part is handled noticing that

$$
\zeta_{n}\left(\varepsilon_{n}^{2} / 2\right) / \zeta_{n}(1)=\Pi^{\theta=\theta_{0}}\left(\left\{f \in \mathcal{F}_{n},\left\|0, f-f_{0}\right\|_{L}^{2} \leq \varepsilon_{n}^{2} / 2\right\} \mid X^{(n)}\right),
$$

and similarly for $\zeta_{n}\left(\varepsilon_{n}^{2}\right) / \zeta_{n}(1)$. Thus the second part of assumption (C) implies that $\zeta_{n}\left(\varepsilon_{n}^{2}\right) / \zeta_{n}\left(\varepsilon_{n}^{2} / 2\right)$ tends to 1 in probability.

Now we handle the parametric part of the bounds on $q_{n}(B)$. Let us introduce the notation $B_{n}^{\prime}=\left\{u, \theta_{0}+\left(u+\Gamma_{n}\right) / \sqrt{n} \in B\right\}$ and

$$
\begin{aligned}
\Gamma_{n} & =\frac{W_{n}(0,1)}{\|1,0\|_{L}^{2}-2 S_{n}}, \quad \bar{\Gamma}_{n}=\frac{W_{n}(0,1)}{\|1,0\|_{L}^{2}+2 S_{n}} \\
D_{n} & =\left\{u,\left(u+\Gamma_{n}\right)^{2} \leq \frac{n \varepsilon_{n}^{2}}{\|1,0\|_{L}^{2}}\right\}, \quad \bar{D}_{n}=\left\{u,\left(u+\bar{\Gamma}_{n}\right)^{2} \leq \frac{n \varepsilon_{n}^{2}}{2\|1,0\|_{L}^{2}}\right\} .
\end{aligned}
$$

Then $q_{n}^{P}(B)$ can be rewritten as follows

$$
\begin{aligned}
q_{n}^{P}(B)= & \frac{\int_{B_{n}^{\prime}} \mathbf{1}_{D_{n}}(u) \exp \left(\left\{-\frac{\|1,0\|_{L}^{2}}{2}+S_{n}\right\} u^{2}\right) \lambda\left(\theta_{0}+\frac{u+\Gamma_{n}}{\sqrt{n}}\right) d u}{\int \mathbf{1}_{\bar{D}_{n}}(u) \exp \left(\left\{-\frac{\|1,0\|_{L}^{2}}{2}-S_{n}\right\} u^{2}\right) \lambda\left(\theta_{0}+\frac{u+\bar{\Gamma}_{n}}{\sqrt{n}}\right) d u} \\
& \times \frac{e^{\Gamma_{n}^{2}\left\{\frac{\|1,0\|_{L}^{2}}{2}-S_{n}\right\}}}{e^{\bar{\Gamma}_{n}^{2}\left\{\frac{\|1,0\|_{L}^{2}}{2}+S_{n}\right\}}},
\end{aligned}
$$

and the lower bound $q_{n}^{P,-}(B)$ admits a similar expression. To conclude the proof it is enough to see that

$$
\sup _{B}\left|q_{n}^{P}(B)-\frac{\int_{B} \exp \left(-\frac{\|1,0\|_{L}^{2}}{2}\left\{\sqrt{n}\left(\theta-\theta_{0}\right)-\frac{W_{n}(1,0)}{\|1,0\|_{L}^{2}}\right\}^{2}\right) d \theta}{\int \exp \left(-\frac{\|1,0\|_{L}^{2}}{2}\left\{\sqrt{n}\left(\theta-\theta_{0}\right)-\frac{W_{n}(1,0)}{\|1,0\|_{L}^{2}}\right\}^{2}\right) d \theta}\right| \rightarrow 0
$$

as $n \rightarrow+\infty$, in $P_{\eta_{0}}^{(n)}$-probability and that the same holds for $q_{n}^{P,-}(B)$. This can be checked using that $S_{n}=o_{P}(1)$, that $n \varepsilon_{n}^{2} \rightarrow+\infty$ and that $\Gamma_{n}, \bar{\Gamma}_{n}$ are bounded in probability, together with the use of the continuous mapping theorem. The verifications are slightly technical but not difficult and are left to the reader.

### 3.2 Proof of Theorem 2

The main difference with Theorem 1 is the split of the inner product

$$
\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2}=\tilde{I}_{\eta_{0}}\left(\theta-\theta_{0}\right)^{2}+\left\|0, f-f_{0}+\left(\theta-\theta_{0}\right) \gamma\right\|_{L}^{2} .
$$

Since here $\gamma$ is nonzero, the last term still contains a dependence in $\theta$. We shall use the fact that the prior is Gaussian to change variables by setting $g=f+\left(\theta-\theta_{0}\right) \gamma_{n}$, where $\gamma_{n}$ is a sequence approximating $\gamma$ in $\mathbb{H}$ and satisfying (3).

We start by setting some notation for the change of variables. The prior $\pi_{f}$ is the law of a centered Gaussian process $Z$ in a Banach space $(\mathbb{B},\|\cdot\|)$ of real functions with RKHS $\left(\mathbb{H},\|\cdot\|_{\mathbb{H}}\right)$ and covariance kernel $K(s, t)=\mathbf{E}(Z(s) Z(t))$. Denoting by $\Omega$ the probability space on which $Z$ is defined, one can define a map $U: \mathbb{H} \rightarrow L^{2}(\Omega)$ as

$$
U: K(t, \cdot) \rightarrow Z(t)
$$

and extending linearly and continuously, see Sect. 5.4 for details. The change of variable formula for Gaussian measures, see for instance [30, Lemma 3.1], states that if $P^{Z}$ denotes the law of the Gaussian process $Z$ and if $\phi$ is an element of its RKHS $\mathbb{H}$, then the measures $P^{Z}$ and $P^{Z-\phi}$ are absolutely continuous with $d P^{Z-\phi} / d P^{Z}=$ $\exp \left(U(-\phi)-\|\phi\|_{\mathbb{H}}^{2} / 2\right)$. Below we will slightly restrict the range of $U$ and use the adapted formula given in Lemma 17. In the sequel it is also technically useful to see the variable $f$ as a random variable $\omega \rightarrow f(\omega)$, for $\omega$ in $\Omega$. In particular for any measurable $\psi$ we write $\int \psi(f(\omega)) d P_{f}(\omega)$ instead of $\int \psi(f) d \pi_{f}(f)$. The reason is that the random variable $U(g)$ for $g \in \mathbb{H}$ is naturally defined on $\Omega$.

Let us now turn to the proof of Theorem 2. First we introduce the subset $\mathcal{V}_{n}=$ $\left\{(\theta, \omega) \in \Theta \times \Omega,(\theta, f(\omega)) \in V_{n}\right\}$. By the same argument as in the proof of Theorem 1 , due to $\left(\mathbf{C}^{\prime}\right)$ one can restrict the study of the posterior to $\mathcal{V}_{n}$. One can also restrict slightly the set of $\omega^{\prime} s$ by considering, for a large enough constant $M$, the set

$$
\mathcal{C}_{n}=\left\{\omega \in \Omega, \quad\left|U \gamma_{n}\right|(\omega) \leq M \sqrt{n} \varepsilon_{n}\left\|\gamma_{n}\right\|_{\mathbb{H}}\right\} .
$$

Since $U \gamma_{n}$ is centered, normally distributed with variance $\left\|\gamma_{n}\right\|_{\mathbb{H}}^{2}$, we have the bound $P_{f}\left(\mathcal{C}_{n}^{c}\right) \lesssim \exp \left(-n \varepsilon_{n}^{2} M^{2} / 2\right)$. The assumption on $B_{K L, n}$ together with Lemma 2 imply that for $M$ large enough, it holds $\left(\pi_{\theta} \otimes P_{f}\right)\left(\Theta \times \mathcal{C}_{n} \mid X^{(n)}\right) \rightarrow 1$.

The preceding shows that it is enough to focus on the ratio

$$
\frac{\int_{B} \int_{\mathcal{C}_{n}} \mathbf{1}_{\mathcal{V}_{n}}(\theta, \omega) \exp \Lambda_{n}(\theta, f(\omega)) d P_{f}(\omega) d \pi_{\theta}(\theta)}{\iint_{\mathcal{C}_{n}} \mathbf{1}_{\mathcal{V}_{n}}(\theta, \omega) \exp \Lambda_{n}(\theta, f(\omega)) d P_{f}(\omega) d \pi_{\theta}(\theta)}=\frac{s_{1}(B)}{s_{0}}
$$

and bound it from above and below. In total there are four inequalities to establish (upper and lower bound for $s_{1}(B)$ and $s_{0}$ ). Let us prove that

$$
\begin{align*}
s_{1}(B) \leq & \int_{B} \exp \left\{-h^{2} / 2+h W_{n}(1,-\gamma)+o_{P}\left(1+h^{2}\right)\right\} d \pi_{\theta}(\theta) \\
& \times E_{P_{f}}\left(\mathbf{1}_{F} \exp \left\{-\|0, a\|_{L}^{2} / 2+W_{n}(0, a)+R_{n}\left(\theta_{0}, f\right)\right\}\right) \tag{15}
\end{align*}
$$

where the set $F$ is defined as
$F=\left\{\omega \in \Omega, \quad\left|U \gamma_{n}\right|(\omega) \leq 2 M \sqrt{n} \varepsilon_{n}\left\|_{\gamma_{n}}\right\|_{\mathbb{H}}, \quad g(\omega) \in \mathcal{F}_{n}(\theta), \quad\left\|0, g(\omega)-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\}$,
the other three inequalities being established in a similar way.
Since $\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2}=\tilde{I}_{\eta_{0}}\left(\theta-\theta_{0}\right)^{2}+\left\|0, f+\left(\theta-\theta_{0}\right) \gamma-f_{0}\right\|_{L}^{2}$ and, for $n$ large enough, $\left\|0,\left(\theta-\theta_{0}\right)\left(\gamma-\gamma_{n}\right)\right\|_{L} \leq \varepsilon_{n}$, it holds

$$
\left\{\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L} \leq \varepsilon_{n}\right\} \subset\left\{\tilde{I}_{\eta_{0}}\left(\theta-\theta_{0}\right)^{2} \leq \varepsilon_{n}^{2},\left\|0, f+\left(\theta-\theta_{0}\right) \gamma_{n}-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\}
$$

Thus by factorizing the terms in $\theta$ one obtains as upper bound for $s_{1}(B)$ the first part of the right hand-side of (15) times an integral with respect to $P_{f}$. This latter integral, which depends on $\theta$, equals

$$
\begin{aligned}
& \int \mathbf{1}\left\{\omega \in \mathcal{C}_{n}, \quad f(\omega) \in \mathcal{F}_{n},\left\|0, f(\omega)+\left(\theta-\theta_{0}\right) \gamma_{n}-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\} \\
& \quad \times \exp \left\{-\frac{n}{2}\left\|0, f+\left(\theta-\theta_{0}\right) \gamma-f_{0}\right\|_{L}^{2}\right. \\
& \left.\quad+\sqrt{n} W_{n}\left(0, f+\left(\theta-\theta_{0}\right) \gamma-f_{0}\right)+R_{n}(\theta, f)\right\} d P_{f}(\omega)
\end{aligned}
$$

Let us rewrite the term in the exponential introducing $\gamma_{n}$ as

$$
\begin{aligned}
& -n\left\|0, f+\left(\theta-\theta_{0}\right) \gamma-f_{0}\right\|_{L}^{2} / 2+\sqrt{n} W_{n}\left(0, f+\left(\theta-\theta_{0}\right) \gamma-f_{0}\right)+R_{n}(\theta, f) \\
& =-n\left\|0, f+\left(\theta-\theta_{0}\right) \gamma_{n}-f_{0}\right\|_{L}^{2} / 2+\sqrt{n} W_{n}\left(0, f+\left(\theta-\theta_{0}\right) \gamma_{n}-f_{0}\right) \\
& \quad+R_{n}\left(\theta_{0}, f+\left(\theta-\theta_{0}\right) \gamma_{n}\right)+\left\{R_{n}(\theta, f)-R_{n}\left(\theta_{0}, f+\left(\theta-\theta_{0}\right) \gamma_{n}\right)\right\}+Q_{n}(\theta, f),
\end{aligned}
$$

where $Q_{n}(\theta, f)$ is the remainder term, that is

$$
\begin{aligned}
Q_{n}(\theta, f)= & -n\left(\theta-\theta_{0}\right)^{2}\left\|0, \gamma-\gamma_{n}\right\|_{L}^{2} / 2+\sqrt{n}\left(\theta-\theta_{0}\right) W_{n}\left(0, \gamma-\gamma_{n}\right) \\
& -n\left(\theta-\theta_{0}\right)\left\langle\left(0, f-f_{0}+\left(\theta-\theta_{0}\right) \gamma_{n}\right),\left(0, \gamma-\gamma_{n}\right)\right\rangle_{L}
\end{aligned}
$$

Due to (E), $\left\|0, \gamma-\gamma_{n}\right\|_{L}$ tends to zero and $W_{n}\left(0, \gamma-\gamma_{n}\right)$ is a $o_{P}(1)$. Using CauchySchwarz inequality and the fact that $V_{n}$ is a $\varepsilon_{n}$-neighborhood of $\eta_{0}$, the crossed term in $Q_{n}(\theta, f)$ is bounded from above by $\left(\sqrt{n} \varepsilon_{n} \rho_{n}\right) h$. Thus due to $(\mathbf{E})$, the term $Q_{n}(\theta, f)$ is a $o_{P}\left(1+h^{2}\right)$ uniformly over the considered neighborhood. The same holds for the remainder terms difference due to ( $\mathbf{N}^{\prime}$ ).

Changing variables according to Lemma 17 , the nonparametric integral equals, up to a $\exp \left\{o_{P}\left(1+h^{2}\right)\right\}$ term,

$$
\begin{aligned}
& \int \mathbf{1}\left\{\omega,\left|U \gamma_{n}(\omega)+\left(\theta-\theta_{0}\right)\left\|\gamma_{n}\right\|_{\mathbb{H}}^{2}\right| \leq M \sqrt{n} \varepsilon_{n}\left\|\gamma_{n}\right\|_{\mathbb{H}}\right\} \\
& \times \mathbf{1}\left\{g(\omega) \in \mathcal{F}_{n}(\theta),\left\|0, g(\omega)-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\} \\
& \times \exp \left\{-n\left\|0, g-f_{0}\right\|_{L}^{2} / 2+\sqrt{n} W_{n}\left(0, g-f_{0}\right)+R_{n}\left(\theta_{0}, g\right)\right\} \\
& \times \exp \left\{\left(\theta-\theta_{0}\right) U \gamma_{n}(\omega)-\left(\theta-\theta_{0}\right)^{2}\left\|\gamma_{n}\right\|_{\mathbb{H}}^{2} / 2\right\} d P_{f}(\omega) .
\end{aligned}
$$

Now using the fact that $\left\|\gamma_{n}\right\|_{\mathbb{H}} \lesssim \sqrt{n} \rho_{n}$ and that, on the considered set, due to (E), $\left|U \gamma_{n}\right|(\omega) \lesssim\left(\sqrt{n} \varepsilon_{n} \rho_{n}\right) \sqrt{n}=o(\sqrt{n})$, we obtain that the last term in the preceding display is $\exp \left\{o_{P}\left(1+h^{2}\right)\right\}$. The upper bound we obtain for the nonparametric integral is, up to $\exp \left\{o_{P}\left(1+h^{2}\right)\right\}$,

$$
\begin{aligned}
& \int \mathbb{1}\left\{\omega,\left|U \gamma_{n}(\omega)\right| \leq 2 M \sqrt{n} \varepsilon_{n}\left\|\gamma_{n}\right\|_{\mathbb{H}}, g(\omega) \in \mathcal{F}_{n}(\theta),\left\|0, g(\omega)-f_{0}\right\|_{L} \leq 2 \varepsilon_{n}\right\} \\
& \quad \times \exp \left\{-n\left\|0, g-f_{0}\right\|_{L}^{2} / 2+\sqrt{n} W_{n}\left(0, g-f_{0}\right)+R_{n}\left(\theta_{0}, g\right)\right\} d P_{f}(\omega),
\end{aligned}
$$

that is the second term of the right-hand side of (15). Note that the expression inside the exponential is nothing but $\ell_{n}\left(\theta_{0}, g\right)-\ell_{n}\left(\theta_{0}, f_{0}\right)$. Thus we are almost in position to use the second part of $\left(\mathbf{C}^{\prime}\right)$ about $\Pi^{\theta=\theta_{0}}$, except for the extra indicator of $\left\{\omega,\left|U \gamma_{n}(\omega)\right| \leq\right.$ $\left.2 M \sqrt{n} \varepsilon_{n}\left\|\gamma_{n}\right\|_{\mathbb{H}}\right\}$. But the posterior probability of this event tends to one due to the assumption on $B_{K L, n}^{\theta=\theta_{0}}$ together with Lemma 2, thus one can delete this event without alternating the bound at stake for the ratio $s_{1}(B) / s_{0}$, as in the beginning of the proof. One concludes like in the proof of Theorem 1.

## 4 Applications: proofs

### 4.1 Proof of Theorem 3

We first obtain the LAN-expansion for model (9) and introduce the norm $\|\cdot\|_{L}$. Then a testing distance $d_{T}$ which verifies (4) is defined and related to $\|\cdot\|_{L}$. A sieve $\mathcal{A}_{n}$ can then be constructed such that (5)-(6) are verified, which enables one to obtain (C) for some rate $\varepsilon_{n}$. Finally we conclude by showing that ( $\mathbf{N}$ ) is fulfilled for our choices of $\varepsilon_{n}$ and $\mathcal{F}_{n}$. For any real $\theta$ and any symmetric 1-periodic function $f$ in $L^{2}[0,1]$, simple calculations reveal that the log-likelihood in model (9) can be expanded as follows,

$$
\Lambda_{n}(\theta, f)=-\|h, a\|_{L}^{2} / 2+W(h, a)+R_{n}(\theta, f)
$$

with $\|h, a\|_{L}^{2}=\int\left(h^{2} f_{0}^{\prime}(u)^{2}+a(u)^{2}\right) d u$ and $W(h, a)=\int\left(-h f_{0}^{\prime}\left(t-\theta_{0}\right)+a(t-\right.$ $\left.\left.\theta_{0}\right)\right) d W(t)$, the integration domain being $[-1 / 2,1 / 2]$. The Hilbert space on which the inner product is defined is $\mathbb{R} \times \mathcal{G}_{\eta_{0}}$, with $\mathcal{G}_{\eta_{0}}$ the Hilbert space of even, square
integrable functions on $(-1 / 2,1 / 2)$, extended by 1-periodicity. In particular, note that there is no information loss. Denoting

$$
\Delta_{n}(t, h) \triangleq \sqrt{n}\left(f_{0}\left(t-\theta_{0}\right)-f_{0}\left(t-\theta_{0}+h / \sqrt{n}\right)\right)+h f_{0}^{\prime}\left(t-\theta_{0}\right)
$$

the remainder term $R_{n}(\theta, f)$ of the expansion has the expression

$$
\begin{align*}
& R_{n}(\theta, f)=-\frac{1}{2} \int \Delta_{n}(t, h)^{2} d t-\int \Delta_{n}(t,-h) d W(t)  \tag{16}\\
& \quad-\int \Delta_{n}(t, h)\left[-h f_{0}^{\prime}\left(t-\theta_{0}\right)+a\left(t-\theta_{0}\right)\right] d t  \tag{17}\\
& \quad+\int\left[a\left(t-\theta_{0}-h / \sqrt{n}\right)-a\left(t-\theta_{0}\right)\right] d W(t) \tag{18}
\end{align*}
$$

For any $\eta=(\theta, f)$ and $\lambda=(\tau, g)$ in $\mathcal{E}$, let us introduce the distance $d_{T}$ as

$$
d_{T}^{2}(\eta, \lambda)=\int_{-1 / 2}^{1 / 2}(g(t-\tau)-f(t-\theta))^{2} d t
$$

Lemma 3 Equation (4) is satisfied with $d_{n}=e_{n}=d_{T}$ and $\xi=1 / 4$.
Proof Let us consider the test

$$
\phi_{n}=\mathbf{1}\left\{2 \int_{-1 / 2}^{1 / 2}\left\{f_{1}\left(t-\theta_{1}\right)-f_{0}\left(t-\theta_{0}\right)\right\} d X^{(n)}(t)>\left\|f_{1}\right\|^{2}-\left\|f_{0}\right\|^{2}\right\}
$$

The verifications are then as in the proof of Lemma 5 in [12] and are omitted.
Lemma 4 Let $f$ be a symmetric 1-periodic function in $L^{2}[0,1]$ and let $g$ satisfy conditions (R). There exist positive $D_{1}, D_{2}, D_{3}$ and $\mu>0$ depending only on $\beta, \rho, L, \tau_{0}$ such that, for all $\theta, \tau \in \Theta$,

$$
\begin{gather*}
D_{3}(\theta-\tau)^{2} \leq d_{T}^{2}((\theta, f),(\tau, g)) \leq D_{2}\left\{(\theta-\tau)^{2}+\|f-g\|^{2}\right\}  \tag{19}\\
\text { if }|\theta-\tau| \leq \mu, \quad d_{T}^{2}((\theta, f),(\tau, g)) \geq D_{1}\left\{(\theta-\tau)^{2}+\|f-g\|^{2}\right\} . \tag{20}
\end{gather*}
$$

Proof First we prove (19). Denoting $\delta=\theta-\tau$, it holds

$$
d_{T}^{2}((\theta, f),(\tau, g))=\sum_{k \geq 0}\left(g_{k} \cos (2 \pi k \delta)-f_{k}\right)^{2}+g_{k}^{2} \sin ^{2}(2 \pi k \delta)
$$

Since $|\delta| \leq 2 \tau_{0}<1 / 2$, there exists a constant $d>0$ depending on $\tau_{0}$ only such that for any $|\delta|<2 \tau_{0},|\sin (2 \pi \delta)| \geq d|\delta|$. Since $g$ satisfies $(\mathbf{R})$, we have $g_{1}^{2} \geq \rho^{2}$, thus the
first inequality is obtained by setting $D_{3}=d^{2} \rho^{2}$. Then note that

$$
\begin{aligned}
d_{T}^{2}((\theta, f),(\tau, g)) & \leq 2 d_{T}^{2}((\theta, f),(\theta, g))+2 d_{T}^{2}((\theta, g),(\tau, g)) \\
& \leq 2\|f-g\|_{2}^{2}+8 \sum_{k \geq 0} g_{k}^{2} \sin ^{2}(\pi k \delta) \leq D_{2}\left(\|f-g\|_{2}^{2}+\delta^{2}\right),
\end{aligned}
$$

with $D_{2}=2 \vee 8 \pi^{2} L^{2}$, using ( $\mathbf{R}$ ). In order to check (20), let us write

$$
\begin{aligned}
d_{T}^{2}((\theta, f),(\tau, g)) & =\sum_{k \geq 0}\left(g_{k}-f_{k}\right)^{2}+4 f_{k} g_{k} \sin ^{2}(\pi k \delta) \\
& =\|f-g\|_{2}^{2}+4 \sum_{k \geq 0}\left(f_{k}-g_{k}\right) g_{k} \sin ^{2}(\pi k \delta)+4 \sum_{k \geq 0} g_{k}^{2} \sin ^{2}(\pi k \delta) .
\end{aligned}
$$

Since $g$ satisfies $(\mathbf{R})$ and using the bound $|\sin (x)| \geq 2|x| / \pi$ valid for $|x| \leq \pi / 2$, the last term is bounded from below by $4 g_{1}^{2} \sin ^{2}(\pi \delta) \geq 4 \rho^{2}(2 \delta)^{2}$. Using Cauchy-Schwarz inequality, conditions $(\mathbf{R})$ and denoting $\nu=(\beta-1) \wedge 1$,

$$
\begin{aligned}
\left|\sum_{k \geq 0}\left(f_{k}-g_{k}\right) g_{k} \sin ^{2}(\pi k \delta)\right| & \leq\|f-g\|_{2}\left(\sum_{k \geq 0} g_{k}^{2} \sin ^{4}(\pi k \delta)\right)^{1 / 2} \\
& \leq\|f-g\|_{2}\left(\pi^{2 v+2} \delta^{2 v+2} \sum_{k \geq 0} k^{2 \beta} g_{k}^{2}\right)^{1 / 2} \\
& \leq \pi^{v+1}|\delta|^{\nu} L\left(\|f-g\|_{2}^{2}+\delta^{2}\right) / 2
\end{aligned}
$$

where we have used the inequality $2\|f-g\|_{2} \delta \leq\|f-g\|_{2}^{2}+\delta^{2}$. Thus

$$
d_{T}((\theta, f),(\tau, g))^{2} \geq\left\{1-2 \pi^{\nu+1}|\delta|^{\nu} L\right\}\|f-g\|_{2}^{2}+\left\{16 \rho^{2}-2 \pi^{\nu+1}|\delta|^{\nu} L\right\} \delta^{2} .
$$

Let us choose $\delta$ such that $|\delta|^{\nu} \leq(1 / 2)\left(1 \wedge 16 \rho^{2}\right) /\left(2 \pi^{\nu+1} L\right)$. Then it suffices to choose $D_{1}=\left(1 \wedge 16 \rho^{2}\right) / 2$ to obtain (20).

A consequence of Lemma 4 is that (8) is fulfilled. Indeed, $f_{0}$ satisfies ( $\mathbf{R}$ ), thus if $d_{T}\left(\eta, \eta_{0}\right) \leq \gamma_{n}$, due to (19) one has $\left(\theta-\theta_{0}\right)^{2} \lesssim \gamma_{n}^{2}$ and if $\gamma_{n} \rightarrow 0$, one can apply (20).

### 4.1.1 Concentration result, translation model

In order to check conditions (5-7) for the prior (10), we first define the rate $\varepsilon_{n}$. According to Lemma 14, an appropriate choice is $\varepsilon_{n}=D n^{-\alpha \wedge \beta /(2 \alpha+1)}$ for $D$ large enough. Then we define sieves $\mathcal{F}_{n}$ using the RKHS $\mathbb{H}^{\alpha}$ of the prior and the Hilbert spaces $\mathbb{B}^{p}$, both defined in Sect. 5.2. Given a sequence $\alpha_{n} \rightarrow 0$ and a real $1 \leq p<\alpha$, both to be
specified later, let us define $\mathcal{A}_{n}=\Theta \times \mathcal{F}_{n}$ and

$$
\begin{equation*}
\mathcal{F}_{n}=\left\{\varepsilon_{n} \mathbb{B}_{1}^{0}+\sqrt{10 C n} \varepsilon_{n} \mathbb{H}_{1}^{\alpha}\right\} \cap\left\{\alpha_{n} \mathbb{B}_{1}^{p}+\sqrt{n} \alpha_{n} \mathbb{H}_{1}^{\alpha}\right\} \tag{21}
\end{equation*}
$$

with $C$ constant large enough. We make the following restriction on $\alpha_{n}$,

$$
\text { (C1) } \quad \alpha_{n} \gtrsim \varepsilon_{n} \quad \text { and } \quad \text { (C2) } \quad \alpha_{n} \gtrsim n^{-1 /\left(2+\frac{1}{\alpha-p}\right)},
$$

so that the conclusion of Lemma 13 holds and $\exp \left(-n \alpha_{n}^{2}\right) \leq \exp \left(-C n \varepsilon_{n}^{2}\right)$. Further restrictions on $p, \alpha_{n}$ arise when dealing with remainder terms in the LAN expansion.

Verification of (5). For any $\eta_{1}=\left(\theta_{1}, f_{1}\right)$ and $\eta_{2}=\left(\theta_{2}, f_{2}\right)$ in $\mathcal{A}_{n}$, by the same calculation as in the proof of Lemma 4,

$$
d_{T}^{2}\left(\eta_{1}, \eta_{2}\right) / 2 \leq\left\|f_{1}-f_{2}\right\|^{2}+4 \pi^{2}\left(\theta_{1}-\theta_{2}\right)^{2} \sum_{k \geq 1} k^{2} f_{2, k}^{2}
$$

Since $f_{2}$ belongs to the set $\alpha_{n} \mathbb{B}_{1}^{p}+\sqrt{n} \alpha_{n} \mathbb{H}_{1}^{\alpha} \subset 2 \sqrt{n} \alpha_{n} \mathbb{B}_{1}^{p}$ and $p>1$, we have that $\sum_{k \geq 1} k^{2} f_{2, k}^{2} \lesssim n \alpha_{n}^{2}$. Thus $d_{T}\left(\eta_{1}, \eta_{2}\right)^{2} \leq K\left(n \alpha_{n}^{2}\left(\theta_{1}-\theta_{2}\right)^{2}+\left\|f_{1}-f_{2}\right\|_{2}^{2}\right)$ for some positive constant $K$. Hence

$$
\begin{aligned}
N\left(2 K \varepsilon_{n}, \mathcal{A}_{n}, d_{T}\right) & \leq N\left(\frac{\varepsilon_{n}}{\sqrt{n} \alpha_{n}}, \Theta,|\cdot|\right) \times N\left(\varepsilon_{n}, \varepsilon_{n} \mathbb{B}_{1}^{0}+\sqrt{10 C n} \varepsilon_{n} \mathbb{H}_{1}^{\alpha},\|\cdot\|_{2}\right) \\
& \lesssim\left(\sqrt{n} \alpha_{n} \varepsilon_{n}^{-1}\right) \exp \left(6 C n \varepsilon_{n}^{2}\right) \lesssim \exp \left(7 C n \varepsilon_{n}^{2}\right),
\end{aligned}
$$

using Lemma 14 , as $\operatorname{long}$ as $\log n=o\left(n \varepsilon_{n}^{2}\right)$, which is the case here.
Verification of (6). Due to the definition of $\mathcal{A}_{n}$,

$$
\pi_{f}\left(\mathcal{E} \backslash \mathcal{A}_{n}\right) \leq \pi_{f}\left(f \notin \varepsilon_{n} \mathbb{B}_{1}^{0}+\sqrt{10 C n} \varepsilon_{n} \mathbb{H}_{1}^{\alpha}\right)+\pi_{f}\left(f \notin \alpha_{n} \mathbb{B}_{1}^{p}+\sqrt{n} \alpha_{n} \mathbb{H}_{1}^{\alpha}\right)
$$

Lemmas 13 and 14 and the conditions on $\alpha_{n}$ give us the desired inequality.
Verification of (7). Note that $B_{K L, n}$ neighborhoods are simply $d_{T}$-balls here. Thus (19) implies that

$$
\begin{aligned}
\Pi\left(B_{K L}\left(\eta_{0}, \sqrt{5 D_{2}} \varepsilon_{n}\right)\right) & \geq \pi_{\theta}\left(\left(\theta-\theta_{0}\right)^{2}<\varepsilon_{n}^{2}\right) \times \pi_{f}\left(\left\|f-f_{0}\right\|^{2} \leq 4 \varepsilon_{n}^{2}\right) \\
& \gtrsim \varepsilon_{n}^{-1} \exp \left(-n \varepsilon_{n}^{2}\right) \gtrsim \exp \left(-2 n \varepsilon_{n}^{2}\right),
\end{aligned}
$$

using Lemma 14, which is enough to check (7).
Thus Lemma 1 gives that $\Pi\left(\eta \in \mathcal{E}, d_{T}\left(\eta, \eta_{0}\right)<M \varepsilon_{n} \mid X^{(n)}\right)$ tends to 1 . Since (8) holds, this is also true in terms of $\|\cdot\|_{L}$. An application of Lemma 2 leads to the fact
that $\Pi\left(\eta \in \mathcal{A}_{n},\left\|\eta-\eta_{0}\right\|_{L}<M \varepsilon_{n} \mid X^{(n)}\right) \rightarrow 1$ and the first part of assumption (C) is established. The concentration result about $\Pi^{\theta=\theta_{0}}$ follows by the same techniques, in an even simpler way since no $\theta$ is involved, which concludes the verification of (C).

### 4.1.2 Translation model, LAN-type conditions

Let us check ( $\mathbf{N}$ ) by proving that each of the terms composing $R_{n}(\theta, f) /\left(1+h^{2}\right)$ is uniformly a $o_{P}(1)$ over $V_{n}$. The next Lemma deals with the term (16).
Lemma 5 As $n \rightarrow+\infty$ it holds

$$
\sup _{(\theta, f) \in V_{n}} \int_{-1 / 2}^{1 / 2} \frac{\Delta_{n}(t, h)^{2}}{1+h^{2}} d t=o(1) \quad \text { and } \sup _{(\theta, f) \in V_{n}} \int_{-1 / 2}^{1 / 2} \frac{\Delta_{n}(t,-h)}{1+h^{2}} d W(t)=o_{P}(1)
$$

Proof Let us denote $\delta=\left(\theta-\theta_{0}\right)=h / \sqrt{n}$, then using the Fourier series expansion of $f_{0}$ and $f_{0}^{\prime}$, one obtains

$$
\int_{0}^{1} \Delta_{n}(t, h)^{2}(u) d u=n \sum_{k \geq 1} f_{0, k}^{2}\{\cos (2 \pi k \delta)-1\}^{2}+f_{0, k}^{2}\{2 \pi k \delta-\sin (2 \pi k \delta)\}^{2} .
$$

Using that $0 \leq x-\sin (x) \leq 2\left(x \wedge \frac{x^{3}}{6}\right)$ for any $x>0$, denoting $\nu=(\beta-1) \wedge 1$,

$$
\begin{aligned}
& \int_{0}^{1} \Delta_{n}(t, h)^{2}(u) d u \lesssim n \sum_{k \geq 1} f_{0, k}^{2}\left[\sin ^{4}(\pi k \delta)+k^{6} \delta^{6} \mathbf{1}_{k|\delta| \leq 1}+k^{2} \delta^{2} \mathbf{1}_{k|\delta|>1}\right] \\
& \lesssim n \sum_{k \geq 1} f_{0, k}^{2} k^{2+2 v}\left[\delta^{2+2 v} \sin ^{2-2 v}(\pi k \delta)+\delta^{2+2 v}(k \delta)^{4-2 v} \mathbf{1}_{k|\delta| \leq 1}+\delta^{2} k^{-2 v} \mathbf{1}_{k|\delta|>1}\right] \\
& \lesssim n \delta^{2+2 v} \sum_{k \geq 1} f_{0, k}^{2} k^{2+2 v} .
\end{aligned}
$$

Since on $V_{n}$, we have $|h| \lesssim \varepsilon_{n}$, using $(\mathbf{R})$ the last display can be further bounded from by $n^{-\nu} h^{2+2 v} \lesssim \varepsilon_{n}^{2 v} h^{2}=o\left(h^{2}\right)$, hence the first statement. The proof of the second result is not difficult using Lemma 12 and the first statement and is omitted.
Lemma 6 For any $\beta \geq 2,|(17)| /\left(1+h^{2}\right)$ tends to 0 uniformly over $V_{n}$. This also holds for $1<\beta<2$ as soon as $\varepsilon_{n}=o\left(n^{-1+\frac{\beta}{2}}\right)$ as $n \rightarrow+\infty$.
Proof Cauchy-Schwarz inequality, the fact that $\sqrt{x+y} \leq \sqrt{x}+\sqrt{y}$ for all positive $x$ and $y$, and Lemma 5 together imply that on $V_{n}$,

$$
\begin{aligned}
(17) & \leq\left(\int \Delta_{n}(t, h)^{2} d t\right)^{1 / 2}\left(\int\left[-h f_{0}^{\prime}\left(t-\theta_{0}\right)+a\left(t-\theta_{0}\right)\right]^{2} d t\right)^{1 / 2} \\
& \lesssim n^{-v / 2} h^{1+v}\left(h^{2}+\|a\|_{2}^{2}\right)^{1 / 2} \lesssim \varepsilon_{n}^{v} h^{2}+n^{-\nu / 2} h^{1+v}\|a\|_{2} .
\end{aligned}
$$

If $\beta \geq 2$, using that $(\theta, f)$ lies in $V_{n}$, the last display is bounded by $\varepsilon_{n} h^{2}=o\left(h^{2}\right)$, whereas if $1<\beta<2$, we get the bound $n^{1-\beta / 2} h^{1+\nu} \varepsilon_{n}$, which is $o\left(1+h^{2}\right)$ as soon as $\varepsilon_{n}=o\left(n^{-1+\beta / 2}\right)$.

Finally let us focus on (18). By definition of $\mathcal{F}_{n}$, we can set $f=\alpha_{n} g_{n}+h_{n}$, with $g_{n} \in \mathbb{B}_{1}^{p}$ and $h_{n} \in \sqrt{n} \alpha_{n} \mathbb{H}_{1}^{\alpha}$. Thus

$$
\begin{gather*}
\frac{(18)}{1+h^{2}}=\frac{\sqrt{n} \alpha_{n}}{1+\sqrt{n}\left(\theta-\theta_{0}\right)} \int_{-1 / 2}^{1 / 2}\left(g_{n}(t-\theta)-g_{n}\left(t-\theta_{0}\right)\right) d W(t)  \tag{22}\\
+\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta-\theta_{0}\right)} \int_{-1 / 2}^{1 / 2}\left(\left(h_{n}-f_{0}\right)(t-\theta)-\left(h_{n}-f_{0}\right)\left(t-\theta_{0}\right)\right) d W(t) . \tag{23}
\end{gather*}
$$

To bound these terms we use Lemma 12 applied to processes of the form $\int \phi_{n, \theta, f}(u) d W(u)$. The entropies involved are bounded using Lemma 15 as follows. Bounding (22). Let us write (22) $=\int \varphi_{n}(u) d W(u)$ and see this process as indexed by $L^{2}$-functions $\varphi_{n}$. Thus the distance $d$ in Lemma 12 is simply the $L^{2}$-norm and $\delta^{2}$ can be chosen proportional to an upper bound on the quantities $\int \varphi_{n}^{2}$. Note that

$$
g_{n}(t-\theta)-g_{n}\left(t-\theta_{0}\right)=2 \sum_{k \geq 1} \sin \left(\pi k\left(\theta-\theta_{0}\right)\right) \sin \left(2 \pi k t-\pi k\left(\theta+\theta_{0}\right)\right) g_{n, k}
$$

Since $g_{n} \in \mathbb{B}_{1}^{p}$ and $p>1$, it holds $\int \varphi_{n}^{2} \lesssim \alpha_{n}^{2} \sum_{k \geq 1} k^{2} g_{n, k}^{2} \lesssim \alpha_{n}^{2}$ and, denoting by $\varphi_{n, k}$ the Fourier coefficients of $\varphi_{n}$, we have $\sum_{k \geq 1} k^{2 p} \varphi_{n, k}^{2} \lesssim n \alpha_{n}^{2} \sum_{k \geq 1} k^{2 p} g_{n, k}^{2} \lesssim n \alpha_{n}^{2}$. This means that all $\varphi_{n}$ 's belong to $\sqrt{n} \alpha_{n} \mathbb{B}_{1}^{p}$. Thus

$$
\int_{0}^{\alpha_{n}} \sqrt{\log N\left(\eta, \sqrt{n} \alpha_{n} \mathbb{B}_{1}^{p},\|\cdot\|_{2}\right)} d \eta \lesssim \int_{0}^{\alpha_{n}}\left(\sqrt{n} \alpha_{n} / \eta\right)^{1 / 2 p} d \eta \lesssim \alpha_{n} n^{1 / 4 p}
$$

This leads to the condition (C3) $\alpha_{n}=o\left(n^{-1 / 4 p}\right)$.
Bounding (23). By similar arguments as for (22), one obtains that (23) is uniformly a $o_{P}(1)$ over $V_{n}$ as soon as

$$
\text { (C4) } \quad \alpha_{n}=o\left(n^{-3 / 2(2 \alpha+1)}\right) \text {. }
$$

We include the detailed calculations for completeness.
Let us write (23) $=\int \psi_{n}(u) d W(u)$ and see this process as indexed by the functions $\psi_{n}$ and apply Lemma 12 . The distance $d$ is the $L^{2}$-norm and the parameter $\delta^{2}$ can still be chosen proportional to an upper bound on the variances $\int \psi_{n, \theta, f}(u)^{2} d u$. First we wish to bound from above these variances. Note that due to (C1) we have the
inequalities $\left\|h_{n}-f_{0}\right\|_{2}^{2} \leq\left\|f-f_{0}\right\|_{2}^{2}+\alpha_{n}^{2}\left\|g_{n}\right\|_{2}^{2} \leq \varepsilon_{n}^{2}+\alpha_{n}^{2} \leq \alpha_{n}^{2}$, thus

$$
\begin{aligned}
& \frac{n}{1+n\left(\theta-\theta_{0}\right)^{2}} \int_{-1 / 2}^{1 / 2}\left\{\left(h_{n}-f_{0}\right)(t-\theta)-\left(h_{n}-f_{0}\right)\left(t-\theta_{0}\right)\right\}^{2} d t \\
& \lesssim \frac{n}{1+n\left(\theta-\theta_{0}\right)^{2}} \sum_{k \geq 1} \sin ^{2}\left(\pi k\left(\theta-\theta_{0}\right)\right)\left(h_{n, k}-f_{0, k}\right)^{2} \lesssim \sum_{k \geq 1} k^{2}\left(h_{n, k}-f_{0, k}\right)^{2} .
\end{aligned}
$$

Let us denote $2 \chi=2 \beta \wedge(2 \alpha+1)$ and $r_{n}=\sqrt{n} \alpha_{n}$. Hölder inequality implies

$$
\sum_{k \geq 1} k^{2}\left(h_{n, k}-f_{0, k}\right)^{2} \leq\left\{\sum_{k \geq 1}\left(h_{n, k}-f_{0, k}\right)^{2}\right\}^{1-1 / \chi}\left\{\sum_{k \geq 1} k^{2 \chi}\left(h_{n, k}-f_{0, k}\right)^{2}\right\}^{1 / \chi} .
$$

If $2 \beta>2 \alpha+1$, then $\sum_{k \geq 1} k^{2 \chi}\left(h_{n, k}-f_{0, k}\right)^{2}$ is bounded from above by $C r_{n}^{2}$ using the fact that $h_{n}$ belongs to $r_{n} \mathbb{H}_{1}^{\alpha}$. We obtain

$$
\sum_{k \geq 1} k^{2}\left(h_{n, k}-f_{0, k}\right)^{2} \lesssim \alpha_{n}^{2-2 / x} \zeta_{n}^{2 / \chi} \leq \alpha_{n}^{2} n^{2 /(1+2 \alpha)}
$$

If $2 \beta \leq 2 \alpha+1$ then $\chi=\beta$ and for any integer $K_{n}>0$ it holds

$$
\begin{aligned}
& \sum_{k \geq 1} k^{2 \beta}\left(h_{n, k}-f_{0, k}\right)^{2} \\
& \quad \lesssim K_{n}^{2 \beta} \sum_{1 \leq k \leq K_{n}}\left(h_{n, k}-f_{0, k}\right)^{2}+\sum_{k \geq 1} k^{2 \beta} f_{0, k}^{2}+K_{n}^{-1-2 \alpha+2 \beta} \sum_{k>K_{n}} k^{1+2 \alpha} h_{n, k}^{2} \\
& \quad \lesssim K_{n}^{2 \beta} \alpha_{n}^{2}+L^{2}+r_{n}^{2} K_{n}^{-1-2 \alpha+2 \beta} \lesssim 1 \vee \alpha_{n}^{2} n^{2 \beta /(1+2 \alpha)},
\end{aligned}
$$

where we obtained the last inequality by optimizing in $K_{n}$. Since $\varepsilon_{n}=D n^{-\alpha \wedge \beta /(2 \alpha+1)}$, using (C1), we have that $\alpha_{n}^{2} n^{2 \beta /(1+2 \alpha)}$ is always larger than some positive constant, thus $1 \vee \alpha_{n}^{2} n^{2 \beta /(1+2 \alpha)}$ reduces to the second term. Thus in this case

$$
\sum_{k \geq 1} k^{2}\left(h_{n, k}-f_{0, k}\right)^{2} \lesssim \alpha_{n}^{2} n^{2 /(1+2 \alpha)}
$$

Hence in all cases, the obtained bound on the variances is $\chi_{n}^{2}=\alpha_{n}^{2} n^{2 /(1+2 \alpha)}$. Now let us show that the $\psi_{n}$ 's are in a set whose entropy is well-controlled.

$$
\begin{aligned}
\psi_{n}(\cdot)= & \frac{\sqrt{n}}{1+\sqrt{n}\left(\theta-\theta_{0}\right)}\left\{h_{n}(\cdot-\theta)-h_{n}\left(\cdot-\theta_{0}\right)\right\} \\
& -\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta-\theta_{0}\right)}\left\{f_{0}(\cdot-\theta)-f_{0}\left(\cdot-\theta_{0}\right)\right\}=H_{n, \theta, h_{n}}(\cdot)-F_{0, \theta}(\cdot) .
\end{aligned}
$$

We deal separately which each of these two terms. First,

$$
\begin{aligned}
& \int_{-1 / 2}^{1 / 2}\left(F_{0, \theta_{1}}(u)-F_{0, \theta_{2}}(u)\right)^{2} d u \\
& \leq 2 \int_{-1 / 2}^{1 / 2}\left[\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta_{1}-\theta_{0}\right)}-\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta_{2}-\theta_{0}\right)}\right]^{2} f_{0}\left(u-\theta_{0}\right)^{2} d u \\
& \quad+2 \int_{-1 / 2}^{1 / 2}\left[\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta_{1}-\theta_{0}\right)} f_{0}\left(u-\theta_{1}\right)-\frac{\sqrt{n}}{1+\sqrt{n}\left(\theta_{2}-\theta_{0}\right)} f_{0}\left(u-\theta_{2}\right)\right]^{2} d u \\
& \leq 6 n^{2}\left(\theta_{1}-\theta_{2}\right)^{2}\left\|f_{0}\right\|^{2}+\left[\frac{2 \sqrt{n}}{1+\sqrt{n}\left(\theta_{1}-\theta_{0}\right)}\right]^{2} \int_{0}^{1}\left(f_{0}\left(u-\theta_{1}\right)-f_{0}\left(u-\theta_{2}\right)\right)^{2} d u \\
& \leq 6 n^{2}\left(\theta_{1}-\theta_{2}\right)^{2}\left\|f_{0}\right\|^{2}+4 n\left(4 \pi^{2}\right)\left(\theta_{1}-\theta_{2}\right)^{2} \sum_{k \geq 1}^{2} k^{2} f_{0, k}^{2} \lesssim n^{2}\left(\theta_{1}-\theta_{2}\right)^{2} .
\end{aligned}
$$

Thus for a universal constant $C$ (independent of $\eta$ ),

$$
N\left(\eta,\left\{F_{0, \theta}, \theta \in \Theta\right\},\|\cdot\|_{2}\right) \leq C n / \eta .
$$

Now let us cover the set of functions $\left\{H_{n, \theta, h_{n}}\right\}$ by $L^{2}$-balls. If $q_{k}$ denote the Fourier coefficients of any function in this set, one easily sees that $\left|q_{k}\right| \leq|k|\left|h_{n, k}\right|$, thus $\sum_{k \geq 1} k^{2 \alpha-1} q_{k}^{2} \leq r_{n}^{2}$, which means that all functions $H_{n, \theta, h_{n}}$ belong to $r_{n} \cdot \mathbb{H}_{1}^{\alpha-1}$. Due to Lemma 15, there exists a universal constant $D$ such that, for $n$ large enough, for any $\eta>0$,

$$
N\left(\eta, r_{n} \cdot \mathbb{H}_{1}^{\alpha-1},\|\cdot\|_{2}\right) \leq \exp \left\{D\left(r_{n} / \eta\right)^{\frac{2}{2 \alpha-1}}\right\} .
$$

Combining the two preceding results, there exists a universal constant $D_{1}$ such that

$$
\begin{aligned}
& N\left(\eta,\left\{F_{0, \theta}-H_{n, \theta, h_{n}}\right\},\|\cdot\|_{2}\right) \\
& \quad \leq N\left(\frac{\eta}{2},\left\{F_{0, \theta}\right\},\|\cdot\|_{2}\right) \times N\left(\frac{\eta}{2},\left\{H_{n, \theta, h_{n}}\right\},\|\cdot\|_{2}\right) \lesssim \frac{n}{\eta} e^{D_{1} \eta^{-\frac{2}{2 \alpha-1}}} .
\end{aligned}
$$

If $\chi_{n}^{2}$ is the bound on the variances obtained above, due to Lemma 12,

$$
\int_{0}^{\chi_{n}} \sqrt{\log N\left(\eta,\left\{F_{0, \theta}-H_{n, \theta, h_{n}}\right\},\|\cdot\|_{2}\right)} d \eta
$$

$$
\begin{aligned}
& \lesssim \int_{0}^{\chi_{n}} \log ^{1 / 2}(n / \eta) d \eta+\int_{0}^{\chi_{n}}\left(r_{n} / \eta\right)^{\frac{1}{2 \alpha-1}} d \eta \\
& \lesssim \chi_{n} \log ^{1 / 2}\left(n / \chi_{n}\right)+\chi_{n}+r_{n}^{\frac{1}{2 \alpha-1}} \chi_{n}^{1-\frac{1}{2 \alpha-1}}
\end{aligned}
$$

As long as $\chi_{n} \log n \rightarrow 0$, the first two terms tend to zero as $n \rightarrow+\infty$, while the third one leads to the condition $r_{n}^{\frac{1}{2 \alpha-1}} \chi_{n}{ }^{1-\frac{1}{2 \alpha-1}}=o(1)$. That is, $\alpha_{n} n^{\frac{3}{2(2 \alpha+1)}}=o(1)$.

### 4.1.3 Conclusion

Let us recall that we have chosen $\varepsilon_{n}=D n^{-\alpha \wedge \beta /(2 \alpha+1)}$. Simple verifications reveal, setting $p=1 \vee(\alpha / 2)$, that for any $\alpha, \beta$ such that $\alpha>1+\sqrt{3} / 2$ and $\beta>3 / 2$, it is possible to find a sequence $\alpha_{n} \rightarrow 0$ such that ( $\mathbf{C 1} \mathbf{- C 4}$ ) are satisfied. Lemma 6 gives another condition in the case $\beta<2$, where one also needs $\varepsilon_{n}=o\left(n^{-1+\beta / 2}\right)$. This imposes, if $\alpha \geq \beta$, that $\alpha<(3 \beta-2) /(4-2 \beta)$, whereas if $\alpha<\beta$ the condition is trivial. Putting these conditions together gives us the area presented in Fig. 1 and concludes the proof of Theorem 3 for the prior $\pi_{f}^{\alpha}$.

### 4.1.4 Case of the prior $\pi_{f, k(n)}^{\alpha}$

The proof for this prior is similar, though easier. We explain it briefly. The concentration step ( $\mathbf{C}$ ) can be done following the methods of [29], leading to a concentration rate $\varepsilon_{n} \approx n^{-\frac{\alpha \wedge \beta}{2 \alpha+1}}$ if one chooses $k(n)=\left\lfloor n^{1 /(2 \alpha+1)}\right\rfloor$. The step $(\mathbf{N})$ is similar to the case of prior (10). The control of the third term of the LAN expansion is simpler, since the sum defining the prior is finite, and it leads to the condition $k(n)^{3} \varepsilon_{n}^{2} \rightarrow 0$ as $n \rightarrow+\infty$, that is $\alpha \wedge \beta>3 / 2$, which concludes the proof.

### 4.2 Functional data analysis model

Here we shall only give the LAN expansion in model (11)-(12) and check (E). Let $\mathcal{A}$ be the set of all square integrable functions on $[0,1]$ extended to $\mathbb{R}$ by 1-periodicity. Let us define the inner product $\langle\cdot, \cdot\rangle_{L}$ on $\mathbb{R} \times \mathcal{A}$ by

$$
\left\|\left(h_{1}, a_{1}\right),\left(h_{2}, a_{2}\right)\right\|_{L}^{2}=\left\langle a_{1}, a_{2}\right\rangle_{2}+\left\langle a_{1}-h_{1} f_{0}^{\prime}, a_{2}-h_{2} f_{0}^{\prime}\right\rangle_{2},
$$

with $\langle\cdot, \cdot\rangle_{2}$ the usual inner product on $L^{2}(\mathbb{R})$. For any $(h, a) \in \mathbb{R} \times \mathcal{A}$, we denote

$$
W_{n}((h, a))=\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[a\left(t_{i}\right) \varepsilon_{i}+\left(a\left(t_{i}-\theta_{0}\right)-h f_{0}^{\prime}\left(t_{i}-\theta_{0}\right)\right) \zeta_{i}\right] .
$$

Note that for any $d \geq 1$ and any fixed $v_{1}, \ldots, v_{d}$, the variable $W_{n}\left(v_{1}, \ldots, v_{d}\right)$ converges in distribution towards a Gaussian variable of covariance structure $\left(\left\langle v_{i}, v_{j}\right\rangle_{L}\right)_{1 \leq i, j \leq d}$.

Direct calculations lead to express $\Lambda_{n}(\theta, f)=\ell_{n}(\theta, f)-\ell_{n}\left(\theta_{0}, f_{0}\right)$ as

$$
\Lambda_{n}(\theta, f)=-\frac{n}{2}\left\|\theta-\theta_{0}, f-f_{0}\right\|_{L}^{2}+\sqrt{n} W_{n}\left(\theta-\theta_{0}, f-f_{0}\right)+R_{n}(\theta, f),
$$

where the remainder term $R_{n}(\theta, f)$ can be written in a similar way as for model (9), with additional terms accounting for the approximation of integrals by their discrete counterparts on the design points $\left(t_{i}\right)$.

From the structure of the inner product $\langle\cdot, \cdot\rangle_{L}$ on the Hilbert space $\mathbb{R} \times \mathcal{A}$ one easily deduces that the least favorable direction and the efficient Fisher information are respectively given by $\gamma=-f_{0}^{\prime} / 2$ and $\tilde{I}_{\eta_{0}}=\|(1,-\gamma)\|_{L}^{2}=\left\|f_{0}^{\prime}\right\|_{2}^{2} / 2$. In particular, there is a loss of information. The RKHS of the prior (13), again denoted $\mathbb{H}^{\alpha}$, is the space of functions spanned by the first $2 k(n)+1$ elements of the Fourier basis equipped with the norm $\langle f, g\rangle_{\mathbb{H}^{\alpha}}=\sum_{k=0}^{2 k(n)} \sigma_{k}^{-2} f_{k} g_{k}$, see [30, Theorem 4.1]. This space enables to approximate the least favorable direction $\gamma=-f_{0}^{\prime} / 2$ by a truncated version of it. Denoting by $\gamma_{k}$ the real Fourier coefficients of $\gamma$, we set $\gamma_{n}(\cdot)=\sum_{k=0}^{2 k(n)} \gamma_{k} \varepsilon_{k}(\cdot)$. Since $f_{0}$ is $\mathcal{C}^{1}$, the complex Fourier coefficients of $f_{0}^{\prime}$ are given by $(2 i \pi k) c_{k}$. Thus

$$
\begin{aligned}
&\left\|\gamma_{n}\right\|_{\mathbb{H}}^{2} \lesssim \sum_{k=0}^{k(n)} k^{3+2 \alpha}\left|c_{k}\right|^{2} \\
& \lesssim k(n)^{(2 \alpha+3-2 \beta) \vee 0} \\
&\left\|0, \gamma_{n}-\gamma\right\|_{L}^{2} \lesssim \sum_{k>k(n)} k^{2}\left|c_{k}\right|^{2}
\end{aligned}<k(n)^{2-2 \beta} .
$$

In view of the preceding and of (3), we define $\rho_{n} \triangleq k(n)^{1-\beta} \vee n^{-1 / 2}$. Now we can check $(\mathbf{E})$ and the condition $\sqrt{n} \varepsilon_{n} \rho_{n} \rightarrow 0$. Due to the expression of the rate $\varepsilon_{n}=n^{-\frac{\alpha \wedge \beta}{2 \alpha+1}}$, obtained in the same way as for model (9), and the expressions of $\rho_{n}$ and $k(n)=\left\lfloor n^{1 /(2 \alpha+1)}\right\rfloor$, we have three cases

- if $2 \alpha<2 \beta-3$, then $\rho_{n}=n^{-1 / 2}$ and the condition is satisfied since $\varepsilon_{n} \rightarrow 0$.
- if $2 \beta-3<2 \alpha<2 \beta$, the condition becomes $\beta>3 / 2$.
- if $\alpha \geq \beta$, the condition is $\alpha<2 \beta-3 / 2$.

Thus we are left with the conditions $\alpha<2 \beta-3 / 2$ and $\beta>3 / 2$. One then checks that $W_{n}\left(0, \gamma-\gamma_{n}\right)$ is a $o_{P}(1)$ using its explicit expression, which leads to (E). We omit the verifications for ( $\mathbf{N}^{\prime}$ ), which lead to the condition $\alpha \wedge \beta>3 / 2$.

### 4.3 Proof of Theorem 5

We start by introducing the LAN expansion and $\|\cdot\|_{L}$. Testing can be done using Hellinger's distance $h$ and Lemmas 7-8 enable to relate $h$ to other metrics. The concentration of the posterior associated to the prior (14) is first obtained in terms of $h$ at a rate $\varepsilon_{n}$. Then we obtain $\left(\mathbf{C}^{\prime}\right)$ in terms of $\|\cdot\|_{L}$ at a slightly slower rate $\zeta_{n}$ and finally check ( $\mathbf{N}^{\prime}$ ) and (E). Throughout this section, we work with the local parameters
$h=\sqrt{n}\left(\theta-\theta_{0}\right)$ and $a=\sqrt{n}\left(r-r_{0}\right)$. For any $u \in[0, \tau]$ and any integer $i$, let

$$
M_{i}(u)=\mathbf{E}_{\eta_{0}}\left(\mathbf{1}_{u \leq T} Z^{i} e^{\theta_{0} Z}\right) \quad \text { and } \quad M_{0}(\theta)(u)=\mathbf{E}_{\eta_{0}}\left(\mathbf{1}_{u \leq T} e^{\theta Z}\right) .
$$

As simple calculations reveal, the log-likelihood in Cox's model can be expanded as follows $\Lambda_{n}(\theta, r)=-\|h, a\|_{L}^{2} / 2+W_{n}(h, a)+R_{n}(\theta, r)$, with

$$
\begin{aligned}
\|h, a\|_{L}^{2} & =\int_{0}^{\tau}\left\{h^{2} M_{2}(u)+2 h a(u) M_{1}(u)+a(u)^{2} M_{0}(u)\right\} d \Lambda_{0}(u) \\
W_{n}(h, a) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left[\delta_{i}\left\{h Z_{i}+a\left(T_{i}\right)\right\}-e^{\theta_{0} Z_{i}}\left\{h Z_{i} \Lambda_{0}\left(T_{i}\right)+\left(\Lambda_{0} a\right)\left(T_{i}\right)\right\}\right],
\end{aligned}
$$

the remainder term $R_{n}(\theta, r)$ being studied in Sect. 4.3.2. From the expression of the norm, one deduces that the least favorable direction $\gamma$ (the projection of the vector $(1,0)$ onto the nuisance space) is $u \rightarrow M_{1}(u) / M_{0}(u)$. Explicitly, for any $u \in[0, \tau]$,

$$
\begin{equation*}
\gamma(u)=\frac{M_{1}}{M_{0}}(u)=\frac{\int_{0}^{\tau}\left(1-G_{z}(u-)\right) z e^{\theta_{0} z-\Lambda_{0}(u) e^{\theta_{0} z}} \varphi(z) d z}{\int_{0}^{\tau}\left(1-G_{z}(u-)\right) e^{\theta_{0} z-\Lambda_{0}(u) e^{\theta_{0} z}} \varphi(z) d z} . \tag{24}
\end{equation*}
$$

As noted in Sect. 1.6, for independent identically distributed observations, tests satisfying (4) exist if one chooses $d_{n}=e_{n}$ equal to Hellinger's distance $h$ and $\xi=1 / 2$, $K=1 / 8$, see [13], Sect. 7. Let us denote $P=P_{\eta}=P_{\theta, r}$ and $P_{0}=P_{\eta_{0}}=P_{\theta_{0}, r_{0}}$, then

$$
\begin{aligned}
h\left(P, P_{0}\right)^{2}= & \iint\left[\left\{e^{\left(r(t)+\theta z-\Lambda(t) e^{\theta z}\right) / 2}-e^{\left(r_{0}(t)+\theta_{0} z-\Lambda_{0}(t) e^{\theta_{0} z}\right) / 2}\right\}^{2}\left(1-G_{z}(t-)\right)\right. \\
& \left.+\left\{e^{-\Lambda(t) e^{\theta z} / 2}-e^{-\Lambda_{0}(t) e^{\theta_{0} z} / 2}\right\}^{2} g_{z}(t)\right] d t \varphi(z) d z \\
& +\int\left\{\Lambda e^{\theta z}-\Lambda_{0} e^{\theta_{0} z}\right\}(\tau)\left(1-G_{z}(\tau-)\right) \varphi(z) d z \\
= & h_{1}\left(P, P_{0}\right)^{2}+h_{2}\left(P, P_{0}\right)^{2}+h_{3}\left(P, P_{0}\right)^{2} .
\end{aligned}
$$

The Kullback-Leibler divergence $K L\left(P_{0}, P\right)$, the quantity $V\left(P_{0}, P\right)$ and the second moment $W\left(P_{0}, P\right)=\int \log ^{2}\left(p_{0} / p\right) p_{0} d \mu$ can all be expressed in a similar way.

Lemma 7 Fix $\lambda_{1}, \lambda_{2}, \theta_{1}, \theta_{2}$ and let $P_{1}, P_{2}$ be the distributions associated to $\left(\theta_{1}, r_{1}\right)$ and $\left(\theta_{2}, r_{2}\right)$ respectively. Let us assume that there exists a constant $0<Q \leq 1 / 4$ such that $\left\|r_{1}-r_{2}\right\|_{\infty}+M\left|\theta_{1}-\theta_{2}\right| \leq Q$. Then there exists a constant $c$ depending on $\tau, M$ only such that

$$
h^{2}\left(P_{1}, P_{2}\right) \leq c Q^{2} e^{2 Q}
$$

Proof For all $u$ in $[0, \tau]$, using the inequality $\left|e^{x}-1\right| \leq|x| e^{|x|}$ valid for all real $x$,

$$
\left|1-e^{\left(r_{2}-r_{1}\right)(u)+\left(\theta_{2}-\theta_{1}\right) z}\right| \leq\left|\left(r_{2}-r_{1}\right)(u)+\left(\theta_{2}-\theta_{1}\right) z\right| e^{Q} \leq Q e^{Q} .
$$

Thus, for all $t$ in $[0, \tau],\left|\Lambda_{1}(t) e^{\theta_{1} z}-\Lambda_{2}(t) e^{\theta_{2} z}\right|$ is bounded from above by

$$
\int_{0}^{t}\left|1-e^{\left(r_{2}-r_{1}\right)(u)+\left(\theta_{2}-\theta_{1}\right) z}\right| e^{\theta_{1} z} d \Lambda_{1}(u) \leq Q e^{Q} \Lambda_{1}(t) e^{\theta_{1} z} .
$$

Hence using the inequality $\left|1-e^{y}\right| \leq e^{|y|}-1$ valid for all real $y$,

$$
\left.\begin{array}{l}
\left\{\sqrt{\left.e^{r_{1}+\theta_{1} z-\Lambda_{1} e^{\theta_{1} z}}-\sqrt{e^{r_{2}+\theta_{2} z-\Lambda_{2}} e^{\theta_{2} z}}\right\}^{2}}\right. \\
\quad \leq \lambda_{1} e^{\theta_{1} z-\Lambda_{1} e^{\theta_{1} z}}\left\{\sqrt{e}{ }^{Q+Q e^{Q} \Lambda_{1} e^{\theta_{1} z}}-1\right\}^{2} \\
\quad \lesssim \lambda_{1} e^{\theta_{1} z-\Lambda_{1} e^{\theta_{1} z}}(\sqrt{e}-1)^{2} e^{Q e^{Q_{\Lambda_{1}} e^{\theta_{1} z}}} \\
\quad+\lambda_{1} e^{\theta_{1} z}\left\{\sqrt{e}-\Lambda^{-\Lambda_{1} e^{\theta_{1} z}}-\sqrt{e}-\left(1-Q e^{Q}\right) \Lambda_{1} e^{\theta_{1} z}\right.
\end{array}\right\}^{2} .
$$

The mean value theorem applied to the function $s \rightarrow e^{-s \Lambda_{1}(t) e^{\theta_{1} z} / 2}$ ensures the existence of a real $\zeta_{t}$ such that $1-Q e^{Q} \leq \zeta_{t} \leq 1$ and

$$
\begin{aligned}
\left|e^{-\Lambda_{1} e^{\theta_{1} z / 2}-e^{-\left(1-Q e^{Q}\right) \Lambda_{1} e^{\theta_{1} z} / 2}}\right| & =Q e^{Q} \Lambda_{1}(t) e^{\theta_{1} z} e^{-\zeta_{t} \Lambda_{1} e^{\theta_{1} z / 2} / 2} \\
& \lesssim Q e^{Q} \Lambda_{1}(t) e^{\theta_{1} z} e^{-\left(1-Q e^{Q}\right) \Lambda_{1} e^{\theta_{1} z / 2}}
\end{aligned}
$$

Since $Q e^{Q} \leq 1 / 2$, using the inequality $0 \leq x e^{-x / 4} \lesssim e^{-x / 8}$ for positive $x$, we obtain

$$
\begin{aligned}
h_{1}^{2}\left(P_{1}, P_{2}\right) & \lesssim Q^{2} e^{2 Q} \iint \lambda_{1}(t) e^{\theta_{1} z} e^{-\Lambda_{1}(t) e^{\theta_{1} z / 4} d t \varphi(z) d z} \\
& \lesssim \int Q^{2} e^{2 Q}\left[-4 e^{-\Lambda_{1}(t) e^{\theta_{1} z} / 4}\right]_{0}^{\tau} \varphi(z) d z \lesssim Q^{2} e^{2 Q}
\end{aligned}
$$

The same bound is obtained for $h_{2}^{2}\left(P_{1}, P_{2}\right)$ and $h_{3}^{2}\left(P_{1}, P_{2}\right)$ in a similar way.
Lemma 8 Suppose that $\left|\theta_{0}-\theta\right|+\left\|r-r_{0}\right\|_{\infty}$ is bounded in $\mathbb{R}$. Then
$K\left(P_{0}, P\right)=P_{0} \log p_{0} / p \lesssim h^{2}\left(p_{0}, p\right)$ and $V\left(P_{0}, P\right) \leq P_{0} \log ^{2} p_{0} / p \lesssim h^{2}\left(p_{0}, p\right)$.
Proof First note that

$$
\begin{aligned}
\log p_{0} / p= & \left\{\log \lambda_{0} / \lambda+\left(\theta_{0}-\theta\right) z-\Lambda_{0} e^{\theta_{0} z}+\Lambda e^{\theta z}\right\} \mathbf{1}_{d=1, t<\tau} \\
& +\left\{\Lambda e^{\theta z}-\Lambda_{0} e^{\theta_{0} z}\right\} \mathbf{1}_{d=0, t<\tau}+\left\{\Lambda(\tau) e^{\theta z}-\Lambda_{0}(\tau) e^{\theta_{0} z}\right\} \mathbf{1}_{d=0, t=\tau}
\end{aligned}
$$

By assumption $M\left|\theta_{0}-\theta\right|+\left\|\log \lambda_{0} / \lambda\right\|_{\infty}$ is bounded by some constant $Q_{1}$. Then using the same technique as in the proof of Lemma 7, one obtains

$$
\log \left\|p_{0} / p\right\|_{\infty} \leq\left\|\log \left(p_{0} / p\right)\right\|_{\infty} \leq Q_{1}+e^{\theta_{0} M}\left\|\Lambda_{0}\right\|_{\infty} Q_{1} e^{Q_{1}}
$$

An application of Lemma 8 in [11] gives the result.

### 4.3.1 Semi-parametric concentration

For any $\alpha>0$, let $\mathcal{H}^{\alpha}$ be the RKHS of the prior (14), seen as a random element in $\mathbb{B}=\left(\mathcal{C}^{0}([0, \tau]),\|\cdot\|_{\infty}\right)$. Since $\log \lambda_{0}=r_{0}$ is $\beta$-Hölder, it follows from the results stated in Sect. 5 that the equation $\varphi_{r_{0}}\left(\varepsilon_{n}\right) \leq n \varepsilon_{n}^{2}$ is solved for $\varepsilon_{n}$ equal to $n^{-\alpha \wedge \beta /(2 \alpha+1)}$, possibly up to some log-factor that we omit to write in the sequel. Moreover, Eqs. (26) and (27)-(29) are then satisfied and (28) is fulfilled with $B_{n}=\varepsilon_{n} \mathbb{B}_{1}+\sqrt{10 C n} \varepsilon_{n} \mathcal{H}_{1}^{\alpha}$, where $C$ is a large enough constant.

Let $B$ denote the Hölder regularity of the least favorable direction $\gamma$ given by (24). Due to Lemma 16, if, up to a log-factor, we choose $\rho_{n}=n^{-\alpha \wedge B /(2 \alpha+1)}$, then $\varphi_{\gamma}\left(\rho_{n}\right) \leq n \rho_{n}^{2}$. Hence there exists a sequence $\gamma_{n}$ in $\mathcal{H}^{\alpha}$ such that

$$
\left\|\gamma_{n}-\gamma\right\|_{\infty} \leq \rho_{n} \quad \text { and } \quad\left\|\gamma_{n}\right\|_{\mathcal{H}^{\alpha}}^{2} \leq 2 n \rho_{n}^{2}
$$

Since $\|0, h-\gamma\|_{L} \lesssim\|h-\gamma\|_{\infty}$, the preceding display also holds with the $\|\cdot\|_{\infty}$-norm replaced by the $\|\cdot\|_{L}$-norm, which implies (3). Note also that $\left\|\gamma_{n}\right\|_{\infty}$ is bounded.

Now let us check (5)-(7). Lemmas 7 and 8 imply

$$
\begin{aligned}
\{\theta & \left.:\left|\theta-\theta_{0}\right| \leq \varepsilon_{n}\right\} \times\left\{r:\left\|r-r_{0}\right\|_{\infty} \leq \varepsilon_{n}\right\} \\
& \subset\left\{(\theta, r): h\left(p, p_{0}\right) \lesssim \varepsilon_{n},\left\|\log p_{0} / p\right\|_{\infty} \lesssim \varepsilon_{n}\right\} \\
& \subset\left\{(\theta, r): K\left(p_{0}, p\right) \lesssim \varepsilon_{n}^{2}, V\left(p_{0}, p\right) \lesssim \varepsilon_{n}^{2}\right\} .
\end{aligned}
$$

Due to (27), $\Pi\left(B_{K L, n}\left(\eta_{0}, c \varepsilon_{n}\right)\right) \gtrsim \varepsilon_{n}^{-1} \exp \left(-n \varepsilon_{n}^{2}\right) \gtrsim \exp \left(-2 n \varepsilon_{n}^{2}\right)$ for some $c>0$, which gives (7). Equation (28) implies (6) for the sieve $\mathcal{A}_{n}^{\prime}=\Theta \times B_{n}$. Lemma 7 implies that $\varepsilon_{n}$-balls for the metric induced by $\left|\theta_{1}-\theta_{2}\right|+\left\|r_{1}-r_{2}\right\|_{\infty}$ are included in $C \varepsilon_{n}$-Hellinger balls for a universal constant $C$. Thus to obtain (5) it suffices to cover $\mathcal{A}_{n}^{\prime}$ with balls for the first-mentioned metric and to use (27). Then Lemma 1 yields, for $M$ large enough, in $P_{\eta_{0}}^{(n)}$-probability,

$$
\Pi\left((\theta, r) \in \Theta \times B_{n}, h\left(P, P_{0}\right) \leq M \varepsilon_{n} \mid X^{(n)}\right) \rightarrow 1
$$

Now let us translate this result in terms of the norm $\|\cdot\|_{L}$ while also slightly modifying the sieve. Let us denote $\zeta_{n}=C \sqrt{n} \varepsilon_{n}^{2}$ with $C$ large enough and $\mathcal{A}_{n}=\Theta \times \mathcal{F}_{n}$, with

$$
\mathcal{F}_{n}=B_{n} \cap\left\{r: \int_{0}^{\tau} e^{r(u)} d u \leq C_{5}, \int_{0}^{\tau} e^{r(u)}\left(r-r_{0}\right)^{2}(u) d u \leq C_{6} \zeta_{n}^{2}\right\}
$$

for $C_{5}, C_{6}$ large enough constants. It follows from Lemmas 9,10 and 11 below that

$$
\Pi\left((\theta, r) \in \Theta \times \mathcal{F}_{n},\left\|\theta-\theta_{0}, r-r_{0}\right\|_{L} \leq \zeta_{n} \mid X^{(n)}\right) \rightarrow 1
$$

So, our definitive choice of sieve is $\mathcal{A}_{n}=\Theta \times \mathcal{F}_{n}$ and our definitive rate is $\zeta_{n}$.
To check the second part of $\left(\mathbf{C}^{\prime}\right)$, one has to deal with $\mathcal{F}_{n}(\theta)=\mathcal{F}_{n}+\left(\theta-\theta_{0}\right) \gamma_{n}$. Note that those sets are, up to constants, of the same type as $\mathcal{F}_{n}$, since on the set $\left|\theta-\theta_{0}\right| \lesssim \varepsilon_{n}$, the norm $\left\|\left(\theta-\theta_{0}\right) \gamma_{n}\right\|_{\mathcal{H}^{\alpha}} \lesssim \varepsilon_{n} \sqrt{n} \zeta_{n}=o\left(\sqrt{n} \varepsilon_{n}\right)$. The concentration condition on $\Pi^{\theta=\theta_{0}}$ easily follows. Finally, the conditions on Kullback-Leibler neighborhoods are checked as above.

Before giving the proof of Lemmas 9-11, let us summarize what we have obtained up to now. The posterior has been seen to converge at rate $\varepsilon_{n}$ for Hellinger's distance and at rate $\zeta_{n}$ for the LAN-distance. In particular, condition $\left(\mathbf{C}^{\prime}\right)$ is satisfied with the rate $\zeta_{n}$. Below, in checking ( $\mathbf{N}^{\prime}$ ), a mild condition on $\zeta_{n}$ will appear, namely $\zeta_{n}=o\left(n^{-1 / 4}\right)$, necessary to control the remainder term $Q_{n, 2}$ below.

Lemma 9 There exist universal constants $C_{3}, C_{4}>0$ such that if $h\left(P_{0}, P\right) \leq C_{3}$, then $\|\Lambda\|_{\infty} \leq C_{4}$, where the sup-norm is taken over the interval $[0, \tau]$.

Proof Let us first check that

$$
\begin{equation*}
\sup _{u \in[0, \tau]} \int\left(1-G_{z}(u-)\right)\left|e^{-e^{\theta z} \Lambda(u)}-e^{-e^{\theta_{0} z} \Lambda_{0}(u)}\right| \varphi(z) d z \leq 2 h\left(P_{0}, P\right) \tag{25}
\end{equation*}
$$

Let us denote $\Psi_{\eta, z}(u)=\mathbf{P}_{\eta}(T \geq u \mid Z=z)=\left(1-G_{z}(u-)\right) e^{-e^{\theta z} \Lambda(u)}$ for $0 \leq u<\tau$. For any $0 \leq s<\tau$, let $\psi_{\eta, z}(s)$ be the derivative of $\Psi_{\eta, z}(u)$ with respect to $u$ at the point $s$. Since $\Psi_{\eta, z}(0)=\Psi_{\eta_{0}, z}(0)$, it holds $\Psi_{\eta, z}(u)-\Psi_{\eta_{0}, z}(u)=\int_{0}^{u}\left[\psi_{\eta_{0}, z}(s)-\right.$ $\left.\psi_{\eta, z}(s)\right] d s$ for $0 \leq u<\tau$. Using Cauchy-Schwarz inequality, the inequality $(a+$ $b)^{2} \leq 2 a^{2}+2 b^{2}$ and the fact that $\Psi_{\eta, z}(u) \leq 1$, we get that for all $0 \leq u<\tau$ it holds

Now note that for any positive reals $a_{1}, a_{2}, b_{1}, b_{2}$, it holds

$$
\left\{\sqrt{a_{1}+b_{1}}-\sqrt{a_{2}+b_{2}}\right\}^{2} \leq 2\left\{\left(\sqrt{a_{1}}-\sqrt{a_{2}}\right)^{2}+\left(\sqrt{b_{1}}-\sqrt{b_{2}}\right)^{2}\right\}
$$

Thus for $0 \leq u<\tau$, the penultimate display is bounded above by

$$
\left.\left.\begin{array}{l}
4 \iint\left[\left(1-G_{z}(t-)\right)\left\{\sqrt{e}^{r+\theta z-\Lambda e^{\theta z}}-\sqrt{e}^{r_{0}+\theta_{0} z-\Lambda_{0} e^{\theta_{0}} z}\right\}^{2}\right. \\
\quad+g_{z}(t)\left\{\sqrt{e}-\Lambda e^{\theta z}-\sqrt{e}-\Lambda_{0} e^{\theta_{0} z}\right.
\end{array}\right\}^{2}\right] \varphi(z) d t d z \leq 4 h^{2}\left(P_{0}, P\right) .
$$

For $u=\tau$, similarly, one gets $\int\left|\Psi_{\eta, z}(\tau)-\Psi_{\eta_{0}, z}(\tau)\right| \varphi(z) d z \leq h\left(P_{0}, P\right)$, which proves (25). Now let $d \mu_{u}(z)$ denote the measure $\left(1-G_{z}(u-)\right) \varphi(z) d z$. For each fixed $u$ in $[0, \tau]$, the mean value theorem applied to the function $z \rightarrow e^{-e^{\theta z} \Lambda(u)}-e^{-e^{\theta_{0} z} \Lambda_{0}(u)}$ with respect to the measure $d \mu_{u}$ implies that there exists a real $z^{*}(u) \in[-M, M]$ such that

$$
\int\left|e^{-e^{\theta z} \Lambda(u)}-e^{-e^{\theta} z_{0} \Lambda_{0}(u)}\right| d \mu_{u}(z)=\left|e^{-e^{\theta z^{*}(u)} \Lambda(u)}-e^{-e^{\theta} z^{*}(u)} \Lambda_{0}(u)\right| \int d \mu_{u}(z)
$$

Since $\int\left(1-G_{z}(u-)\right) \varphi(z) d z=\mathbf{P}_{\eta_{0}}(Y \geq u) \geq \mathbf{P}_{\eta_{0}}(Y \geq \tau)$ is bounded away from zero, this means that, due to (25),

$$
\sup _{u \in[0, \tau]}\left|e^{-e^{\theta z^{*}(u)} \Lambda(u)}-e^{-e^{\theta} z^{*}(u)} \Lambda_{0}(u)\right| \leq \operatorname{Ch}\left(P_{0}, P\right)
$$

From this it is easily seen that, since $\theta, Z$ and $\left\|\Lambda_{0}\right\|_{\infty}$ are bounded, $\Lambda$ must be bounded from above by a finite constant if $h\left(P_{0}, P\right)$ is small enough.

Lemma 10 For any $(\theta, r) \in \Theta \times \mathcal{F}_{n}$ such that $h\left(P_{\theta, r}, P_{0}\right) \leq \varepsilon_{n}$, it holds

$$
\left\|\theta-\theta_{0}, \log \lambda-\log \lambda_{0}\right\|_{L}^{2} \lesssim\left(n \varepsilon_{n}^{2}\right) \varepsilon_{n}^{2}=\zeta_{n}^{2}
$$

Moreover, $\left(\theta-\theta_{0}\right)^{2} \lesssim \zeta_{n}^{2}$ and $\int \lambda_{0} \log ^{2} \lambda / \lambda_{0} \lesssim \zeta_{n}^{2}$.
Proof First, due to the form of $\mathcal{F}_{n}$, on this set it holds $\|r\|_{\infty}=\|\log \lambda\|_{\infty} \lesssim \sqrt{n} \varepsilon_{n}$. Thus using the expression of $\log \left(p / p_{0}\right)$ obtained in the proof of Lemma 8 , one gets $\left\|\log p / p_{0}\right\|_{\infty} \lesssim \sqrt{n} \varepsilon_{n}$ on the sieve. An application of Lemma 8 in [11] then gives that the second moment $W\left(P_{0}, P\right)$ verifies $W\left(P_{0}, P\right) \lesssim h^{2}\left(P_{0}, P\right) n \varepsilon_{n}^{2} \lesssim n \varepsilon_{n}^{4}$. Now simple calculations reveal that $\left\|\theta-\theta_{0}, r-r_{0}\right\|_{L}^{2}$ is bounded from above by

$$
W\left(P_{0}, P\right)+\iint\left(\Lambda_{0} e^{\theta_{0} z}-\Lambda e^{\theta z}\right)^{2} e^{\theta_{0} z-\Lambda_{0} e^{\theta_{0} z}}\left(1-G_{z}(t-)\right) d \Lambda_{0}(t) \varphi(z) d z
$$

Since $g_{z}(t)$ is uniformly bounded away from zero, the last term in the preceding display is bounded from above by

$$
\iint\left(r-r_{0}+\left(\theta-\theta_{0}\right) z\right)^{2} e^{\theta_{0} z-\Lambda_{0} e^{\theta_{0} z}} g_{z}(t) \varphi(z) d \Lambda_{0}(t) d z \lesssim W\left(P_{0}, P\right)
$$

The last two statements of the lemma are simple consequences of the first result and of the explicit expression of the norm $\|\cdot\|_{L}$.

Lemma 11 For any $(\theta, r) \in \mathcal{A}_{n}$ such that $h\left(P_{\theta, r}, P_{0}\right) \leq \varepsilon_{n}$, it holds

$$
\int \lambda \log ^{2} \lambda / \lambda_{0} \lesssim\left(n \varepsilon_{n}^{2}\right) \varepsilon_{n}^{2}=\zeta_{n}^{2}
$$

Proof Let us denote $S(\lambda)^{2}=\lambda e^{\theta z-\Lambda e^{\theta z}}\left(1-G_{z}(t-)\right) \varphi(z)$ and define $S\left(\lambda_{0}\right)^{2}$ similarly. Further set $X(\lambda)=\iint\left(r-r_{0}+\left(\theta-\theta_{0}\right) z\right)^{2} S(\lambda)^{2}$. Due to Lemma 10 and CauchySchwarz inequality,

$$
\begin{aligned}
X(\lambda)= & \iint\left[r-r_{0}+\left(\theta-\theta_{0}\right) z\right]^{2}\left(S\left(\lambda_{0}\right)^{2}+\left\{S(\lambda)^{2}-S\left(\lambda_{0}\right)^{2}\right\}\right) \\
\lesssim & \zeta_{n}^{2}+\left(\iint\left\{S(\lambda)-S\left(\lambda_{0}\right)\right\}^{2}\right)^{1 / 2} \\
& \times\left(\iint\left[r-r_{0}+\left(\theta-\theta_{0}\right) z\right]^{4}\left\{S(\lambda)^{2}+S\left(\lambda_{0}\right)^{2}\right\}\right)^{1 / 2} \\
\lesssim & \zeta_{n}^{2}+h\left(P_{0}, P\right)\left\|r-r_{0}+\left(\theta-\theta_{0}\right) z\right\|_{\infty} \\
& \times\left(X(\lambda)+\iint\left[r-r_{0}+\left(\theta-\theta_{0}\right) z\right]^{2} S\left(\lambda_{0}\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

We deduce, using that $\|r\|_{\infty} \lesssim \sqrt{n} \varepsilon_{n}$ on the sieve,

$$
X(\lambda) \lesssim \zeta_{n}^{2}+h\left(P_{0}, P\right) \sqrt{n} \varepsilon_{n} \sqrt{X(\lambda)+\zeta_{n}^{2}} \lesssim \zeta_{n}^{2}+\zeta_{n} \sqrt{X(\lambda)+\zeta_{n}^{2}}
$$

Hence $X(\lambda) \lesssim \zeta_{n}^{2}$, from which, using the facts that $\Lambda$ is bounded due to Lemma 9 and that $\left(\theta-\theta_{0}\right)^{2} \lesssim \zeta_{n}^{2}$ (Lemma 10), we obtain the result.

### 4.3.2 Verification of $\left(\mathbf{N}^{\prime}\right)$

Let $V_{n}$ be defined as in ( $\mathbf{N}^{\prime}$ ) but with $f$ replaced by $r$. Let the sieve $\mathcal{A}_{n}$ and the rate $\zeta_{n}$ be as defined above. Let us write $R_{n}(\theta, r)=R_{n, 1}(\theta, r)+R_{n, 2}(\theta, r)$, where $R_{n, 1}(\theta, r)=-\mathbb{G}_{n} \psi_{n}(\theta, r)$, with

$$
\begin{aligned}
\psi_{n}(\theta, r)\left(T_{i}, Z_{i}\right)= & \sqrt{n}\left\{e^{\theta Z_{i}} \Lambda_{0}\left\{e^{r-r_{0}}\right\}\left(T_{i}\right)-e^{\theta_{0} Z_{i}} \Lambda_{0}\left(T_{i}\right)\right. \\
& \left.-\left(\theta-\theta_{0}\right) Z_{i} e^{\theta_{0} Z_{i}} \Lambda_{0}\left(T_{i}\right)-e^{\theta_{0} Z_{i}} \Lambda_{0}\left\{r-r_{0}\right\}\left(T_{i}\right)\right\} \\
R_{n, 2}(\theta, r)= & -n \Lambda_{0}\left\{M_{0}(\theta) e^{r-r_{0}}-M_{0}-\left(\theta-\theta_{0}\right) M_{1}-\left(r-r_{0}\right) M_{0}\right. \\
& \left.-\frac{1}{2}\left[\left(\theta-\theta_{0}\right)^{2} M_{2}+2\left(\theta-\theta_{0}\right)\left(r-r_{0}\right) M_{1}+\left(r-r_{0}\right)^{2} M_{0}\right]\right\} .
\end{aligned}
$$

Let us use the decomposition

$$
\begin{aligned}
& R_{n}(\theta, r)-R_{n}\left(\theta_{0}, r-\left(\theta-\theta_{0}\right) \gamma_{n}\right) \\
& \quad=R_{n}(\theta, r)-R_{n}\left(\theta_{0}, r\right)+R_{n}\left(\theta_{0}, r\right)-R_{n}\left(\theta_{0}, r-\left(\theta-\theta_{0}\right) \gamma_{n}\right)
\end{aligned}
$$

We first deal with the term $Q_{n, 2}(\theta, r)=R_{n, 2}(\theta, r)-R_{n, 2}\left(\theta_{0}, r\right)$. Due to Taylor's theorem, $\exp \left(\left(\theta-\theta_{0}\right) Z\right)-1=\left(\theta-\theta_{0}\right) Z+\left(\theta-\theta_{0}\right)^{2} Z^{2} / 2+\left(\theta-\theta_{0}\right)^{3} Z^{3} Y / 6$, with
$Y$ bounded and $\exp \left(r-r_{0}\right)=1+\left(r-r_{0}\right)+\left(r-r_{0}\right)^{2} / 2+T_{1} / 2$, where

$$
T_{1}=\int_{0}^{r-r_{0}}\left(r-r_{0}-t\right)^{2} e^{t} d t \leq\left(r-r_{0}\right)^{2}\left|1-e^{r-r_{0}}\right| \lesssim\left(r-r_{0}\right)^{2}\left(1+e^{r-r_{0}}\right)
$$

Simple calculations yield that, on $V_{n}$,

$$
\begin{aligned}
Q_{n, 2}(\theta, r)= & -n\left(\theta-\theta_{0}\right)\left[\left(\theta-\theta_{0}\right) \int\left(r-r_{0}\right) M_{2} d \Lambda_{0} / 2+\int\left(r-r_{0}\right)^{2} M_{1} d \Lambda_{0} / 2\right. \\
& +\left(\theta-\theta_{0}\right) \int\left(r-r_{0}\right)^{2} M_{2} d \Lambda_{0} / 4 \\
& \left.+\Lambda_{0}\left\{\left(M_{1}+o(1)\right) T_{1}+\left(\theta-\theta_{0}\right)^{2} o(1)\right\}\right]
\end{aligned}
$$

The dominating term is the one involving $T_{1}$. The upper bound on $T_{1}$ obtained above together with Lemmas 10,11 implies that $\left|Q_{n, 2}(\theta, r)\right| \leq \zeta_{n} h^{2}+\left(\sqrt{n} \zeta_{n}^{2}\right) h$. As announced above, we now impose $\zeta_{n}=o\left(n^{-1 / 4}\right)$, so one obtains $Q_{n, 2}(\theta, r)=$ $o\left(1+h^{2}\right)$.

Now let us deal with $Q_{n, 1}(\theta, r)=\left(R_{n, 1}(\theta, r)-R_{n, 1}\left(\theta_{0}, r\right)\right) /\left(1+h^{2}\right)=-\mathbb{G}_{n} f_{n}$. Note that $f_{n}(t, z)(\theta, r)=g_{1, n, \theta}(z) \Lambda(t)-g_{2, n, \theta}(z) \Lambda_{0}(t)$, where

$$
g_{1, n, \theta}(z)=\sqrt{n} e^{\theta_{0} z} \frac{e^{\left(\theta-\theta_{0}\right) z}-1}{1+n\left(\theta-\theta_{0}\right)^{2}} \quad \text { and } \quad g_{2, n, \theta}(z)=\sqrt{n} e^{\theta_{0} z} \frac{\left(\theta-\theta_{0}\right) z}{1+n\left(\theta-\theta_{0}\right)^{2}} .
$$

Let us denote by $\mathcal{P}, \mathcal{L}, \mathcal{G}_{1}$ and $\mathcal{G}_{2}$ the respective collections of all functions $f_{n}(t, z)(\theta, r), \Lambda(t), g_{1, n, \theta}(z), g_{2, n, \theta}(z)$, for $n \geq 1$ and $(\theta, r)$ varying in $V_{n}$. Denoting by $N_{[]}$and $J_{[]}$the bracketing number and bracketing integral (see e.g. [27, Chapter 19]), it follows from the decomposition of $f_{n}$ that
$N_{\square}\left(\varepsilon, \mathcal{P}, L^{2}\left(P_{\eta_{0}}\right)\right) \lesssim N_{[]}\left(\varepsilon, \mathcal{L}, L^{2}\left(P_{\eta_{0}}\right)\right) \cdot N_{[]}\left(\varepsilon, \mathcal{G}_{1}, L^{2}\left(P_{\eta_{0}}\right)\right) \cdot N_{[]}\left(\varepsilon, \mathcal{G}_{2}, L^{2}\left(P_{\eta_{0}}\right)\right)$.
Since $\theta$ and $z$ are bounded, $\left\|g_{i}\right\|_{\infty}+\left\|g_{i}^{\prime}\right\|_{\infty}$ is bounded from above for $i=1,2$ by a universal constant. Note also that $\Lambda$ is nondecreasing and uniformly bounded over the sieve due to Lemma 9. Thus (see e.g. Corollary 2.7.2 and Theorem 2.7.5 of [28]), the preceding display is bounded above by $e^{C / \varepsilon}$. Hence $J_{[]}\left(\delta, \mathcal{P}, L^{2}\left(P_{\eta_{0}}\right)\right) \lesssim \sqrt{\delta}$ for any $\delta>0$. Using Taylor's theorem, there exists a (bounded) real $r_{z}$ such that

$$
\begin{aligned}
f_{n}(t, z)(\theta, r) \lesssim & \frac{|h| e^{\theta_{0} z}}{1+h^{2}}\left(|z| \Lambda_{0}\left(\left|r-r_{0}\right|+\left(r-r_{0}\right)^{2}+\left(r-r_{0}\right)^{2} e^{r-r_{0}}\right)(t)\right. \\
& \left.+\frac{|h| z^{2} e^{r_{z}}}{2 \sqrt{n}} \Lambda_{0}\left(1+\left|r-r_{0}\right|+\left(r-r_{0}\right)^{2}+\left(r-r_{0}\right)^{2} e^{r-r_{0}}\right)(t)\right)
\end{aligned}
$$

from which, using Lemmas 10 and 11 , we easily deduce that $\left\|f_{n}\right\|_{\infty} \lesssim \zeta_{n}$ and thus also $P_{\eta_{0}} f^{2} \lesssim \zeta_{n}^{2}$. We apply Lemma 3.4.2 in [28] to conclude that $\left\|\mathbb{G}_{n} f_{n}\right\|_{\mathcal{P}}=o_{P}(1)$.

Finally, denoting $\varphi_{n}=\left(\theta-\theta_{0}\right) \gamma_{n}$, we have to deal with the following terms

$$
\begin{aligned}
S_{n, 1} & \triangleq \frac{R_{n, 1}\left(\theta_{0}, r-\varphi_{n}\right)-R_{n, 1}\left(\theta_{0}, r\right)}{1+h^{2}}=-\mathbb{G}_{n} g_{n}, \quad \text { with } \\
g_{n} & =\sqrt{n}\left\{\Lambda_{0}\left(e^{r-r_{0}}\left\{e^{\varphi_{n}}-1\right\}-\varphi_{n}\right)(T)\right\} e^{\theta_{0} Z} /\left(1+h^{2}\right) \text { and } \\
S_{n, 2} & \triangleq-n \Lambda_{0}\left(e^{r-r_{0}}\left\{e^{\varphi_{n}}-1\right\} M_{0}-\varphi_{n} M_{0}-\left(r-r_{0}\right) \varphi_{n} M_{0}-\varphi_{n}^{2} M_{0} / 2\right)
\end{aligned}
$$

where $S_{n, 2}$ is the analog of $Q_{n, 2}$ between the points $\left(\theta_{0}, r-\varphi_{n}\right)$ and $\left(\theta_{0}, r\right)$. The term $S_{n, 2}$ can be treated by the same method as $Q_{n, 2}$ since, as noted above, $\left\|\gamma_{n}\right\|_{\infty}$ is bounded, so a Taylor expansion can be carried out.

To deal with the stochastic term $S_{n, 1}$, we notice that $g_{n}$ is a difference of two bounded functions of bounded total variation. Indeed, denoting for any $s, t$ in $[0, \tau]$, $G_{n}(\Lambda)(t)=\sqrt{n} \int_{0}^{t}\left(e^{\varphi_{n}(u)}-1\right) d \Lambda(u) /\left(1+h^{2}\right)$, it holds

$$
\left|G_{n}(\Lambda)(t)-G_{n}(\Lambda)(s)\right| \leq \frac{\sqrt{n}\left|\theta-\theta_{0}\right|}{1+h^{2}}\left\|\gamma_{n}\right\|_{\infty}(\Lambda(t)-\Lambda(s)) \lesssim \Lambda(t)-\Lambda(s)
$$

Since $\Lambda$ is nondecreasing and bounded on the sieve (see Lemma 9), we deduce that $G_{n}(\Lambda)$ belongs to the set of bounded functions (since $G_{n}(\Lambda)(0)=0$ ) of bounded total variation, whose entropy is well-controlled. On the other hand, using the notation $\Gamma_{n}(t)=\sqrt{n} \Lambda_{0} \varphi_{n}(t) /\left(1+h^{2}\right)$, it holds $\left|\Gamma_{n}(t)-\Gamma_{n}(s)\right| \leq\left\|\gamma_{n}\right\|_{\infty}\left\|\lambda_{0}\right\|_{\infty}|t-s|$. Thus $\Gamma_{n}$ is again bounded of bounded total variation. To conclude that $S_{n, 1}=o_{P}(1)$ using the entropy bounds of Chapter 2.7 of [28], it suffices to obtain an upper bound tending to zero for $\mathbf{E}\left(g_{n}(T, Z)^{2}\right)$. This can be done using Taylor expansions as for $S_{n, 2}$ together with the fact that $\left\|\gamma_{n}\right\|_{\infty}$ is bounded and Lemma 11, which eventually leads to $\mathbf{E}\left(g_{n}(T, Z)^{2}\right) \lesssim \zeta_{n}^{2}$, which concludes the verification of $\left(\mathbf{N}^{\prime}\right)$.

So far the only condition on the prior is that $\zeta_{n}=\sqrt{n} \varepsilon_{n}^{2}=o\left(n^{-1 / 4}\right)$ should hold. This leads, due to the fact that $\varepsilon_{n} \lesssim n^{-\alpha \wedge \beta /(2 \alpha+1)}$ up to a log-factor, to the conditions $\alpha>3 / 2$ and $8 \beta>6 \alpha+3$, which correspond to the triangle shape in Fig. 2.

### 4.3.3 Checking condition (E)

As noticed in 4.3.1, the condition on the rate $\rho_{n}$ is $\rho_{n} \lesssim n^{-\alpha \wedge B /(2 \alpha+1)}$, possibly up to a log-factor. Thus to satisfy $\sqrt{n} \zeta_{n} \rho_{n}=o(1)$, one must have $B>2 \beta / 3$ if $\alpha \geq \beta$ and $B>1$ if $\alpha<\beta$, which reduce to $B>2 \beta / 3$. Finally note that $\sqrt{n} W_{n}\left(0, \gamma_{n}-\gamma\right)$ is a sum of $n$ independent, centered random variables of variance bounded by a constant times $\int_{0}^{\tau}\left\{\gamma_{n}-\gamma\right\}^{2} d \Lambda_{0}$, which tends to zero. This concludes the proof of Theorem 5.

## 5 Appendix: tools for Gaussian processes

### 5.1 Concentration function, rate and suprema

Let $Z$ be a separable Gaussian process with sample paths almost surely in the Banach space $\left(\mathbb{B},\|\cdot\|_{\mathbb{B}}\right)$ and let $\mathbb{H}$ be its Reproducing Kernel Hilbert space (RKHS). Let $\mathbb{B}_{1}$
and $\mathbb{H}_{1}$ denote the unit balls of the corresponding spaces. Suppose that $f_{0}$ belongs to the support of $Z$ in $\mathbb{B}$ and define the concentration function of $Z$ by

$$
\varphi_{f_{0}}(\varepsilon)=\inf _{h \in \mathbb{H},\left\|h-f_{0}\right\|_{\mathbb{B}} \leq \varepsilon}\|h\|_{\mathbb{H}}^{2}-\log \mathbf{P}\left(\|Z\|_{\mathbb{B}} \leq \varepsilon\right) .
$$

Then Theorem 2.1 in [29] states that, if $\varepsilon_{n}$ is such that

$$
\begin{equation*}
\varphi_{f_{0}}\left(\varepsilon_{n}\right) \leq n \varepsilon_{n}^{2}, \tag{26}
\end{equation*}
$$

then for any $C>1$ there exists a measurable set $B_{n}$ such that for large enough $n$,

$$
\begin{gather*}
\log N\left(3 \varepsilon_{n}, B_{n},\|\cdot\|_{\mathbb{B}}\right) \leq 6 C n \varepsilon_{n}^{2}  \tag{27}\\
\mathbf{P}\left(Z \notin B_{n}\right) \leq \exp \left(-C n \varepsilon_{n}^{2}\right)  \tag{28}\\
\mathbf{P}\left(\left\|Z-f_{0}\right\|_{\mathbb{B}}<2 \varepsilon_{n}\right) \geq \exp \left(-n \varepsilon_{n}^{2}\right) . \tag{29}
\end{gather*}
$$

and $B_{n}$ can be chosen of the form $\varepsilon_{n} \mathbb{B}_{1}+\sqrt{10 C n} \varepsilon_{n} \mathbb{H}_{1}$ for large enough $C$.
We often use the next Lemma to control suprema of Gaussian processes.
Lemma 12 (Corollary 2.2.8 in [28]) Let $Y$ be a separable sub-Gaussian process with intrinsic semi-metric $d(s, t)=\mathbf{E}\left(\left(Y_{s}-Y_{t}\right)^{2}\right)^{1 / 2}$ on its index set. Then for every $\delta>0$, for a universal constant $K$,

$$
\mathbf{E}\left(\sup _{d(s, t) \leq \delta}\left|Y_{s}-Y_{t}\right|\right) \leq K \int_{0}^{\delta} \sqrt{\log D(\eta, \mathcal{T}, d)} d \eta
$$

### 5.2 Gaussian priors given as series expansions

Let us define a scale of Hilbert spaces $\left(\mathbb{B}^{\alpha},\|f\|_{2, \alpha}\right)$ with parameter $\alpha>0$ by

$$
\mathbb{B}^{\alpha}=\left\{f=\sum_{k \geq 1} f_{k} \varepsilon_{k}(\cdot), \quad \sum_{k \geq 1} k^{2 \alpha} f_{k}^{2}<+\infty\right\}, \quad\|f\|_{2, \alpha}^{2}=\sum_{k \geq 1} k^{2 \alpha} f_{k}^{2}
$$

Note that for any $p<\alpha$, the process (10) has sample paths almost surely in $\mathbb{B}^{p}$, since $\sum_{k} k^{2 p-1-2 \alpha} v_{k}^{2}$ is positive with finite mean and thus is finite almost surely. Let $\mathbb{H}^{\alpha}$ be the RKHS of the process defined by (10). Due to Theorem 4.2 of [30], the space $\mathbb{H}^{\alpha}$ coincides with $\left(\mathbb{B}^{\alpha+1 / 2},\|\cdot\|_{2, \alpha+1 / 2}\right.$ ). Borell's inequality (see [3], here in the notation of [30, Theorem 5.1]) then enables us to obtain concentration properties of the process (10) viewed as a random element of $\mathbb{B}^{p}$, as stated in the next Lemma.

Lemma 13 Assume that $f$ is distributed according to (10). For any $p<\alpha$, for $C>0$ large enough, if $\alpha_{n} \rightarrow 0$ and $\alpha_{n} \geq \mathrm{Cn}^{-1 /\left(2+\frac{1}{\alpha-p}\right)}$, then

$$
\mathbf{P}\left(f \notin \alpha_{n} \mathbb{B}_{1}^{p}+\sqrt{10 n} \alpha_{n} \mathbb{H}_{1}^{\alpha}\right) \leq \exp \left(-n \alpha_{n}^{2}\right) .
$$

Proof Let us denote $\varphi_{0, p}(\cdot)=-\log \pi_{f}\left(\|f\|_{\mathbb{B}^{p}}<\cdot\right)$ the small ball probability in $\mathbb{B}^{p}$ associated to the process (10). By Borell's inequality,

$$
\mathbf{P}\left(f \notin \alpha_{n} \mathbb{B}_{1}^{p}+\sqrt{10 n} \alpha_{n} \mathbb{H}_{1}^{\alpha}\right) \leq 1-\Phi\left(\Phi^{-1}\left(e^{-\varphi_{0, p}\left(\alpha_{n}\right)}\right)+\sqrt{10 n} \alpha_{n}\right) .
$$

Theorem 4 in [18] implies that $\varphi_{0, p}\left(\alpha_{n}\right) \lesssim \alpha_{n}^{-1 /(\alpha-p)}$. The condition on $\alpha_{n}$ then implies that for $C$ large enough, $\varphi_{0, p}\left(\alpha_{n}\right) \leq n \alpha_{n}^{2}$. Since $\Phi^{-1}$ is nondecreasing we have $\Phi^{-1}\left(e^{-\varphi_{0, p}\left(\alpha_{n}\right)}\right) \geq \Phi^{-1}\left(e^{-n \alpha_{n}^{2}}\right)$. Now the inequality $-\sqrt{\frac{5}{2} \log (1 / y)} \leq \Phi^{-1}(y) \leq 0$, valid for all $y \in(0,1 / 2)$, implies that $\sqrt{10 n} \alpha_{n} \geq-2 \Phi^{-1}\left(e^{-n \alpha_{n}^{2}}\right)$, which, using the identity $\Phi\left(-\Phi^{-1}(x)\right)=1-x$, gives the result.

Lemma 14 Let $\pi_{f}$ be the prior induced by (10), seen as a random element in $\mathbb{B}^{0}$. Let $f_{0}$ satisfy conditions $(\mathbf{R})$ with $\beta>1$. Then $\varepsilon_{n}=D n^{-\frac{\alpha \wedge \beta}{2 \alpha+1}}$ with D large enough, satisfies (26). With this choice of $\varepsilon_{n}$, Eqs. (27), (28), (29) are satisfied with $\mathbb{B}=\mathbb{B}^{0}$ and $B_{n}=\varepsilon_{n} \mathbb{B}_{1}^{0}+\sqrt{10 C n} \varepsilon_{n} \mathbb{H}_{1}^{\alpha}$.

Proof It suffices to establish that $\varepsilon_{n}$ has the above expression, which can be done by bounding from above $\varphi_{f_{0}}$, see [5], Theorem 2 for the detailed calculations.

To control the entropy of the RKHS unit ball $\mathbb{H}_{1}^{\alpha}$, we use a general link existing between the small ball probability of a Gaussian process and the entropy of its RKHS unit ball, see [18] or [30, Lemma 6.2].

Lemma 15 Let $Y$ be a centered Gaussian process in the space $(\mathbb{B},\|\cdot\|)$ with associated RKHS $\mathbb{H}$. For any $\gamma>0$, as $\varepsilon \rightarrow 0$ it holds $-\log \mathbf{P}(\|Y\|<\varepsilon) \asymp \varepsilon^{-\gamma}$ if and only $\log N\left(\varepsilon, \mathbb{H}_{1},\|\cdot\|\right) \asymp \varepsilon^{-2 \gamma /(2+\gamma)}$.

Thus, if $Y^{\alpha}$ is a process distributed according to (10), due to [18], Theorem 4, the small ball probability of the process behaves as $-\log \mathbf{P}\left(\left\|Y^{\alpha}\right\|_{2}<\varepsilon\right) \asymp \varepsilon^{-1 / \alpha}$, as $\varepsilon \rightarrow 0$. Hence Lemma 15 implies that $\log N\left(\varepsilon, \mathbb{H}_{1}^{\alpha},\|\cdot\|_{2}\right) \asymp \varepsilon^{-2 /(2 \alpha+1)}$ as $\varepsilon \rightarrow 0$.

### 5.3 Gaussian priors of the Riemann-Liouville type

Upper-bounds for the concentration function of the process prior (14) are given in the next Lemma. For a proof, see [5], Theorem 4.

Lemma 16 Suppose $f_{0}$ belongs to $\mathcal{C}^{\beta}[0,1]$, with $\beta>0$. The concentration function $\varphi_{f_{0}}$ associated to the process $X_{t}^{\alpha}$ satisfies, if $0<\alpha \leq \beta$, that $\varphi_{f_{0}}(\varepsilon)=O\left(\varepsilon^{-1 / \alpha}\right)$ as $\varepsilon \rightarrow 0$. In the case that $\alpha>\beta$, if $\{\alpha\}$ denotes the integer part of $\alpha$, as $\varepsilon \rightarrow 0$,

$$
\varphi_{f_{0}}(\varepsilon)= \begin{cases}O\left(\varepsilon^{-\frac{2 \alpha-2 \beta+1}{\beta}}\right) & \text { if }\{\alpha\}=1 / 2 \text { or } \alpha \notin \beta+\frac{1}{2}+\mathbb{N} \\ O\left(\varepsilon^{-\frac{2 \alpha-2 \beta+1}{\beta}} \log (1 / \varepsilon)\right) & \text { otherwise. }\end{cases}
$$

This result implies that, for the Riemann-Liouville type process, the rate $\varepsilon_{n}$ such that $\varphi_{f_{0}}\left(\varepsilon_{n}\right) \leq n \varepsilon_{n}^{2}$ can be chosen equal to constant times $n^{-\alpha \wedge \beta /(2 \alpha+1)}$, possibly with an additional logarithmic factor.

### 5.4 Changing variables in Gaussian measures

Let $Z$ be a centered Gaussian process in a Banach space $(\mathbb{B},\|\cdot\|)$ of real functions with RKHS $\left(\mathbb{H},\|\cdot\|_{\mathbb{H}}\right)$ and covariance function $K(s, t)=\mathbf{E}(Z(s) Z(t))$. Let us denote by $P^{Z}$ the distribution of $Z$ and by $\mathbf{E}_{Z}$ the expectation under this law. Given the collection of paths $t \rightarrow Z(t, \omega)$ for $\omega \in \Omega$ of the process $Z$, let us define

$$
\begin{aligned}
U:\langle\{t \rightarrow K(\cdot, t), t \in \mathbb{R}\}\rangle & \rightarrow L^{2}(\Omega) \\
\sum_{i=1}^{p} a_{i} K\left(\cdot, t_{i}\right) & \rightarrow \sum_{i=1}^{p} a_{i} Z\left(t_{i}, \omega\right) .
\end{aligned}
$$

Note that $U$ is an isometry and since by definition any $h \in \mathbb{H}$ is the limit of a sequence $\sum_{i=1}^{p(n)} a_{i, n} K\left(\cdot, t_{i, n}\right)$, it can be extended into an isometry $U: \mathbb{H} \rightarrow L^{2}(\Omega)$. Then $U h$ is the limit in $L^{2}(\Omega)$ of the sequence $\sum_{i=1}^{p(n)} a_{i, n} Z\left(t_{i, n}, \omega\right)$.

Lemma 17 Let $\Phi: \mathbb{B} \rightarrow \mathbb{R}$ be a measurable function. Then for any $g, h \in \mathbb{H}$ and $\rho>0$ it holds

$$
\mathbf{E}_{Z}\left(\mathbf{1}_{|U g| \leq \rho} \Phi(Z-h)\right)=\mathbf{E}_{Z}\left(\mathbf{1}_{\left|U g+\langle g, h\rangle_{\mathbb{H}}\right| \leq \rho} \Phi(Z) \exp \left\{U(-h)-\|h\|_{\mathbb{H}}^{2} / 2\right\}\right)
$$

Proof The change of variable formula for Gaussian measures (see [30, Lemma 3.1]) states that if $h$ belongs to $\mathbb{H}$, then the measures $P^{Z-h}$ and $P^{Z}$ are absolutely continuous and $d P^{Z-h} / d P^{Z}=\exp \left(U(-h)-\|h\|_{\mathbb{H}}^{2} / 2\right)$. On the other hand, since $g \in \mathbb{H}$, for any integer $m \geq 1$ there exist sequences $\left(a_{1, m}, \ldots, a_{p(m), m}\right)$ and $\left(t_{1, m}, \ldots, t_{p(m), m}\right)$ such that $p(m) \rightarrow+\infty$ and $g(\cdot)$ is the limit in $\mathbb{H}$ of $\sum_{i=1}^{p(m)} a_{i, m} K\left(\cdot, t_{i, m}\right)$ as $m \rightarrow+\infty$. Moreover,

$$
\sum_{i=1}^{p(m)} a_{i, m} h\left(t_{i, m}\right)=\left\langle\sum_{i=1}^{p(m)} a_{i, m} K\left(\cdot, t_{i, m}\right), h(\cdot)\right\rangle_{\mathbb{H}} \rightarrow\langle g, h\rangle_{\mathbb{H}},
$$

as $m \rightarrow+\infty$. By definition $U g$ is the limit in $L^{2}$ of $\sum_{i=1}^{p(m)} a_{i, m} Z\left(t_{i, m}, \omega\right)$, where $Z$ is distributed according to $P^{Z}$. Thus this quantity is equal to the limit in $L^{2}$ of the sum $\sum_{i=1}^{p(m)} a_{i, m}\left\{Z^{\prime}\left(t_{i, m}, \omega\right)+h\left(t_{i, m}\right)\right\}$, where $Z^{\prime}=Z-h$, that is $U g+\langle g, h\rangle_{\mathbb{H}}$ if $Z^{\prime}$ is distributed according to $P^{Z}$.
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