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Abstract We study the Glauber dynamics for the Ising model on the complete graph,
also known as the Curie–Weiss Model. For β < 1, we prove that the dynamics exhib-
its a cut-off: the distance to stationarity drops from near 1 to near 0 in a window of
order n centered at [2(1 − β)]−1n log n. For β = 1, we prove that the mixing time
is of order n3/2. For β > 1, we study metastability. In particular, we show that the
Glauber dynamics restricted to states of non-negative magnetization has mixing time
O(n log n).
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1 Introduction

1.1 Ising model and Glauber dynamics

Let G = (V, E) be a finite graph. Elements of the state space � := {−1, 1}V will be
called configurations, and for σ ∈ �, the value σ(v) will be called the spin at v. The
nearest-neighbor energy H(σ ) of a configuration σ ∈ {−1, 1}V is defined by

H(σ ) := −
∑

v,w∈V,
v∼w

J (v,w)σ(v)σ (w), (1.1)

where w ∼ v means that {w, v} ∈ E . The parameters J (v,w) measure the interaction
strength between vertices; we will always take J (v,w) ≡ J , where J is a positive
constant.

For β ≥ 0, the Ising model on the graph G with parameter β is the probability
measure µ on � given by

µ(σ) = e−βH(σ )

Z(β)
, (1.2)

where Z(β) = ∑
σ∈� e−βH(σ ) is a normalizing constant.

The parameter β is interpreted physically as the inverse of temperature, and mea-
sures the influence of the energy function H on the probability distribution. At infinite
temperature, corresponding to β = 0, the measure µ is uniform over � and the random
variables {σ(v)}v∈V are independent.

The (single-site) Glauber dynamics for µ is the Markov chain (Xt ) on � with tran-
sitions as follows: When at σ , a vertex v is chosen uniformly at random from V , and
a new configuration is generated from µ conditioned on the set

{η ∈ � : η(w) = σ(v), w �= v}.
In other words, if vertex v is selected, the new configuration will agree with σ every-
where except possibly at v, and at v the spin is +1 with probability

p(σ ; v) := eβSv(σ )

eβSv(σ ) + e−βSv(σ )
, (1.3)

where Sv(σ ) := J
∑

w :w∼v σ (w). Evidently, the distribution of the new spin at v

depends only on the current spins at the neighbors of v. It is easily seen that (Xt ) is
reversible with respect to the measure µ in (1.2).
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Glauber dynamics in mean-field 225

In what follows, the Glauber dynamics will be denoted by (Xt )
∞
t=0. We use Pσ and

Eσ respectively to denote the underlying probability measure and associated expecta-
tion operator when X0 = σ .

A coupling of the Glauber dynamics with starting states σ and σ̃ is a process
(Xt , X̃t )t≥0 such that (Xt ) is a version of the Glauber dynamics with starting state
σ and (X̃t ) is a version of the Glauber dynamics with starting state σ̃ . If a coupling
(Xt , X̃t ) is a Markov chain, we call it a Markovian coupling. We write Pσ,σ̃ and Eσ,σ̃

for the probability measure and associated expectation respectively corresponding to
a coupling with initial states σ and σ̃ .

1.2 Order n log n mixing and cut-off

Given a sequence Gn = (Vn, En) of graphs, we write µn for the Ising measure and
(Xn

t ) for the Glauber dynamics on Gn . The worst-case distance to stationarity of the
Glauber dynamics chain after t steps is

dn(t) := max
σ∈�n

∥∥Pσ (Xn
t ∈ ·) − µn

∥∥
TV , (1.4)

where ‖µ−ν‖TV denotes the total variation distance between the probability measures
µ and ν. The mixing time tmix(n) is defined as

tmix(n) := min{t : dn(t) ≤ 1/4}. (1.5)

Note that tmix(n) is finite for each fixed n since, by the convergence theorem for ergo-
dic Markov chains, dn(t) → 0 as t → ∞. Nevertheless, tmix(n) will in general tend
to infinity with n. Our concern here is with the growth rate of the sequence tmix(n).

The Glauber dynamics is said to exhibit a cut-off at {tn} with window {wn} if
wn = o(tn) and

lim
γ→∞ lim inf

n→∞ dn(tn − γwn) = 1,

lim
γ→∞ lim sup

n→∞
dn(tn + γwn) = 0.

For background on mixing times and cut-off, see [12] or [15].
The first part of this paper is motivated by the following conjecture, due to the third

author:

Conjecture 1 Let (Gn) be a sequence of transitive graphs. If the Glauber dynamics
on Gn has tmix(n) = O(n log n), then there is a cut-off.

We establish this conjecture in the special case when Gn is the complete graph on
n vertices and β < 1 (the “high temperature” regime), where the Glauber dynamics
has O(n log n) mixing time.

1.3 Results

Here we take Gn to be Kn , the complete graph on n vertices. That is, the vertex set is
Vn = {1, 2, . . . , n}, and the edge set En contains all

(n
2

)
pairs {i, j} for 1 ≤ i < j ≤ n.
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226 D. A. Levin et al.

We take the interaction parameter J to be 1/n; in this case, the Ising measure µ on
{−1, 1}n is given by

µ(σ) = µn(σ ) = 1

Z(β)
exp

⎛

⎝β

n

∑

1≤i< j≤n

σ(i)σ ( j)

⎞

⎠ . (1.6)

In the physics literature, this is usually referred to as the Curie–Weiss model. For the
remainder of this paper, Ising model will always refer to the measure µ in (1.6), and
Glauber dynamics will always refer to the one corresponding to this measure. We will
often omit the explicit dependence on n in our notation.

It is a consequence of the Dobrushin–Shlosman uniqueness criterion that tmix(n) =
O(n log n) when β < 1 [1]. See also Bubley and Dyer [6]. Our first result is that there
is a cut-off phenomenon in this regime:

Theorem 1 Suppose that β < 1. The Glauber dynamics for the Ising model on Kn

has a cut-off at tn = [2(1 − β)]−1n log n with window size n.

Remark 1 Most examples of Markov chains for which the cut-off phenomenon has
been proved tend to have ample symmetry, for example, random walks on groups. Part
of the interest in Theorem 1 is that the chain studied here is not of this type, and our
methods are strictly probabilistic—in particular, based on coupling. Recently, Diaco-
nis and Saloff-Coste [8] gave a sharp criterion for cut-off (for separation distance) for
birth-and-death chains.

In the critical case β = 1, we prove that the mixing time of the Glauber dynamics
is order n3/2.

Theorem 2 If β = 1, then there are constants C1, C2 > 0 such that for the Glauber
dynamics for the Ising model on Kn,

C1n3/2 ≤ tmix(n) ≤ C2n3/2.

Finally, we consider the low-temperature case corresponding to β > 1. To state our
result, it is necessary to mention here the normalized magnetization, the function S
defined on configurations σ by S(σ ) := n−1 ∑n

i=1 σ(i). Also, we define the set �+
of states with non-negative magnetization,

�+ := {ω ∈ X : S(σ ) ≥ 0}.

By using the Cheeger inequality with estimates on the stationary distribution of the
magnetization, the mixing time is seen to be at least exponential in n—slow mixing
indeed. Arguments for exponentially slow mixing in the low temperature regime go
back at least to Griffiths et al. [11].

In contrast, we prove that the mixing time is of the order n log n if the chain is
restricted to the set �+. To be precise, the restricted dynamics evolve as follows
on �+: Generate a candidate move η according to the usual Glauber dynamics. If
S(η) ≥ 0, accept η as the new state, while if S(η) < 0, move instead to −η.
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Glauber dynamics in mean-field 227

Theorem 3 If β > 1 then there exist constants C3(β), C4(β) > 0 depending on β

such that, for the restricted Glauber dynamics for the Ising model on Kn,

C3(β)n log n ≤ tmix(n) ≤ C4(β)n log n.

For other work on the metastability of related models, see Bovier et al. [3,4] and
Bovier and Manzo [5].

The rest of the paper is organized as follows: Section 2 contains some preliminary
lemmas required in our proofs. Theorems 1, 2 and 3 are proved in Sects. 3, 4, and 5,
respectively. Section 6 contains some conjectures and open problems.

2 Preliminaries

2.1 Glauber dynamics for Ising on Kn

We introduce here some notation specific to our setting of the Glauber dynamics for
the Ising model on Kn . For a configuration σ , recall that the normalized magnetization
S(σ ) is defined as

S(σ ) := 1

n

n∑

j=1

σ( j).

Given that the current state of the chain is σ and a site i has been selected for updating,
the probability p(σ, i) of updating to a positive spin, displayed in (1.3), is in this case
p+(S(σ ) − n−1σ(i)), where p+ is the function given by

p+(s) := eβs

eβs + e−βs
= 1 + tanh(βs)

2
. (2.1a)

Similarly, the probability of updating site i to a negative spin is p−(S(σ )− n−1σ(i)),
where

p−(s) := e−βs

eβs + e−βs
= 1 − tanh(βs)

2
. (2.1b)

2.2 Monotone coupling

We now describe a process called the grand coupling, a Markov chain ({Xσ
t }σ∈�)t≥0

such that for each σ ∈ �, the coordinate process (Xσ
t )t≥0 is a version of the Glauber

dynamics started at σ . It will suffice to describe one step of the dynamics. Let I be
drawn uniformly from the sites {1, 2, . . . , n}, and let U be a uniform random variable
on [0, 1], independent of I . For each σ ∈ �, let U determine the spin Sσ according to

Sσ =
{

+1 0 < U ≤ p+(S(σ ) − n−1σ(I ))),

−1 p+(S(σ ) − n−1σ(I )) < U ≤ 1.
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228 D. A. Levin et al.

For each σ , generate the next state Xσ
1 according to

Xσ
1 (i) =

{
σ(i) i �= I

Sσ i = I
.

We write P
σ and E
σ for the probability measure and expectation operator on the
measure space where the grand coupling is defined.

For a given pair of configurations, σ and σ̃ , the two-dimensional projection of the
grand coupling, (Xσ

t , X σ̃
t )t≥0, will be called the monotone coupling with starting states

σ and σ̃ .
For two configurations σ and σ ′, the Hamming distance between σ and σ ′ is the

number of sites where the two configurations disagree, that is

dist(σ, σ ′) := 1

2

n∑

i=1

∣∣σ(i) − σ ′(i)
∣∣ . (2.2)

Proposition 2.1 The monotone coupling (Xt , X̃t ) of the Glauber dynamics started
from σ and σ̃ satisfies

E
σ
[
dist(Xt , X̃t )

]
≤ ρt dist(σ, σ̃ ), (2.3)

where

ρ := 1 − n−1 (1 − n tanh(β/n)) . (2.4)

Proof We first show that (2.3) holds with t = 1 provided dist(σ, σ̃ ) = 1. Indeed,
suppose that σ and σ̃ agree everywhere except at i , where σ(i) = −1 and σ̃ (i) = +1.

Recall that the vertex which is updated in all configurations in the grand coupling
is denoted by I . If I = i , then the distance decreases by 1; if I �= i and the event B(I )
occurs, where

B( j) := {p+(S(σ ) − σ( j)/n) ≤ U ≤ p+(S(σ̃ ) − σ̃ ( j)/n)} ,

then the distance increases by 1. In all other cases, the distance remains the same.
Consequently,

dist(X1, X̃1) = 1 − 1{I = i} +
∑

j �=i

1{I = j}1B( j). (2.5)

Note that S(σ̃ ) − σ̃ ( j)/n = S(σ ) − σ( j)/n + 2/n for j �= i . Thus, letting ŝ j/n =
S(σ ) − σ( j)/n, for j �= i ,

P
σ (B( j)) = 1

2

[
tanh(β(ŝ j + 2)/n)) − tanh(β ŝ j/n)

] ≤ tanh(β/n). (2.6)
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Glauber dynamics in mean-field 229

Taking expectation in (2.5), by the independence of U and I together with (2.6),

E
σ [dist(X1, X̃1)] ≤ 1 − 1

n
+ tanh(β/n) = ρ (2.7)

This establishes (2.3) for the case where σ and σ ′ are at unit distance.
Now take any two configurations σ, σ̃ with dist(σ, σ̃ ) = k. There is a sequence

of states σ0, . . . , σk such that σ0 = σ, σk = σ̃ , and each neighboring pair σi , σi−1
are at unit distance. Since we proved the contraction holds for configurations at unit
distance,

E
σ
[
dist(Xσ

1 , X σ̃
1 )
]

≤
k∑

i=1

E
σ
[
dist(Xσi

1 , Xσi−1
1 )

] ≤ ρk = ρdist(σ, σ̃ ).

This establishes (2.3) for t = 1; iterating completes the proof. �
We mention another property of the monotone coupling, from which it receives

its name. We write σ ≤ σ ′ to mean that σ(i) ≤ σ ′(i) for all i . Given the monotone
coupling (Xt , X̃t ), if Xt ≤ X̃t , then Xs ≤ X̃s for all s ≥ t . This is obvious from the
definition of the grand coupling, since the function p+ is non-decreasing.

2.3 Magnetization chain

Let St := S(Xt ), and note that (St ) is itself a Markov chain on �S := {−1,−1 +
2/n, . . . , 1 − 2/n, 1}. The increments St+1 − St take values in {−2/n, 0, 2/n}, and
the transition probabilities are

PM (s, s′) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1+s
2 p−(s − n−1) s′ = s − 2/n,

1−s
2 p+(s + n−1) s′ = s + 2/n,

1 − 1+s
2 p−(s − n−1) − 1−s

2 p+(s + n−1) s′ = s,

(2.8)

for s ∈ �S , where p+(s) and p−(s) are as in (2.1).

Remark 2 It is easily verified that PM (−s,−s′) = PM (s, s′), so the distribution of
the chain (St ) started from s is the same as the distribution of (−St ) started from −s.

Remark 3 Let (X+
t ) be the Glauber dynamics restricted to �+, and define S+

t :=
S(X+

t ). The chain (S+
t ) has the same transition probabilities as the chain |St |.

In the remainder of this subsection, we collect some facts about the Markov chain
(St ) which will be needed in our proofs.

If (Xt , X̃t ) is a coupling of the Glauber dynamics, we will always write St and S̃t

for S(Xt ) and S(X̃t ), respectively.

123



230 D. A. Levin et al.

Lemma 2.2 Let ρ be as defined in (2.4). If (Xt , X̃t ) is the monotone coupling, started
from states σ and σ̃ , then

Eσ,σ̃

[
|St − S̃t |

]
≤
(

2

n

)
ρt dist(σ, σ̃ ) ≤ 2ρt . (2.9)

Proof Using the triangle inequality, we see that |St − S̃t | ≤ (2/n)dist(Xt , X̃t ). An
application of Proposition 2.1 completes the proof. �
Lemma 2.3 For the magnetization chain (St ), for any two states s and s̃ in �S with
s ≥ s̃,

0 ≤ Es[S1] − Es̃[S1] ≤ ρ(s − s̃). (2.10)

Also, for any two states s and s̃,

|Es[S1] − Es̃[S1]| ≤ ρ|s − s̃|. (2.11)

Proof Let (Xt , X̃t ) be the monotone coupling, started from (σ, σ̃ ), where σ ≥ σ̃ and
S(σ ) = s, S(σ̃ ) = s̃. In this case, s − s̃ = (2/n)dist(σ, σ̃ ), and

Eσ,σ̃ [|S1 − S̃1|] = Eσ,σ̃ [(2/n)dist(X1, X̃1)] ≤ 2

n
ρdist(σ, σ̃ ) = ρ(s − s̃).

By monotonicity, X1 ≥ X̃1 and so S1 ≥ S̃1. Thus, Eσ [S1]−Eσ̃ [S̃1] = Eσ,σ̃ [|S1− S̃1|],
which, together with the preceding inequality, proves that

Eσ [S1] − Eσ̃ [S̃1] ≤ ρ(s − s̃). (2.12)

The left-hand side of (2.12) equals Es[S1] − Es̃[S̃1], because (St ) is a Markov chain.
Moreover, the left-hand side does not depends at all on the coupling. This proves
(2.10). An analogous bound in the case S(σ̃ ) ≥ S(σ ) establishes (2.11). �

We now study the drift of (St ) in some detail. From (2.8),

E[St+1 − St | St = s] = 2

n

(
1 − s

2

)
p+(s + n−1) − 2

n

(
1 + s

2

)
p−(s − n−1),

and hence

E[St+1 − St | St = s] = 1

n
[ fn(s) − s + θn(s)] , (2.13)

where

fn(s) := 1

2

{
tanh[β(s + n−1)] + tanh[β(s − n−1)]

}

θn(s) := −s

2

{
tanh[β(s + n−1)] − tanh[β(s − n−1)]

}
.
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Glauber dynamics in mean-field 231

The approximation

E[St+1 − St | St = s] ≈ 1

n
[tanh(βs) − s] (2.14)

will play an important role in our proofs, and we will need to control the error fairly
precisely. For the moment, let us observe that (2.14) is valid exactly as an inequality
for s ≥ 0:

E[St+1 − St | St = s] ≤ 1

n
[tanh(βs) − s] . (2.15)

This follows from the concavity of the hyperbolic tangent, together with the fact that
the term θn(s) in (2.13) is negative. By Remark 2, for s ≤ 0,

E[St+1 − St | St = s] ≥ 1

n
[tanh(βs) − s] . (2.16)

Since (St ) does not change sign when |St | > n−1, and because tanh is an odd function,
putting together (2.15) and (2.16) shows that, for |St | > n−1,

E
[|St+1|

∣∣ St
] ≤ |St | + 1

n
[tanh(β|St |) − |St |] . (2.17)

Since tanh(x) ≤ x for x ≥ 0, when β ≤ 1, Eq. (2.15) implies that, for s ≥ 0,

E[St+1 − St | St = s] ≤ s(β − 1)

n
. (2.18)

Define

τ0 := inf{t ≥ 0 : |St | ≤ 1/n}. (2.19)

Note that, for n even, |Sτ0 | = 0, while for n odd, |Sτ0 | = 1/n. The notation τ0 will be
used with the same meaning throughout the paper.

On several occasions, we will need an upper bound on the probability that an pro-
cess with non-positive drift remains positive for at least u steps. We record the result
needed in the following lemma, the proof of which can be found in Chap. 18 of [12].

Lemma 2.4 Let (Wt )t≥0 be a non-negative supermartingale and τ a stopping time
such

(i) W0 = k,
(ii) Wt+1 − Wt ≤ B,

(iii) Var(Wt+1 | Ft ) > σ 2 > 0 on the event τ > t .

If u > 4B2/(3σ 2), then

Pk(τ > u) ≤ 4k

σ
√

u
.
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The following lemma is proved for n even. The proof can be modified to deal with
the case of n odd by replacing 0 with 1/n; we omit the details.

Lemma 2.5 Let β ≤ 1, and suppose that n is even. There exists a constants c and t0
such that, for all s and for all u ≥ 0, t ≥ t0,

P( |Su | > 0, . . . , |Su+t | > 0 | Su = s) ≤ cn|s|√
t

. (2.20)

Proof It will suffice to prove (2.20) for s > 0, in which case the absolute values may
be removed.

By (2.18), E[St+1 − St | St ] ≤ 0 for St ≥ 0. Also, there exists a constant b > 0
such that P(St+1 − St �= 0 | St ) ≥ b for all times t , uniformly in n. Therefore, if
Wt := nSt∧τ0 , then (Wt ) is a non-negative supermartingale with bounded increments,
and there exists a positive constant σ 2 such that Var(Wt+1 | Ft ) ≥ σ 2. By the Markov
property and Lemma 2.4, there is a constant c > 0 such that for s > 0,

P(Su+1 > 0, . . . , Su+t > 0 | Su = s) = P(τ0 > t | S0 = s) ≤ cns√
t
.

�

2.4 Variance bound

Lemma 2.6 Let (Zt ) be a Markov chain taking values in R and with transition matrix
P. We will write Pz and Ez for its probability measure and expectation, respectively,
when Z0 = z. Suppose that there is some 0 < ρ < 1 such that for all pairs of starting
states (z, z̃),

∣∣Ez[Zt ] − Ez̃[Zt ]
∣∣ ≤ ρt |z − z̃|. (2.21)

Then vt := supz0
Varz0(Zt ) satisfies

vt ≤ v1 min
{

t, (1 − ρ2)−1
}

.

Remark 4 Suppose that, for every pair (z, z̃), there is a coupling (Z1, Z̃1) of P(z, ·)
and P(z̃, ·) such that

Ez,z̃

[
|Z1 − Z̃1|

]
≤ ρ|z − z̃|. (2.22)

By iterating (2.22),

∣∣∣Ez[Zt ] − Ez̃[Z̃t ]
∣∣∣ ≤ Ez,z̃[|Zt − Z̃t |] ≤ ρt |z − z̃|.
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Glauber dynamics in mean-field 233

The left-hand side does not depend at all on the coupling, and in particular, (2.21)
holds. Moreover, if the state-space of (Zt ) is discrete with a path metric and (2.22)
holds for all neighboring pairs z, z̃, then it holds for all pairs of states; see [6].

Proof Let (Zt ) and (Z�
t ) be independent copies of the chain, both started from z0. By

the Markov property and (2.21),

∣∣Ez0 [Zt | Z1 = z1] − Ez0 [Z�
t | Z�

1 = z�
1]
∣∣ =

∣∣∣Ez1 [Zt−1] − Ez�
1
[Z�

t−1]
∣∣∣

≤ ρt−1|z1 − z�
1|.

Hence, letting ϕ(z) = Ez[Zt−1], we see that

Varz0

(
Ez0 [Zt | Z1]

) = 1

2
Ez0

[
[ϕ(Z1) − ϕ(Z�

1)]2
]

≤ 1

2
Ez0

[
ρ2(t−1)|Z1 − Z�

1|2
]

≤ v1ρ
2(t−1). (2.23)

By the “total variance” formula, for every z0,

Varz0(Zt ) = Ez0

[
Varz0(Zt | Z1)

] + Varz0

(
Ez0 [Zt | Z1]

)
,

so that

vt ≤ sup
z0

{
Ez0 [Varz0(Zt | Z1)] + Varz0

(
Ez0 [Zt | Z1]

)}
. (2.24)

Now, Varz0(Zt | Z1 = z1) ≤ vt−1 for every z1, and so

Ez0

[
Varz0(Zt | Z1)

] ≤ vt−1. (2.25)

Thus we have shown that vt ≤ vt−1 + v1ρ
2(t−1), whence

vt ≤ v1

t−1∑

i=0

ρ2(i−1) ≤ v1 min
{

(1 − ρ2)−1, t
}

.

�
Proposition 2.7 If β < 1, then Var(St ) = O(n−1) as n → ∞. If β = 1, then
Var(St ) = O(t/n2) as n → ∞.

Proof The conclusion follows from combining Lemma 2.3 with Lemma 2.6, and
observing that v1 is bounded by (4/n)2 since the increments of (St ) are at most 2/n
in absolute value. �
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234 D. A. Levin et al.

2.5 Expected spin value

In order to establish the cutoff at high temperature, not only do we need to consider
the magnetization chain, but also the number of positive and negative spins among
subsets of the vertices.

Lemma 2.8 Let β < 1.

(i) For all σ ∈ � and every i = 1, 2, . . . , n,

|Eσ [St ]| ≤ 2e−(1−β)t/n and |Eσ [Xt (i)]| ≤ 2e−(1−β)t/n .

(ii) For any subset A of vertices, define

Mt (A) := 1

2

∑

i∈A

Xt (i). (2.26)

We have |Eσ [Mt (A)]| ≤ |A|e−(1−β)t/n, and if t ≥ [2(1 − β)]−1n log n, then
Var(Mt (A)) ≤ cn for some constant c > 0.

(iii) For any subset A of vertices and all σ ∈ �,

Eσ [|Mt (A)|] ≤ ne−(1−β)t/n + O(
√

n). (2.27)

Proof Part (i). Let 1 denote the configuration of all plus spins, and let (X T
t , X̃t ) be

the monotone coupling with X T
0 = 1 and such that X̃0 has distribution µ. (Note that

then X̃t has distribution µ for all t ≥ 0, by stationarity.) From Lemma 2.2, because
Eµ[S̃t ] = 0, we have

E1

[
ST

t

]
≤ E1,µ

[
|ST

t − S̃t |
]

+ Eµ

[
S̃t

]
≤ 2e−t (1−β)/n .

By symmetry, E1
[
X T

t (i)
] ≤ 2e−(1−β)t/n for all i . By monotonicity, for any σ ,

Eσ [Xt (i)] ≤ E1[X T
t (i)] ≤ 2e−(1−β)t/n .

Because the chain (−St ) started from −σ has the same distribution as the chain (St )

started from σ ,

−2e(1−β)t/n ≤ Eσ [Xt (i)].

Part (ii). The bound on the expectation follows from (i). For a configuration σ ,
couple the Glauber dynamics (Xσ

t ) started from σ with the Glauber dynamics started

from all pluses, (X (p)
t ), and the Glauber dynamics started from all minuses, (X (m)

t ),
so that X (m)

t ≤ Xσ
t ≤ X (p)

t . This is possible by using the monotone coupling. Write

Mσ
t (A), M (p)

t (A) and M (m)
t (A) for the sum of spins over A for the corresponding

processes; we have M (m)
t (A) ≤ Mσ

t (A) ≤ M (p)
t (A).
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Write simply Mσ
t := Mσ

t ([n]) = nSt . Then from Proposition 2.7 and (i), we have

that E(M (p)
t )2 = O(n). Also, by expanding the square,

E(M (p)
t )2 = n +

(
n

2

)
EX (p)

t (1)X (p)
t (2).

Therefore, |EX (p)
t (1)X (p)

t (2)| = O(n−1). Likewise,

EM (p)
t (A)2 = |A| +

(|A|
2

)
EX (p)

t (1)X (p)
t (2) ≤ n +

(
n

2

)
O(n−1) = O(n).

A similar argument shows that EM (m)
t (A)2 = O(n). By monotonicity,

[
Mσ

t (A)
]2 ≤

[
M (p)

t (A)
]2 +

[
M (m)

t (A)
]2

,

and taking expectation shows that E[Mσ
t (A)]2 = O(n). Since |E[Mσ

t (A)]| = O(
√

n)

for t ≥ [2(1 − β)]−1n log n, this shows that Var(Mσ
t (A)) = O(n) for t this large.

Part (iii). Let (Xt , X̃t ) be the monotone coupling with X0 = σ and the distribution
of X̃0 equal to µ. From the triangle inequality,

Eσ [|Mt (A)|] ≤ Eσ,µ

[
|M̃t (A) − Mt (A)|

]
+ Eµ

[
|M̃t (A)|

]
.

By the Cauchy–Schwartz inequality and since |M̃t (A) − Mt (A)| ≤ dist(Xt , X̃t ),

Eσ [|Mt (A)|] ≤ Eσ,µ

[
dist(Xt , X̃t )

]
+
√

Eµ

[
M̃t (A)2

]
.

Applying Proposition 2.1 shows that

Eσ [|Mt (A)|] ≤ nρt +
√

Eµ

[
M̃t (A)2

]
. (2.28)

Since the variables {X̃t (i)}n
i=1 are positively correlated under µ,

Eµ

[
M̃t (A)2

]
≤ n2

4
Eµ

[
S̃2

t

]
= n2

4
Varµ(S̃t ) = O(n), (2.29)

where the last equality follows from Proposition 2.7. Using (2.29) in (2.28) shows that

Eσ [|Mt (A)|] ≤ ne−(1−β)t/n + O(
√

n). (2.30)

�
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2.6 Coupling of chains with the same magnetization

The following lemma holds at all temperatures, though we will only be using it for
β ≥ 1. It shows that once the magnetizations of two copies of the Glauber dynamics
agree, the two copies can be coupled in such a way that the entire configurations agree
after at most another O(n log n) steps. Note that this simple coupling is not fast enough
to show cutoff (where we need that once the magnetizations agree, only order n steps
are required to fully couple). A more sophisticated coupling for this purpose is given
in Sect. 3.

For any coupling (Xt , X̃t ), we will let τ denote the coupling time:

τ := min
{

t ≥ 0 : Xt = X̃t

}
.

Lemma 2.9 Let σ, σ̃ ∈ � be such that S(σ ) = S(σ̃ ). There exists a coupling (Xt , X̃t )

of the Glauber dynamics with initial states X0 = σ and X̃0 = σ̃ such that

lim sup
n→∞

Pσ,σ̃ (τ > c0(β)n log n) = 0,

for some constant c0(β) large enough.

Proof To update the configuration Xt at time t , proceed as follows: Pick a site I ∈
{1, 2, . . . , n} uniformly at random, and generate a random spin S according to

S =
{

+1 with probability p+(St − Xt (I )/n),

−1 with probability p−(St − Xt (I )/n).

Set

Xt+1(i) =
{

Xt (i) i �= I,

S i = I.

As for updating X̃t , if Xt (I ) = X̃t (I ), then let

X̃t+1(i) =
{

X̃t (i) i �= I,

S i = I.

If Xt (I ) �= X̃t (I ), then we pick a vertex Ĩ uniformly at random from the set

{i : X̃t (i) �= Xt (i), and X̃t (i) = Xt (I )},

and set

X̃t+1(i) =
{

X̃t (i) i �= Ĩ ,

S i = Ĩ .
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Let Dt = ∑n
i=1 |Xt (i)− X̃t (i)|/2 be the number of differing coordinates between X̃t

and Xt .
There exists a constant c1 = c1(β) > 0 such that p+(s) ∧ p−(s) ≥ c1 uniformly

over all s ∈ {−1, . . . , 1} and all n. If Xt (I ) = X̃t (I ), then Dt+1 − Dt = 0 while if
Xt (I ) �= X̃t (I ), then Dt+1 − Dt = −2. It follows that

E[Dt+1 − Dt | Xt , X̃t ] ≤ −2c1 Dt

n
,

so Yt = Dt (1 − 2c1/n)−t is a non-negative supermartingale, whence

E[Dt ] ≤ E[D0]
(

1 − 2c1

n

)t

≤ ne−2c1t/n .

Taking t = c0n log n for a sufficiently large constant c0 = c0(β), we can make the
right hand side less than 1/n, say. Markov’s inequality yields

Pσ (τ > c0n log n) ≤ Pσ

(
Dc0n log n ≥ 1

) ≤ Eσ [Dc0n log n] ≤ 1

n
.

�

3 Cutoff for the Glauber dynamics at high temperature

In this section we prove Theorem 1. As always, (Xt ) will denote the Glauber dynam-
ics, and St = S(Xt ) = n−1 ∑n

i=1 Xt (i) is the normalized magnetization chain. Recall
the definitions

tn = [2(1 − β)]−1n log n,

ρ = 1 − (1 − β)/n,

τ0 = min{t ≥ 0 : |St | ≤ 1/n}.

3.1 Upper bound

For convenience, we restate the upper bound part of Theorem 1:

Theorem 3.1 If β < 1, then

lim
γ→∞ lim sup

n→∞
dn

(
[2(1 − β)]−1 n log n + γ n

)
= 0. (3.1)

Our strategy is to first construct a coupling of the dynamics so that the magnetiza-
tions agree with high probability after tn + O(n) steps.

Lemma 3.2 Let σ and σ̃ be any two configurations. There is a coupling (Xt , X̃t ) of
the Glauber dynamics with X0 = σ and X̃0 = σ̃ such that, if
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τmag := min{t ≥ 0 : St = S̃t }, (3.2)

then for some constant c > 0 not depending on σ, σ̃ or n,

Pσ,σ̃ (τmag > tn + γ n) ≤ c√
γ

. (3.3)

Proof Assume without loss of generality that S(σ ) > S(σ̃ ). Let (Xt , X̃t ) be the mono-
tone coupling of Sect. 2.2. Define t := (n/2)(St − S̃t ). By Lemma 2.2, for some
c1 > 0,

Eσ,σ̃

[
tn

] ≤ c1
√

n. (3.4)

Define τ1 := min{t ≥ tn : |t | ≤ 1}. For tn ≤ t < τ1, allow (Xt ) and (X̃t ) to run
independently.

Since St ≥ S̃t for t ≤ τ1, from Lemma 2.3, the process (St − S̃t )tn≤t<τ1 has
non-positive drift. Moreover, since (Xt )tn≤t<τ1 and (X̃t )tn≤t<τ1 are independent given
Xtn , X̃tn , for t > tn the conditional probability that t+1 −t is non-zero is bounded
away from zero uniformly. Thus, (t )t∧τ1 is a non-negative supermartingale with
Var(t+1 | Ft )>σ 2 >0 on the event τ1 > t . By Lemma 2.4, for some constant c>0,

Pσ,σ̃ (τ1 > tn + γ n | Xtn , X̃tn ) ≤ cn|Stn − S̃tn |√
γ n

.

Taking expectation above, (3.4) shows that

Pσ,σ̃ (τ1 > tn + γ n) ≤ O
(
γ −1/2

)
.

The number of plus spins in Xτ1 is either one more than, or the same as, the number
of plus spins in X̃τ1 . Match each plus spin in X̃τ1 with a plus spin in Xτ1 , and match
the remaining spins arbitrarily. From time τ1 onwards, run a modified version of the
monotone coupling, where matched vertices are updated together in the two chains.
Define dist′ as the number of disagreements between matched vertices. The conclusion
of Lemma 2.2 now holds for this modified monotone coupling, with the distance dist′
replacing dist in (2.9). Thus,

Pσ,σ̃ (τmag > τ1 + γ ′n | Xτ1 , X̃τ1) ≤ Pσ,σ̃ (τ1+γ ′n > 1 | Xτ1 , X̃τ1)

≤ Eσ,σ̃ [τ1+γ ′n | Xτ1 , X̃τ1 ]

≤
(

1 − 1 − β

n

)γ ′n

≤ e−(1−β)γ ′
.
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We conclude that

Pσ,σ̃ (τmag ≤ tn + γ n + γ ′n) ≥ 1 − O
(
γ −1/2

)
.

�

3.2 Good starting states

To show the cut-off upper bound, we will start by running the Glauber dynamics for
an initial burn-in period. This will ensure that the chain is with high probability in a
‘nice’ configuration required for the coupling argument in Sect. 3.3. The following
lemma is required:

Lemma 3.3 For any subset �0 ⊂ �,

d(t0 + t) = max
σ∈�

∥∥Pσ (Xt0+t ∈ ·) − π
∥∥

TV

≤ max
σ0∈�0

∥∥Pσ0(Xt ∈ ·) − π
∥∥

TV + max
σ∈�

Pσ (Xt0 �∈ �0). (3.5)

Proof For A ⊂ �, we can bound |Pσ (Xt0+t ∈ A) − π(A)| above by

∣∣∣∣∣∣

∑

σ0∈�0

[
Pσ (Xt0+t ∈ A | Xt0 = σ0) − π(A)

]
Pσ (Xt0 = σ0)

+ [
Pσ (Xt0+t ∈ A | Xt0 �∈ �0) − π(A)

]
Pσ (Xt0 �∈ �0)

∣∣∣∣∣∣
.

Using the triangle inequality, the preceding displayed quantity is bounded above by

∑

σ0∈�0

∣∣Pσ (Xt0+t ∈ A | Xt0 = σ0) − π(A)
∣∣Pσ (Xt0 = σ0) + Pσ (Xt0 �∈ �0).

Taking a maximum over subsets A shows that

∥∥Pσ (Xt0+t ∈ ·) − π
∥∥

TV

≤
∑

σ0∈�0

∥∥Pσ (Xt0+t ∈ · | Xt0 = σ0) − π
∥∥

TV Pσ (Xt0 = σ0) + Pσ (Xt0 �∈ �0).

By the Markov property, Pσ (Xt0+t ∈ · | Xt0 = σ0) = Pσ0(Xt ∈ ·), and bounding the
average above by the maximum term yields

‖Pσ (Xt0+t ∈ ·) − π‖TV ≤ max
σ0∈�0

‖Pσ0(Xt ∈ ·) − π‖TV + Pσ (Xt0 �∈ �0).

Taking a maximum over σ ∈ � establishes (3.5). �
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In the proof of Theorem 3.1, we apply Lemma 3.3 with

�0 = {σ ∈ � : |S(σ )| ≤ 1/2}.

For a configuration σ0 ∈ � define

ū0 := |{i : σ0(i) = 1}|, v̄0 := |{i : σ0(i) = −1}|,

the number of positive and negative spins, respectively, in σ0. Also, define �0 :=
{(u, v) : n/4 ≤ u, v ≤ 3n/4}. Note that

σ0 ∈ �0 if and only if (ū0, v̄0) ∈ �0. (3.6)

By Lemma 2.8, there is a constant θ0 > 0 such that |Eσ [Sθ0n]| ≤ 1/4, whence, for
n large enough,

Pσ (Xθ0n �∈ �0) = Pσ (|Sθ0n| > 1/2)

≤ Pσ

(∣∣Sθ0n − Eσ [Sθ0n]
∣∣ > 1/4

)

≤ 16 Varσ (Sθ0n) = O(n−1). (3.7)

The last equality follows from Proposition 2.7.

3.3 Two-coordinate chain

Fix a configuration σ0 ∈ �0. For σ ∈ �, define

Uσ0(σ ) := |{i ∈ {0, 1, . . . , n} : σ(i) = σ0(i) = 1}|
Vσ0(σ ) := |{i ∈ {0, 1, . . . , n} : σ(i) = σ0(i) = −1}|.

In what follows, we shall usually omit the subscript, writing simply U (σ ) for Uσ0(σ )

and V (σ ) for Vσ0(σ ).
For a copy of the Glauber dynamics (Xt ), the process (Ut , Vt )t≥0 defined by

Ut = U (Xt ) and Vt = V (Xt ) (3.8)

is a Markov chain on {0, 1, . . . , u0} × {0, 1, . . . , v0} (with transition probabilities
depending on the designated configuration σ0). We will refer to the chain (Ut , Vt ) as
the two-coordinate chain, and its stationary measure will be denoted by π2. Note also
that (Ut , Vt ) determines the magnetization chain, as we can write

St = 2(Ut − Vt )

n
− ū0 − v̄0

n
. (3.9)

It turns out that, by symmetry, the distance of the law of Xt to µ equals the distance
of the law of (Ut , Vt ) to π2, as established in the following lemma:
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Lemma 3.4 If (Xt ) is the Glauber dynamics started from σ0 and (Ut , Vt ) is the chain
defined by (3.8) started from (ū0, v̄0), then

∥∥Pσ0(Xt ∈ ·) − µ
∥∥

TV = ∥∥P(ū0,v̄0)((Ut , Vt ) ∈ ·) − π2
∥∥

TV . (3.10)

Proof Let

�(u, v) := {σ ∈ � : (U (σ ), V (σ )) = (u, v)}.

Since both µ(· | �(u, v)) and

Pσ0(Xt ∈ · | (Ut , Vt ) = (u, v))

are uniform over �(u, v), it follows that

Pσ0(Xt = η) − µ(η)

=
∑

u,v

1{η ∈ �(u, v)}
|�(u, v)|

[
Pσ0((Ut , Vt ) = (u, v)) − µ(�(u, v))

]
.

Applying the triangle inequality, summing over η, and changing the order of summa-
tions shows that

∥∥Pσ0(Xt ∈ ·) − µ
∥∥

TV ≤ ∥∥P(ū0,v̄0)((Ut , Vt ) ∈ ·) − π2
∥∥

TV .

The reverse inequality holds since (Ut , Vt ) is a function of (Xt ). �
Identity (3.10) implies that it suffices to bound from above the distance to stationa-

rity of the two-coordinate chain.

Lemma 3.5 Suppose two configuration σ and σ̃ satisfy S(σ ) = S(σ̃ ) and R0 =
U (σ̃ ) − U (σ ) > 0. Define

�1 := {σ : min{U (σ ), ū0 − U (σ ), V (σ ), v̄0 − V (σ )} ≥ n/16}. (3.11)

There exists a Markovian coupling (Xt , X̃t ) of the Glauber dynamics with starting
states X0 = σ and X̃0 = σ̃ such that the following hold:

(i) S(Xt ) = S(X̃t ) for all t ≥ 0.
(ii) If Rt := U (X̃t ) − U (Xt ) and R0 ≥ 0, then Rt ≥ 0 and for all t and

Eσ,σ̃

[
Rt+1 − Rt | Xt , X̃t

]
≤ 0. (3.12)

(iii) There exists a constant c not depending on n so that on the event {Xt ∈ �1, X̃t ∈
�1},

Pσ,σ̃

(
Rt+1 − Rt �= 0 | Xt , X̃t

)
≥ c. (3.13)
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1 2 3 · · · · · · · · · n
σ0 + + + + + + - - - - - - -

u0 v0

Xt + + + - - - + + + + - - -
A(Xt) B(Xt) C(Xt) D(Xt)

X̃t + + + + - - + + + - - - -
A(X̃t) B(X̃t) C(X̃t) D(X̃t)

Fig. 1 The vertices in Xt and X̃t are partitioned into four categories

Proof Given the coupling (Xt , X̃t ), we define Ũt := U (X̃t ) and Ṽt := V (X̃t ), and
note that Ũt = Ut + Rt and Ṽt = Vt + Rt .

For any configuration σ , we divide the vertices into four sets:

A(σ ) = {i ∈ {1, 2, . . . n} : σ0(i) = +1, σ (i) = +1},
B(σ ) = {i ∈ {1, 2, . . . n} : σ0(i) = +1, σ (i) = −1},
C(σ ) = {i ∈ {1, 2, . . . n} : σ0(i) = −1, σ (i) = +1},
D(σ ) = {i ∈ {1, 2, . . . n} : σ0(i) = −1, σ (i) = −1}, (3.14)

and so

|A(σ )| = U (σ ), |B(σ )| = ū0 − U (σ ), |C(σ )| = v̄0 − V (σ ), |D(σ )| = V (σ ).

See Fig. 1 for a schematic representation of this partition for Xt and X̃t .
Our coupling is as follows: To update Xt , select a uniformly random I ∈{1, 2 . . . , n},

and generate a random spin S for I according to the distribution

S =
⎧
⎨

⎩
+1 with probability p+(St − Xt (I )/n),

−1 with probability p−(St − Xt (I )/n).

Set

Xt+1(i) =
⎧
⎨

⎩
Xt (i) i �= I,

S i = I.

For X̃t , we select Ĩ uniformly at random from {i : X̃t (i) = Xt (I )}, and let

X̃t+1(i) =
⎧
⎨

⎩
X̃t (i) i �= Ĩ ,

S i = Ĩ .

The difference Rt+1 − Rt is determined by the values of I, Ĩ and S according to the
following table:
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I Ĩ S Rt+1 − Rt

I ∈ B(Xt ) Ĩ ∈ D(X̃t ) +1 −1
I ∈ C(Xt ) Ĩ ∈ A(X̃t ) −1 −1
I ∈ A(Xt ) Ĩ ∈ C(X̃t ) −1 +1
I ∈ D(Xt ) Ĩ ∈ B(X̃t ) +1 +1
all other combinations 0

It follows that

Pσ,σ̃

(
Rt+1 − Rt = −1 | Xt , X̃t

)
= a(Ut , Vt , Rt ),

Pσ,σ̃

(
Rt+1 − Rt = +1 | Xt , X̃t

)
= b(Ut , Vt , Rt ),

where (using the identities Ũt = Ut + Rt and Ṽt = Vt + Rt )

a(Ut , Vt , Rt ) =
(

v̄0 − Vt

n

)(
Ut + Rt

v̄0 + Ut − Vt

)
p−(St − 1/n)

+
(

ū0 − Ut

n

)(
Vt + Rt

ū0 − Ut + Vt

)
p+(St + 1/n),

b(Ut , Vt , Rt ) =
(

Ut

n

)(
v̄0 − Vt − Rt

v̄0 + Ut − Vt

)
p−(St − 1/n)

+
(

Vt

n

)(
ū0 − Ut − Rt

ū0 − Ut + Vt

)
p+(St + 1/n).

We obtain

Eσ,σ̃

[
Rt+1 − Rt | Xt , X̃t

]
= b(Ut , Vt , Rt ) − a(Ut , Vt , Rt )

= −Rt

n

[
p−(St − 1/n) + p+(St + 1/n)

]
,

so, in particular,

Eσ,σ̃

[
Rt+1 − Rt | Xt , X̃t

]
≤ 0. (3.15)

Furthermore, on the event {Xt ∈ �1, X̃t ∈ �1},

Pσ,σ̃

(
Rt+1 − Rt �= 0 | Xt , X̃t

)
≥ b(Ut , Vt , Rt ) ≥ c

for some constant c > 0, uniformly in n, since the functions p+ and p− are uniformly
bounded away from 0 and 1. �
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Proof of Theorem 3.1 Applying Lemma 3.3 with t0 = θ0n, together with the bound
(3.7), shows that

dn(θ0n + t) ≤ max
σ0∈�0

∥∥Pσ0(Xt ∈ ·) − µ
∥∥

TV + O(n−1). (3.16)

Hence, using Lemma 3.4 and (3.6),

dn(θ0n + t) ≤ max
(ū0,v̄0)∈�0

∥∥P(ū0,v̄0)((Ut , Vt ) ∈ ·) − π2
∥∥

TV + O(n−1), (3.17)

recalling that �0 = {(u, v) : n/4 ≤ u, v ≤ 3n/4}.
We will call a pair of chains (Ut , Vt )t≥0 and (Ũt , Ṽt )t≥0 a coupling of the

two-coordinate chain with initial values (ū0, v̄0) and (ũ, ṽ) if

• The two chains are defined on a common probability space,
• Each of (Ut , Vt ) and (Ũt , Ṽt ) has the same transition probabilities as (U (Xt ),

V (Xt )), where (Xt ) is the Glauber dynamics,
• (U0, V0) = (ū0, v̄0) and (Ũ , Ṽ ) = (ũ, ṽ).

We will always consider couplings which have (ū0, v̄0) ∈ �0, but (ũ, ṽ) will not be
so constrained.

For a given coupling of the two-coordinate chain as above, we let

τc := min
{

t ≥ 0 : (Ut , Vt ) = (Ũt , Ṽt )
}

.

For a coupling with initial states (ū0, v̄0) and (ũ, ṽ),

∥∥∥Pū0,v̄0 ((Ut , Vt ) ∈ ·) − Pũ,ṽ

(
(Ũ , Ṽt ) ∈ ·

)∥∥∥
TV

≤ P(ū0,v̄0),(ũ,ṽ)(τc > t). (3.18)

(See, for example, [13, Equation 2.8].) A simple calculation shows that

max
(ū0,v̄0)∈�0

∥∥Pū0,v̄0((Ut , Vt ) ∈ ·) − π2
∥∥

TV

≤ max
(ū0,v̄0)∈�0,

(ũ,ṽ)

∥∥∥Pū0,v̄0((Ut , Vt ) ∈ ·) − Pũ,ṽ((Ũt , Ṽt ) ∈ ·)
∥∥∥

TV
. (3.19)

We say that f (n, t) is a uniform coupling bound if for any initial states (ū0, v̄0) ∈ �0
and (ũ, ṽ), there is a coupling of the two-coordinate chain with

P(ū0,v̄0),(ũ,ṽ)(τc > t) ≤ f (n, t).

If f (n, t) is a uniform coupling bound, then combining (3.18) with (3.19) shows that

max
(ū0,v̄0)∈�0

∥∥Pū0,v̄0((Ut , Vt ) ∈ ·) − π2
∥∥

TV ≤ f (n, t),
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and by (3.17),

dn(θ0n + t) ≤ f (n, t) + O(n−1).

Recall that tn = [2(1 − β)]−1(n log n). For any γ > 0, let tn(γ ) := tn + γ n. The
theorem will be proved if we can establish a uniform coupling bound f (n, t) such that

lim
γ→∞ lim sup

n→∞
f (n, tn(γ )) = 0.

Fix (ū0, v̄0) ∈ �0 and arbitrary (ũ, ṽ). Let σ0 be any configuration with (U (σ0),

V (σ0)) = (ū0, v̄0), and let σ̃ be any configuration with (U (σ̃ ), V (σ̃ )) = (ũ, ṽ). We
will construct, in two phases, a coupling (Xt , X̃t ) of the full Glauber dynamics with
initial states X0 = σ0 and X̃0 = σ̃ . Given such a coupling, the projections

(Ut , Vt ) := (U (Xt ), V (Xt )) and (Ũt , Ṽt ) := (U (X̃t ), V (X̃t ))

are a coupling of the two-coordinate chains, started from (ū0, v̄0) and (ũ, ṽ).
The magnetization coupling phase, lasting from time 0 to time tn(γ ) will ensure

that Stn(γ ) = S̃tn(γ ) with high probability, and that

Eσ0,σ̃

[
|Ũtn(γ ) − Utn(γ )|

]
= O(

√
n).

During the two-coordinate coupling phase, from time tn(γ ) to time tn(2γ ), with
high probability the chains (Ut ) and (Ũt ) coalesce. To facilitate coalescence, we must
ensure that throughout the second phase with high probability Xt ∈ �1 and X̃t ∈ �1,
where �1 is as defined in (3.11). Also, the coupling will ensure St = S̃t for all t ∈
[tn(γ ), tn(2γ )].

(i) Magnetization coupling. Recall that τmag, defined in (3.2), is the first time the
normalized magnetizations agree. Let H1 := {τmag ≤ tn(γ )} be the event that the
magnetizations couple by time tn(γ ). By Lemma 3.2, there exists a constant c not
depending on σ0 or σ̃ such that

Pσ0,σ̃

(
Hc

1

) ≤ cγ −1/2.

(ii) Two-coordinate chain coupling phase. Assume that Ũtn > Utn ; if this is not
the case, just reverse the roles of Xt and X̃t in what follows. On the event H1, for
t ≥ tn(γ ), use the coupling constructed in Lemma 3.5. On the event Hc

1 , we let the
two chains run independently for t ≥ tn(γ ).

The outline of the remainder of the proof is as follows: By (3.12), the drift of
the difference Ũt − Ut is non-positive, so it is a non-negative supermartingale until
it hits zero. Provided that the increments of Ũt − Ut are non-zero with probability
bounded away from 0 uniformly in n, Lemma 2.4 can be applied. We will establish
that at time tn(γ ), the beginning of the second coupling phase, the expected difference
Eσ0,σ̃ [Ũtn(γ ) − Utn(γ )] is order

√
n. Thus the two-coordinate process will couple in

O(n) more steps.
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We begin by showing that, if H2(t) := {Xt ∈ �1, X̃t ∈ �1}, then

Pσ0,σ̃

⎛

⎝
⋃

tn(γ )≤t≤tn(2γ )

H2(t)
c

⎞

⎠ = O(n−1). (3.20)

(Note that the bound above depends on γ . This does not pose a problem, because the
limit in n is taken before the limit in γ in (3.1).)

Recall the definition of Mt (A) in (2.26). We introduce the following definitions:

A0 := {i : σ0(i) = 1},
B� :=

⋃

t∈[tn+γ n, tn+2γ n]
{|Mt (A0)| ≥ n/32} ,

Y :=
∑

t∈[tn+γ n, tn+2γ n]
1{|Mt (A0)| > n/64}.

(Note that |A0| = ū0.) Since Mt (A0) has increments in {−1, 0, 1}, if |Mt0(A0)| >

n/32, then |Mt (A0)| > n/64 for all t in any interval of length n/64 containing t0.
Consequently, B� ⊂ {Y > n/64} and

Pσ0,σ̃ (B�) ≤ Pσ0,σ̃ (Y > n/64) ≤ c0Eσ0,σ̃ [Y ]
n

.

By Lemma 2.8(ii), Pσ0,σ̃ (|Mt (A0)| > n/64) = O(n−1) for t ≥ tn , so Eσ,σ̃ [Y ] = O(1)

and

Pσ0,σ̃ (B�) = O(n−1).

Making analogous definitions and deductions for the chain (X̃t ) shows that

Pσ0,σ̃ (B̃�) = O(n−1).

If Ut ≤ n/16, then ū0 − Ut ≥ 3n/16, since we are assuming that ū0 ≥ n/4.
Consequently, if Ut ≤ n/16, then

|Mt (A0)| = |Ut − (ū0 − Ut )| ≥ (ū0 − Ut ) − Ut ≥ n

8
.

Similarly, ū0 − Ut ≥ n/16 implies that |Mt (A0)| ≥ 1/8. An analogous argument
applied to Vt and v̄0 − Vt shows that if either Vt or v̄0 − Vt does not exceed n/16, then
|Mt (A0)| ≥ n/8, since |Vt − (v̄0 − Vt )| = |v̄0| ≥ n/4. Finally, the same implications
are obtained for the chains (X̃t ), (Ũt ) and (Ṽt ). To summarize,

H2(t)
c ⊂ {|Mt (A0)| ≥ n/16} ∪ {|M̃t (A0)| ≥ n/16}.
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Thus,

Pσ0,σ̃

⎛

⎝
⋃

tn(γ )≤t≤tn(2γ )

H2(t)
c

⎞

⎠ ≤ Pσ0,σ̃ (B�) + Pσ0,σ̃ (B̃�) = O(n−1).

Recall that Rt = |Ũt − Ut |, and let H2 := ⋂
tn(γ )≤t≤tn(2γ ) H2(t). On the event

H2 and from time tn(γ ), the process Rt , until it hits zero, can be dominated by a
non-negative process (Wt ) with independent, unbiased increments, with Wtn(γ ) =
Rtn(γ ), and such that Var(Wt | Ft ) ≥ σ 2 > 0. Then by Lemma 2.4, on H1,

Pσ0,σ̃

(
{τc > tn(2γ )} ∩ H2

∣∣ Xtn(γ ), X̃tn(γ )

)
≤ c1|Rtn(γ )|√

nγ
.

Taking expectation gives

Pσ0,σ̃ ({τc > tn(2γ )} ∩ H2 ∩ H1) ≤ c1Eσ0,σ̃ [|Rtn(γ )|]√
nγ

. (3.21)

Observe that

Ut = Mt (A0) + ū0/2 and Ũt = M̃t (A0) + ū0/2,

whence

|Ut − Ũt | = |Mt (A0) − M̃t (A0)| ≤ |Mt (A0)| + |M̃t (A0)|.

Taking expectation shows that

Eσ0,σ̃ [|Rt |] ≤ Eσ0 [|Mt (A0)|] + Eσ̃ [|Mt (A0)|].

Applying Lemma 2.8(iii) shows that Eσ0,σ̃ [|Rtn(γ )|] = O(
√

n) .
Using this estimate in (3.21), we conclude that

Pσ0,σ̃ (τc > tn(2γ )) ≤ Pσ0,σ̃ ({τc > tn(2γ )} ∩ H2 ∩ H1)

+ Pσ0,σ̃ (Hc
2 ) + Pσ0,σ̃ (Hc

1 )

≤ c2√
γ

+ O(n−1).

This gives the uniform coupling bound required. �

3.4 Lower bound

Recall tn = [2(1 −β)−1]n log n, and ρ = 1 − (1 −β)/n. Let us first restate the lower
bound part of Theorem 1.
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Theorem 3.6 If β < 1, then

lim
γ→∞ lim inf

n→∞ dn (tn − γ n) = 1.

Proof It is enough to produce a suitable lower bound on the distance of the distribution
of St from its stationary distribution, since the chain (St ) is a projection of the chain
(Xt ).

Since θn(s) = O(n−2), expanding tanh[β(s + n−1)] around βs in fn(s) and using
Eq. (2.13) shows that, for s ≥ 0,

Es0 [St+1 | St = s] ≥ ρs − s3

2n
− O(n−2). (3.22)

By Remark 2, if |St | > n−1,

Es0

[|St+1|
∣∣ St

] ≥ ρ|St | − |St |3
2n

− O(n−2). (3.23)

This also clearly holds for |St | = 0 or |St | = n−1. (In the latter case, |St+1| ≥ 1/n).
Take the initial state S0 to be s0 = s0(β); we will specify the value of s0 later.

Define Zt := |St |ρ−t , whence Z0 = S0 = s0. Since ρ−1 ≤ 2 for large n, from (3.23)
it follows that

Es0 [Zt+1 | Zt ] ≥ Zt − ρ−t [|St |3 + O(1/n)]
n

,

for n large enough. Since 0 ≤ |St | ≤ 1,

Es0 [Zt − Zt+1 | Zt ] ≤ ρ−t [|St |3 + O(1/n)]
n

≤ ρ−t [|St |2 + O(1/n)]
n

. (3.24)

Applying Lemma 2.8 (iii) with A = {1, 2, . . . , n}, we find that

Es0 [|St |] ≤ |s0|ρt + c1n−1/2. (3.25)

Here and below, the constants ci depend only on β.
Using the variance bound Var(St ) ≤ c2n−1 (c.f. Proposition 2.7) together with the

inequality (3.25) shows that

Es0

[
S2

t

]
= (

Es0 [St ]
)2 + Var(St ) ≤ s2

0ρ2t + 2c1n−1/2|s0|ρt + c3n−1 . (3.26)

Taking expectations in (3.24) and using (3.26) yields

Es0 [Zt − Zt+1] ≤ 1

n

[
s2

0ρt + 2c1n−1/2|s0| + c3ρ
−t/n

]
+ O(n−2).
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Let t� = tn − αn/(1 − β). Adding the increments Es0 [Zt ] − Es0 [Zt+1] for t =
0, . . . , t� − 1, the above inequality gives that

s0 − Es0 [Zt�] ≤ s2
0

n(1 − ρ)
+ 2c1|s0|t�

n3/2 + c3
ρ−t�

n2(1 − ρ)
+ O(t�n−2).

Since ρ−t� ≤ n1/2, we deduce that

s0 − Es0 [Zt�] ≤ s2
0

1 − β
+ 2c2 log(n)

n1/2 + c4n−1/2. (3.27)

If s0 < (1 −β)/3 and n is large enough, then the right-hand side of (3.27) is less than
s0/2. Thus

Es0 [|St� |] ≥ s0ρ
t�

2
≥ B := s0eα

2n1/2 .

Therefore, since Vars0(St� ) ≤ c5n−1,

Ps0(|St� | < B/2) ≤ Ps0(|St� − Es0 St� | > B/2) ≤ 4 Vars0(St� )

B2 ≤ 16c5

e2αs2
0

.

On the other had, since Eπ (S) = 0 and Varπ (S) ≤ c6n−1, we have

Pπ (|S| > B/2) ≤ 16 Varπ (S)

ne2αs2
0

≤ 16c6

e2αs2
0

.

Let πS be the stationary distribution of (St ), and let A := [−B/2, B/2]. If c7 =
max{c5, c6}, then

‖Ps0(St� ∈ ·) − πS‖TV ≥ πS(A) − Ps0(|St� | ∈ A) ≥ 1 − 32c7e−2α/s2
0 ,

where the last inequality follows from application of Chebyshev’s inequality. The
right-hand side clearly tends to 1 as α → ∞. �

4 Critical case

In this section, we analyze the mixing time of the Glauber dynamics in the critical
case β = 1, proving Theorem 2. We consider the upper and lower bounds separately.

4.1 Upper bound

Theorem 4.1 If β = 1, then tmix = O(n3/2).

Recall the definition of τ0 in (2.19): τ0 := min{t ≥ 0 : |St | ≤ 1/n}.
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Proof We show that we can couple Glauber dynamics so that the magnetizations agree
in order n3/2 steps, and then appeal to Lemma 2.9 to show the configurations can be
made to agree in another order n log n steps.
Step 1. Our first goal is to prove that limc→∞ Pσ (τ0 > cn3/2) = 0, uniformly in n.

Recall the inequality (2.17): For |St | > n−1,

Eσ

[|St+1|
∣∣ St

] ≤
(

1 − 1

n

)
|St | + 1

n
tanh(|St |).

Multiply both sides above by 1{τ0 > t} and use the fact that tanh(0) = 0 to find that

Eσ

[|St+1|1{τ0 > t} ∣∣ St
] ≤

(
1 − 1

n

)
|St |1{τ0 > t} + 1

n
tanh(|St |1{τ0 > t}).

Since 1{τ0 > t + 1} ≤ 1{τ0 > t},

Eσ

[|St+1|1{τ0 > t + 1} ∣∣ St
] ≤

(
1 − 1

n

)
|St |1{τ0 > t} + 1

n
tanh(|St |1{τ0 > t}).

Define ξ+
t := Eσ [|St |1{τ0 > t}]. Take expectation above and apply Jensen’s inequal-

ity to the concave function tanh restricted to the non-negative axis, to see that

ξ+
t+1 ≤

(
1 − 1

n

)
ξ+

t + 1

n
tanh(ξ+

t ). (4.1)

Thus, there exists a constant cε > 0 such that, if ξ+
t ≥ ε, then

ξ+
t+1 − ξ+

t ≤ −cε

n
.

We conclude that there exists a time t� = t�(n) = O(n) such that ξ+
t ≤ 1/4 for all

t ≥ t�.
Expand tanh(x) in a Taylor series and use (4.1) to obtain

ξ+
t+1 ≤ ξ+

t − (ξ+
t )3

4n
+ O(n−2),

for t ≥ t�.
This shows that, for n sufficiently large, ξ+

t is decreasing for t ≥ t�. We will assume
from now on that n is large enough for this to hold. Given a decreasing sequence of
numbers

1/4 ≥ b1 > b2 > · · · > 0,

123



Glauber dynamics in mean-field 251

let ui := min{t ≥ t� : ξ+
t ≤ bi }. Since ξ+

t is decreasing, bi+1 < ξ+
t ≤ bi for all times

ui ≤ t < ui+1. Let bi = (1/4)2−i . For t ∈ (ui , ui+1],

ξ+
t+1 ≤ ξ+

t − b3
i

32n
+ O(n−2).

It follows that

ui+1 − ui ≤ 16n

b2
i

[
1 + O(b−3

i n−1)
]

Let i0 = min{i : bi ≤ nα−1}, where α is a parameter to be chosen below. If α > 2/3,
then bi ≥ n−1/3+δ for i < i0, for some δ > 0. In particular, b−3

i ≤ n1−δ and
O(b−3

i n−1) = o(n) for i < i0. Thus for n large enough, for 0 ≤ i < i0,

ui+1 − ui ≤ 32n

b2
i

.

Summing the above,

ui0 − u0 ≤
i0−1∑

i=0

32n

b2
i

≤ c0n

b2
i0−1

= O(n3−2α),

so

ui0 ≤ O(n3−2α) + O(n),

where the second inequality follows since u0 = t� = O(n). To summarize, provided
1 ≥ α > 2/3, there is a constant c1 such that ξ+

t ≤ nα−1 for t ≥ c1n3−2α . In particular,
letting rn = c1n3−2α , there is a constant c2 > 0 such that

Eσ

[|S+
rn

|1{τ0 > rn}
] ≤ c2nα−1. (4.2)

By the Markov property and Lemma 2.5, for some constant c3,

Pσ

(
τ0 > rn + γ n2α | Xrn

)
≤ c3n|Srn |√

γ nα
.

Multiplying both sides by 1{τ0 > rn}, taking expectation, and then using (4.2) shows
that

Pσ

(
τ0 > rn + γ n2α

)
= O(γ −1/2).

Choosing α = 3/4 > 2/3, we see that

Pσ

(
τ0 > (c1 + γ )n3/2

)
= O(γ −1/2).
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Step 2: Construction of coupling. We now describe how to build a Markovian coupling
(Xt , X̃t ) of the Glauber dynamics such that the following holds: There are constants
c1 > 0 and b < 1 such that, if τmag is as defined in (3.2), then for any two configurations
σ and σ̃ ,

Pσ,σ̃

(
τmag > c1n3/2

)
≤ b. (4.3)

This is sufficient, since we only desire to prove tmix = O(n3/2).
Fix two configurations σ and σ̃ , and suppose without loss of generality that |S(σ )| >

|S(σ̃ )|. Define the stopping time τabs to be the first time the two chains cross over one
another, i.e.

τabs := min
{

t ≥ 0 : |St | ≤ |S̃t |
}

,

and let G1 := {|Sτabs+1| = |S̃τabs+1|} be the event that the two chains meet one step
after τabs. There is a constant c4 > 0, not depending on n, such that Pσ,σ̃ (G1) ≥ c4.

On Gc
1, couple the two chains independently. On G1, we divide into two cases:

Case Sτabs+1 = S̃τabs+1. If this situation occurs, then couple such that the magnetiza-
tions continue to agree. To do so, if a site I is selected to update Xt with a spin S,
then pick a site in X̃t at random from those with the same spin as Xt (I ), and update
this site also with spin S.
Case Sτabs+1 = −S̃τabs+1. In this case, we use the reflection coupling: Suppose state
I is selected to update Xt , and the spin used to update is S. Then pick a site in X̃t

at random from those with spin −Xt (I ), and update with spin −S. In this case, the
process (St ) and (S̃t ) will be reflections of one another for t ≥ τabs.

If n is even, in either situation the magnetizations agree at time τ0, so τmag ≤ τ0.
For even n, run the chains together after τ0. If n is odd, at time τ0 run the chains
independently of one another for a single step.

By Step 1 of the proof, there exists a constants c� and c6 > 0 such that, for all σ ,

Pσ

(
τ0 + 1 ≤ c�n3/2

)
≥ c6. (4.4)

Let G2 = {τ0 + 1 ≤ c�n3/2}.
Let G3 be the event that the two chains couple at time τ0 + 1. There exists some

c5 > 0 not depending on n such that Pσ (G3 | G1 ∩ G2) ≥ c5. (If n is even, this
probability is one.)

Then

Pσ (G1 ∩ G2 ∩ G3) ≤ Pσ

(
τc ≤ c�n3/2

)
.

The probability on the left is uniformly bounded away from zero, completing the proof.
�
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4.2 Lower bound

Theorem 4.2 Suppose β = 1. There is a constant C1 > 0 such that tmix ≥ C1n3/2.

Proof It will suffice to prove a lower bound on the mixing time of the magnetization
chain (St ).

As usual, S denotes the normalized magnetization in equilibrium. The sequence
n1/4S converges to a non-trivial limit law as n → ∞. (This is proved in Simon and
Griffiths [16]; see also [9, Theorem V.9.5].) Take A > 0 such that

µ
(
|S| ≤ An−1/4

)
≥ 3/4. (4.5)

Take s0 = 2An−1/4. Let (S̃t ) be a chain with the same transition probabilities as
(St ), except at s0. At s0, the S̃-chain remains at s0 with probability equal to the prob-
ability that the S-chain either moves up or remains in place at s0. The two chains can
be coupled so that S̃t ≤ St when both are started from s0. In particular, for all s, the
inequality Ps0(St ≤ s) ≤ Ps0(S̃t ≤ s) holds.

Let Zt = S̃0 − S̃t∧τ , where τ := min{t ≥ 0 : S̃t ≤ An−1/4}. Note that (Zt ) is
non-negative.

We will now show that if Ft is the sigma-algebra generated by Z1, . . . , Zt , then
there is a constant cA so that

Es0

[
Z2

t+1 − Z2
t | Ft

]
≤ cA

n2 . (4.6)

Equation (4.6) is clearly satisfied when Zt = 0. On the event S̃t = s, where An−1/4 <

s < s0, the conditional distribution of S̃t+1 is the same as the conditional distribution
of St+1 given St = s. Thus

Es0

[
S̃t+1 | S̃t = s

]
= Es0

[
St+1 | St = s

] ≥ s − c0
s3

n
, (4.7)

for a constant c0. The inequality is obtained by expanding tanh in (2.13). From (4.7),
it follows that

Es0 [Zt+1 | Ft ] ≤ Zt + c0

n
S̃3

t . (4.8)

We decompose the conditional second moment of Zt+1 as

Es0

[
Z2

t+1 | Ft

]
= Var(Zt+1 | Ft ) + (

Es0 [Zt+1 | Ft ]
)2

. (4.9)

Since |Zt+1 − Zt | ≤ 2/n,

Var(Zt+1 | Ft ) = Var(Zt+1 − Zt + Zt | Ft ) = Var(Zt+1 − Zt | Ft ) ≤ 4

n2 .

(4.10)

123



254 D. A. Levin et al.

By (4.8), for t < τ , there is a constant c1 (depending on A) so that

E2
s0

[Zt+1 | Ft ] ≤ Z2
t + 2

c0

n
Zt S̃3

t + c2
0 S̃6

t

n2 ≤ Z2
t + c1n−2. (4.11)

Using the bounds (4.10) and (4.11) in (4.9) establishes (4.6). We conclude that

Es0 [Z2
t ] ≤ cAn−2t. (4.12)

Note that

Es0 [Z2
t ] ≥ Es0 [Z2

t 1{τ ≤ t}] ≥ A2

n1/2 Ps0(τ ≤ t),

which together with (4.12) shows that

Ps0(τ ≤ t) ≤ cAt

A2n3/2 .

Taking t = (A2/4cA)n3/2 above shows that

Ps0

(
St ≤ An−1/4

)
≤ 1

4
.

This, together with the bound (4.5), proves that d(c3n3/2) ≥ 1/2, where c3 = A2/4cA.
That is, tmix ≥ c3n3/2. �

5 Truncated dynamics for low temperature

We now consider the case β > 1. As stated in the introduction, the mixing time for
the full Glauber dynamics is exponential in n. This is proved via an upper bound on
the Cheeger constant, defined as

� := min
A:µ(A)≤1/2

∑
x∈A,y �∈A µ(x)P(x, y)

µ(A)
,

where P is the transition matrix for the Glauber dynamics. By taking A = {σ :
µ(σ) ≥ 0} and estimating [∑x∈A,x �∈A µ(x)P(x, y)]/µ(A), when β > 1 there are
positive constants c1 and c2 such that � ≤ c1e−c2n . The spectral gap of P is bounded
below by c3/� (see, for example, [17].) The mixing time, in turn, is bounded below
by the inverse spectral gap (see, for example, [2].) The details of this standard argu-
ment can be found in [12]. That the Glauber dynamics is slow mixing for β > 1 was
understood as far back as [11], although they lacked the tool of the Cheeger inequality
to make a complete proof.
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Here we study the Glauber dynamics confined to the configurations where the
magnetization is non-negative, and show that the restricted Glauber dynamics has a
mixing time of order n log n.

We remind the reader of the exact mechanism for restricting the dynamics. The
usual dynamics are run from a state with non-negative magnetization. If a move to
a state η is proposed, and η has negative magnetization, then the chain moves to −η

instead.
To establish an O(n log n) upper bound on the mixing time, we need to estimate

the hitting times of the normalized magnetization chain.

Lemma 5.1 Let β > 1. Let s� denote the unique positive solution to tanh(βs) = s,
and for α > 0 define

τ � = τ �(α) := inf
{

t ≥ 0 : S+
t ≤ s� + αn−1/2

}
. (5.1)

There exists a constant c > 0, depending on α and β, such that

lim
n→∞ Pσ (τ � > cn log n) = 0.

Proof Let γ � := β cosh−2(βs�). First, we show that

Eσ

[
S+

t+1 − s� | S+
t = s

] ≤
[

1 − (1 − γ �)

n

]
(s − s�). (5.2)

By Remark 3 and (2.17), for S+
t > 1/n

Eσ

[
S+

t+1 − S+
t

∣∣ S+
t

] ≤ 1

n

[
tanh(βS+

t ) − S+
t

]
.

Since β > 1, it follows that γ � = β cosh−2(βs�) < 1. By the mean-value theorem,
for y > 0,

tanh[β(s� + y)] − tanh(βs�) = β

cosh2(s̄)
y,

for some s̄ ∈ [s�, s� + y]. Since cosh(x) is increasing for x ≥ 0, the right-hand side
is bounded above by γ �y. Thus, for y ≥ 0,

tanh[β(s� + y)] ≤ s� + γ �y. (5.3)

Hence,

Eσ

[
S+

t+1 − S+
t | S+

t = s
] ≤ −(s − s�)

(1 − γ �)

n
,

from which (5.2) follows.
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By (5.2),

Yt :=
[

1 − (1 − γ �)

n

]−t

(S+
t − s�)

defines a non-negative supermartingale for t < τ�. By optional stopping,

1 ≥ Eσ [Yτ�∧t ] ≥ Eσ

[
(1 − (1 − γ �)/n)−t∧τ�

(S+
τ�∧t − s�)

]

≥ c1n−1/2[1 − (1 − γ �)/n]−t Pσ (τ � > t).

Hence Pσ (τ � > t) ≤ c1n−1/2[1 − (1 − γ )/n]t , and the lemma is proved. �
Proposition 5.2 Let β > 1. For c3 > 0, if

τ� = τ�(c3) := min
{

t ≥ 0 : S+
t ≥ s� + c3n−1/2

}
,

then

E0[τ�] = O(n log n). (5.4)

Proposition 5.2 is proved in Sect. 5.2. Meanwhile, we state and prove Theorem 5.3
below, which establishes the upper bound.

Theorem 5.3 Let β > 1. There is a constant c(β) so that tmix(n) ≤ c(β)n log n for
the Glauber dynamics restricted to �+.

Proof We first show that there is a coupling of the restricted Glauber dynamics started
from states σ and σ̃ such that, if τmag is the first time t with S+

t = S̃+
t , then

lim sup
n→∞

Pσ,σ̃ (τmag > cn log n) → 0 as c → ∞.

An application of Lemma 2.9 will then complete the proof.
By monotonicity, it is enough to consider the the starting positions 0 and 1. The “top”

chain with starting position 1 we denote by (ST
t ), and the “bottom” chain with starting

position 0 we denote by (SB
t ). Let µ+ be the stationary distribution of the restricted

magnetization chain, and let (St ) be a stationary copy of the restricted magnetization
chain, that is, started with initial distribution µ+.

Initially, all the chains are independent of one another. Given constants c1 ≤ c2, let

τ1 = min
{

t ≥ 0 : ST
t ≤ s� + c1n−1/2

}
,

τ2 = min
{

t ≥ 0 : SB
t ≥ s� + c2n−1/2

}
.

Suppose that τ1 ≤ τ2. On the event Sτ1 ≥ s� + c1n−1/2, for t ≥ τ1 we couple
together monotonically the S-chain and the ST -chain (that is, such that St ≥ ST

t for
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all t ≥ τ1), and continue to evolve the SB-chain independently of St and ST
t . On the

event Sτ1 < s� + c1n−1/2, we continue to run all three chains independently. Then
at time τ2, on the event that Sτ2 ≤ s� + c2n−1/2, couple together all three chains
monotonically (so that ST

t ≤ St ≤ SB
t for all t ≥ τ2). If Sτ2 > s� + c2, just let the

chains run independently. The case τ2 < τ1 is handled analogously.
Note that, since (St ) is independent of (ST

t ) until after time τ1, the random variable
Sτ1 is independent of τ1 and hence still stationary.

Let c3 > 0 be a constant, and define events H1, H2 by

H1 = {τ1 ≤ c3n log n} ∩
{

Sτ1 ≥ s� + c1n−1/2
}

,

H2 = {τ2 ≤ c3n log n} ∩
{

Sτ2 ≤ s� + c2n−1/2
}

.

Then

Pσ,σ̃ (Hc
1 ) ≤ Pσ,σ̃ (τ1 > c3n log n) + µ+(0, s� + c1n−1/2), (5.5)

and

Pσ,σ̃ (Hc
2 ) ≤ Pσ,σ̃ (τ2 > c3n log n) + µ+(s� + c2n−1/2, 1). (5.6)

Now observe that on the event H1 ∩ H2 the chains (ST
t ) and (SB

t ) have crossed over
by the time c3n log n, and that by (5.5) and (5.6),

Pσ,σ̃ (H1 ∩ H2) ≥ 1 − Pσ,σ̃ (τ1 > c3n log n) − Pσ,σ̃ (τ2 > c3n log n) − µ+(I c),

where I = (s� + c1n−1/2, s� + c2n−1/2).
Since, as a consequence of Theorem 2.4 of Ellis et al. [10], the stationary magne-

tization satisfies a central limit theorem, µ+(I c) < 1 uniformly in n. Further,

lim
n→∞ Pσ,σ̃ (τ1 > c3n log n) = 0 and lim

n→∞ Pσ,σ̃ (τ2 > c3n log n) = 0,

by Lemma 5.1 and Proposition 5.2, respectively. Hence the probability that ST and
SB will have crossed by the time c3n log n stays bounded away from 0 as n → ∞.

Finally, observe that, whenever the two chains cross, they coalesce with probability
bounded away from 0 uniformly in n, which completes the proof. �

5.1 Hitting times for birth-and-death chains

A birth-and-death chain on {0, 1, . . . , N } is a Markov chain (Zt ) on Z
+ with transi-

tions Zt+1 − Zt contained in the set {−1, 0, 1}.
This section contains a few standard results concerning the hitting times of birth-

and-death chains. We shall use these in the proof of Proposition 5.2 in the next section.
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Define

pk = P(Zt+1 − Zt = +1 | Zt = k) k = 0, 1, . . . , N − 1,

qk = P(Zt+1 − Zt = −1 | Zt = k) k = 1, . . . , N ,

rk = P(Zt+1 − Zt = 0 | Zt = k) k = 0, . . . , N .

Clearly, pk + qk + rk = 1 for all k if we define q0 = pN = 0. Using π to denote the
stationary distribution of the chain, we have

π(1) = C p,q,r ,

π(k) = C p,q,r

k∏

j=1

p j−1

q j
, k = 1, . . . , N ,

where C p,q,r = [1 + ∑n
k=1 p j−1q−1

j ]−1 is a normalizing constant.

Now, let � < N be a positive integer, and let Z (�)
t be a restriction of Zt to the set

{0, . . . , �}. In other words, when at k ∈ {0, . . . , � − 1}, the chain makes transitions
from k as the original chain, but when at �, it moves to � − 1 with probability q� and
stays at � with probability p� + r�. Let π(�) be the stationary measure of Z (�)

t . It is
easy to verify that there is a constant C�

p,q,r such that

π(�)(k) = C�
p,q,rπ(k) for k = 0, 1, . . . , �.

In other words, under the stationary measure of the restricted chain, the states 0, 1,. . ., k
each have the same relative weights as in the unrestricted chain.

For k ∈ {0, 1, . . . , N } let

τk = inf{t ≥ 0 : Zt = k},
τ+

k = inf{t > 0 : Zt = k}.

Then [12] for k = 0, 1, . . . , N − 1,

1

π(�)(�)
= E(�)

� [τ+
� ] = 1 + q�E�−1(τ�). (5.7)

In the above, E j and E�
j respectively denote the expectation operators corresponding

to the unrestricted and restricted chain starting in j . We shall now apply identity (5.7)
to the Glauber dynamics magnetization chain.

5.2 Hitting time for magnetization

Proof of Proposition 5.2 Here it is more convenient to work with Mt = nS(X+
t )/2,

which is a birth-and-death chain with values in {0, . . . , n/2 − 1, n/2}. Note that, if
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n is odd, this chain is not integer-valued, but this causes no difficulties, as one can
simply shift all states by −1/2.

Let �� = �ns��. Let c > 0 be a constant. Also, throughout the calculation, C will
denote a generic positive constant whose value may be adjusted between inequalities.
In the notation of Sect. 5.1, we have for � ∈ {1, . . . , �ns� + cn1/2�},

E�−1[τ�] ≤ 1

q�π(�)(�)
.

The probability of moving left, q�, is bounded away from 0, uniformly in � ∈ {1, . . . ,

n/2}. Consequently, writing � = nx and j = ny, we obtain the upper bound

E�−1[τ�] ≤ C

∑�
j=0

( n
n/2+ny

)
exp

(
β2ny2

)
( n

n/2+nx

)
exp

(
2βnx2

) .

Applying Stirling’s formula, the right-hand side is bounded above by

C

∑�
j=0(1 + y)−(1+2y)n/2(1 − 2y)−(1−2y)n/2(1 − 4y2)−1/2 exp

(
2βny2

)

(1 + 2x)−(1+2x)n/2(1 − 2x)−(1−2x)n/2(1 − 4x2)−1/2 exp
(
2βnx2

) ,

which can be rewritten as

C

∑�
j=0 exp [−n f (y)] (1 − 4y2)−1/2

exp [−n f (x)] (1 − 4x2)−1/2

= C
�∑

j=0

exp [n( f (x) − f (y)]

(
1 − 4x2

1 − 4y2

)1/2

,

where

f (z) = 1

2
(1 + 2z) log(1 + 2z) + 1

2
(1 − 2z) log(1 − 2z) − 2βz2.

Since �/n ≤ (�� + O(
√

n))/n < 1 uniformly in n, we can bound

sup
n

sup
0≤y≤s�=��/n

(
1 − 4x2

1 − 4y2

)1/2

≤ C.

It follows that the behavior of each term in the sum is dominated by the behavior of
the exponential factor exp [n( f (x) − f (y))], and so it is enough to upper bound the
expression

�∑

j=0

exp [n( f (x) − f (y))] .
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We then need to look for stationary points of f in the interval [0, 1]; we have

f ′(z) = log(1 + 2z) − log(1 − 2z) − 4βz

f ′′(z) = 1

1 − 4z2 − 4β,

so f ′(z) = 0 if and only if

1 + 2z

1 − 2z
= e4βz, (5.8)

or, equivalently,

2z = tanh(2βz).

When β < 1, the unique maximum of f is at x = 0. When β > 1, there is a local
maximum of f at s = 0, and as mentioned earlier, there is a unique 0 < s� < 1
minimizing f . As before, we write �∗ = �ns��.

By the above, when x < s�,

E�−1[τ�] ≤ C
�∑

j=0

exp [n( f (x) − f (y))] ,

and f (x) ≤ f (y) for all y ≤ x .
Throughout the calculation below, we shall use the fact that f ′(y) < 0 for all

y ∈ [0, s�), and that the second derivative f ′′(y) exists and is uniformly bounded in
that range, as s� < 1/2.

Suppose x = O(n−1/2), i.e. � = O(
√

n). Then

E�−1[τ�] ≤ C
�∑

j=0

exp
[
2 f ′(x)(nx − ny) + O(n(x − y)2)

]

≤ C
�∑

j=0

exp
[
( f ′(�/n)(� − j)

]

≤ √
n
[
1 + O(n−1/2)

]
,

valid for 1 ≤ � ≤ C1
√

n. The final bound is valid as f ′(�/n) < 0, and so each term
is bounded by a constant.
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Similarly (taking C1 = 20) we have, for 20
√

n ≤ � ≤ ��/2,

E�−1[τ�] ≤ C
�∑

j=0

exp
[

f ′(c�,y)(� − j) + O(n(x − y)2)
]

≤ C
�∑

j=0

exp
[

f ′(c�,y)(� − j)
]
,

where c�,y is between x and y (we could take c�,y = x , for each y, by the uniform
boundedness of the second derivative). There exists a constant c1 > 0 such that, if
j ≥ �/2, then f ′(c�,y) ≤ −c1�/n. Then there exists a constant c2 > 0 such that, for
j ≤ �/2,

f ( j/n) − f (�/n) ≤ −c2.

This in turn implies that the sum of remaining terms is negligible. More precisely,

�/2∑

j=0

exp [n( f (�/n) − f ( j/n))] ≤ n exp(−c2n).

It follows that

E�−1[τ�] ≤
�∑

j=��/2�
exp

[
−c1�n−1(� − j)

]
+ n exp(−c2n)

≤ 1

1 − exp(−c1�/n)
+ n exp(−c2n)

≤ Cn

�
,

for some constant C > 0, uniformly in n.
Now suppose that ��/2 ≤ � ≤ �� − 20

√
n. Then, for some constant c̃1 > 0,

f ′(c�,y) ≤ −c̃1(�
� − �)/n, as long as j = yn ≥ �/2. Also, there exists a constant

c̃2 > 0 such that, for j ≤ �/2,

f ( j/n) − f (�/n) ≤ −c̃2,

and so the contribution due to the terms with j ≤ �/2 is negligible.
Then a calculation similar to that for 20

√
n ≤ � ≤ �∗/2 above implies that there is

a constant C > 0 such that

E�−1[τ�] ≤ Cn

�∗ − �
,
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uniformly in n. Similarly, if �� − 20
√

n ≤ � ≤ �ns∗ + c
√

n�, then we see that

E�−1[τ�] = O(
√

n).

Summing over �, we obtain an upper bound on the expected hitting time of �ns� +
c
√

n� starting from 0, as follows:

E0[τ��+c
√

n] =
��+c

√
n∑

�=0

E�−1[τ�]

≤ C

⎛

⎝√
n × √

n +
n∑

�=1

n

�
+

��/2∑

�=��−1

n

�� − �

⎞

⎠

≤ C(n + n log n),

where C is once again a generic constant, and was changed to 2C in the last inequality.
�

Related results on the magnetization chain can be found in [14].

5.3 Lower bound

Theorem 5.4 Assume that β > 1. For the Glauber dynamics restricted to configura-
tions with non-negative magnetization, tmix(n) ≥ (1/4)n log n.

The Glauber dynamics restricted to configurations with non-negative magnetization
will be denoted by (X+

t ).

Proof Recall again that s� is the unique positive solution to tanh(βs�) = s�.
Since we are proving a lower bound, it suffices to consider any specific starting

state; we take X+
0 to be the all plus configuration.

We let (X+
t , X̃+

t ) be the monotone coupling, where X+
0 is the all plus configu-

ration and X̃+
0 has the stationary distribution µ+. We write P1,µ+ and E1,µ+ for the

probability measure and expectation operator on the space where (X+
t , X̃+

t ) is defined.
Let B(σ ) := {i : σ(i) = −1}, and B(σ ) := |B(σ )|.
By the central limit theorem for the stationary magnetization [10], for some 0 <

c1 < 1,

P1,µ+
(

B(X̃+
0 ) ≤ c1n

)
= µ+({σ : B(σ ) ≤ c1n}) = o(1).

Let Nt be the number of the sites in B(X̃+
0 ) which have not been updated by time

t . By writing Nt as a sum of indicators,

E1,µ+
[

Nt
∣∣ B(X̃+

0 )
]

= B(X̃+
0 )

[
1 − n−1

]t
,
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and so, for some c2 > 0,

E1,µ+
[

Nt�n

∣∣ B(X̃+
0 )
]

≥ c2 B(X̃+
0 )n−1/4,

where t�n = (1/4)n log n. Also, since these indicators are negatively correlated,
Var1,µ+(Nt ) ≤ n for all t . Applying Chebyshev’s inequality shows that, for some
c3 > 0, on the event {B(X̃+

0 ) > c1n},

P1,µ+
(

Nt�n ≤ c3n3/4
∣∣ B(X̃+

0 )
)

= o(1),

where the o(1) bound is uniform in B. We conclude that

P1,µ+
(

Nt�n ≤ c3n3/4
)

≤ P1,µ+
(

B(X̃+
0 ) ≤ c1n

)

+P1,µ+
(

Nt�n ≤ c3n3/4 and B(X̃+
0 ) > c1n

)

= o(1).

Suppose now that Nt�n > c3n3/4. It follows that St�n ≥ S̃t�n + c4n−1/4 for some c4 > 0.

Thus, if St�n ≤ s�+c5n−1/4 for a small constant c5 > 0, then S̃t�n ≤ s�+(c5−c4)n−1/4.
Therefore,

P1,µ+
(

St�n ≤ s� + c5n−1/4
)

≤ o(1)+P1,µ+
(

Nt�n > c3n3/4 and St�n ≤ s� + c5n−1/4
)

≤ o(1) + P1,µ+
(

S̃t�n ≤ s� + (c5 − c4)n
−1/4

)
.

Again by the central limit theorem, the probability on the right-hand side above tends
to 0 as n → ∞, provided we choose c5 < c4.

On the other hand, appealing one final time to the central limit theorem,

µ+ ({
σ : S(σ ) > s� + c5n−1/4

})
= o(1).

Consequently,

dn(t�n ) ≥ P1,µ+
(

St�n > s� + c5n−1/4
)

−µ+({σ : S(σ ) > s� + c5n−1/4})
= 1 − o(1),

and so tmix(n) ≥ (1/4)n log n for n large. �
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6 Conjectures

We believe the results proven in this paper should be generic for Glauber dynamics
on transitive graphs.

To be concrete, consider the d-dimensional torus (Z/nZ)d . Let βc be the critical
temperature for uniqueness of Gibbs measures on Z

d .
We make the following conjectures:

(i) For β < βc, there is a cut-off.
(ii) For β = βc, the mixing time is polynomial in n. A stronger conjecture is that

there is a critical dimension dc such that for d ≥ dc, the mixing time tmix is
O(|Vn|3/2).

(iii) For β > βc, if the dynamics are suitably truncated, the mixing time is polyno-
mial in n. A stronger version is that again there is a critical dimension dc such
that for d > dc, the mixing time is O(|Vn| log |Vn|).
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