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Abstract. We compute the limiting eigenvalue statistics at the edge of the spectrum of large
Hermitian random matrices perturbed by the addition of small rank deterministic matrices.
We consider random Hermitian matrices with independent Gaussian entries Mij , i ≤ j with
various expectations. We prove that the largest eigenvalue of such random matrices exhibits,
in the large N limit, various limiting distributions depending on both the eigenvalues of
the matrix

(
EMij

)N
i,j=1

and its rank. This rank is also allowed to increase with N in some
restricted way.

1. Introduction and results

The aim of this paper is to investigate how a small rank perturbation of a stan-
dard N × N random matrix can affect significatively the limiting properties of the
spectrum, as the size N of the matrix goes to infinity. The statistics of extreme
eigenvalues is here of interest. Note that it is not clear what is meant by “a small
rank perturbation of a random matrix” and we shall define it formally in the sequel.
Actually, a first study of eigenvalue statistics for such perturbed random matrices
has been achieved in [1]. Therein the authors consider non homogeneous Wishart
random matrices RN = 1/NXX∗, where X is a p×N random matrix with indepen-
dent complex Gaussian entries with a spiked covariance matrix �. That is, � − Id

(Id is the identity matrix) is a fixed rank (independent of N ) diagonal matrix, while
both p and N go to infinity.
In this paper, we consider Hermitian random matrices. Let µ (resp. µ′) be a proba-
bility distribution on C (resp. R). A N × N random Hermitian matrix M(µ, µ′) is
then a Hermitian matrix with entries being mutually independent random variables
of distribution µ (resp µ′) strictly above the diagonal (resp. on the diagonal). Define

then MN(µ, µ′) = 1√
N

M(µ, µ′). Let also λ1 ≥ λ2 ≥ · · · ≥ λN be the ordered

eigenvalues of MN and µN = 1

N

∑N
i=1 δλi

its spectral measure. A famous result

of Wigner ([14]) asserts that µN admits a non-random limit as N goes to infinity.

Proposition 1.1. [14] Assume that
∫

xdµ(x) = ∫
xdµ′(x) = 0, and that∫ |x|2dµ(x) = σ 2,

∫ |x|2dµ′(x) < ∞. Then, almost surely, lim
N→∞

µN = ρ̃σ ,
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where ρ̃σ is the semi-circular law with parameter σ 2, defined by the density with
respect to Lebesgue measure

ρσ (x) = 2

πσ 2

√
4σ 2 − x21[−2σ,2σ ](x). (1)

Let λ∗ = 2σ be the top edge of the support of ρ̃σ . It is then a fundamental
result of [6] that, for the archetypical of Hermitian ensemble, the so-called GUE,
lim

N→∞
λ1 = λ∗.

Definition 1.1. The N ×N GUE with parameter σ 2 is the distribution of a N ×N

random matrix M(µ, µ′), if µ (resp. µ′) is the centered complex (resp. real) Gauss-
ian distribution of variance σ 2.

The result obtained in [6] has later been precised in [13]. Consider the Airy function

defined by Ai(u) = 1

2π

∫ ∞eiπ/6

∞ei5π/6
exp {iua + 1

3
a3}da, and define the Airy kernel

Ai(u, v) =
∫ ∞

0
Ai(y + u)Ai(y + v)dy. (2)

Definition 1.2. The Tracy-Widom distribution is defined by the distribution func-
tion FT W

2 (x) := det(I − Ax), where Ax is the trace class operator acting on
L2(x, ∞) with kernel Ai(u, v).

Proposition 1.2. [13] Let λ1 be the largest eigenvalue of VN = 1√
N

V , where V is

drawn from the GUE with parameter σ 2. Then, lim
N→∞

P
(
σ−1N2/3 (λ1 − λ∗) ≤ x

)

= FT W
2 (x).

Remark 1.1. It is shown in [12] that the above result actually holds for a wide class
of random matrices MN(µ, µ′) with centered distributions µ, µ′.

The scope of this paper is to define a suitable “small” rank perturbation of a random
matrix VN drawn from the GUE, so that the largest eigenvalue separates from “the
bulk”, [−λ∗, λ∗], and study in this case, how it interacts with the “bulk” of eigen-
values in [−λ∗, λ∗]. Due to the rotational invariance of the Gaussian distribution,
it is enough to consider diagonal perturbations.

1.1. The model

The model studied here is known in random matrix litterature as the deformed
Wigner ensemble. The first study of such an ensemble goes back to [3] and [9].

Definition 1.3. Given k ∈ N, r ∈ N and ordered real numbers π1 > π2 ≥ · · · ≥
πr+1, a deformed Wigner matrix is a N × N random matrix MN = WN + 1√

N
V

where V is of the N × N GUE with parameter 1 and WN is the diagonal matrix
WN = diag (π1, . . . , π1, π2, . . . , πr+1, 0, . . . , 0), with rank k + r, and where
the largest eigenvalue π1 has multiplicity k.



The largest eigenvalue of small rank perturbations of Hermitian random matrices 129

Remark 1.2. We assume that πi = 0, ∀i ≥ 2 if r = 0. The πi, i = 1, . . . , r + 1
can be negative but lie in a compact set independent of N .

In this paper, we consider matrices WN with rank k + r such that

lim
N→∞

k + r

N
= 0. (3)

In particular, k and r may depend on N . Noting λ1 ≥ λ2 ≥ · · · ≥ λN the
ordered eigenvalues of MN and µN its spectral measure, condition (3) ensures
that lim

N→∞
µN = ρ̃1, where ρ̃1 is the semi-circle law defined in (1), with parameter

σ 2 = 1.

1.2. Results

First, we fix the rank of WN independently of N and identify the critical scale
π1 = πc

1 for which λ1 separates from the bulk. Results in this part are similar to
those in [1]. Then, and this is the main result of the paper, we study the limiting
properties of largest eigenvalues when the rank of WN is allowed to increase with
N , focusing on the case where λ1 is separated from the bulk.

1.2.1. A fixed rank perturbation

We consider matrices WN with fixed rank k + r , independent of N .

Assumption 1.1. WN = diag(π1, . . . , π1, π2, . . . , πr , 0, . . . , 0), with π1 of mul-
tiplicity k, such that

• k and r are given integers independent of N,

• π1 is a given real number independent of N ,
• πi, i = 2, . . . , r + 1 lie in a compact set of (−∞, π1) independent of N .

Before stating the results, we need a few definitions.
Given an integer m ≥ 1, and a contour C going from ∞e5iπ/6 to ∞eiπ/6, with

0 lying above C, we set

t (m)(v) = 1

2π

∫

C
exp {iua + 1

3
a3i}(−ia)m−1da,

s(m)(u) = 1

2π

∫

C
exp {iua + 1

3
a3i} 1

(ia)m
da. (4)

Given x ∈ R, let also Ax be the operator acting on L2(x, ∞) with kernel Ai(u, v)

defined in (2), and < , > denote the standard scalar product of operators on
L2(x, ∞).

Definition 1.4. Given an integer k ≥ 0, FT W
k+2 is the distribution function defined

by

FT W
k+2 (x) = det(1 − Ax) det

(
δm,n− <

1

1 − Ax

s(m), t(n) >

)

1≤m,n≤k

, x ∈ R. (5)

Remark 1.3. FT W
k+2 was proved to be distribution function in [1].
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The first theorem gives a necessary condition to have lim
N→∞

λ1 = λ∗ = 2. Still,

we prove that the limiting distribution of λ1 depends on both the value and the
multiplicity of π1.

Theorem 1.1. Assume Assumption 1.1 holds.

• If π1 < 1, then, lim
N→∞

P
(
N2/3 (λ1 − 2) ≤ x

)
= FT W

2 (x).

• If π1 = 1, then, lim
N→∞

P
(
N2/3 (λ1 − 2) ≤ x

)
= FT W

k+2 (x).

In the next theorem, we prove that, as soon as π1 > 1, with probability one, the
largest eigenvalue λ1 exits the support of the semi-circular law.

Definition 1.5. Given k ≥ 0, define the probability distribution

Fk
GUE,σ 2(x) = 1

Zk

∫ x

−∞
· · ·
∫ x

−∞

∏

1≤i<j≤k

|ui − uj |2
k∏

i=1

exp {− u2
i

2σ 2 }du1 · · · duk,

where Zk is the normalizing constant Zk =
∫

Rk

∏

1≤i<j≤k

|ui −uj |2
k∏

i=1

exp {− u2
i

2σ 2 }

du1 · · · duk.

Remark 1.4. It can be shown (see e.g. [10], Chapter 5) that Fk
GUE,σ 2 is the prob-

ability distribution of the largest eigenvalue of the k × k GUE with parameter
σ 2.

Theorem 1.2. Assume Assumption 1.1 holds with π1 > 1. Then,

lim
N→∞

P
(
σ 2(π1)N

1/2 (λ1 − C(π1)) ≤ x
)

= Fk
GUE,σ 2(π1)

(x), where

C(π1) = π1 + 1

π1
and σ 2(π1) = π2

1

π2
1 − 1

. (6)

Remark 1.5. This result should be compared with the result of [5]. Therein, the
authors consider Hermitian random matrices MN(µ, µ′), where µ, µ′ are distri-

butions with compact support such that
∫

xdµ =
∫

xdµ′ = m 
= 0,

∫
|x|2dµ

=
∫

|x|2dµ′ = σ 2 + m2. Then, for C(·) defined as in (6), it is proved that
√

N
(
λ1 − C(

√
Nm)

)
has asymptotically Gaussian fluctuations N (0, σ 2). Here,

we obtain that the scale at which λ1 actually separates from the bulk (when µ, µ′

are Gaussian distributions) is m = mN = 1√
N

.

Theorem 1.2 gives the intuition that a “bulk” of k eigenvalues exits the support
of the semi-circular law, provided π1 > 1. Furthermore, these k eigenvalues seem
to behave as those of a typical k × k random matrix. We now show that this still
holds if k goes to infinity in some restricted way.
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1.2.2. A large rank perturbation

We investigate the case where the rank of WN is increasing with N . To our knowl-
edge, the kind of perturbation that we now define, is new.

Let kN, rN be given sequences of integers such that

lim
N→∞

kN = ∞, lim
N→∞

kN

N
= 0, and lim

N→∞
rN

N
= 0. (7)

We first consider the case where π1 > 1, so that the largest eigenvalue separates
from the bulk.

Assumption 1.2. WN = diag (π1, . . . , π1, π2, . . . , πrN+1, 0, . . . , 0), with π1 of
multiplicity kN and

• (kN)N∈N and (rN)N∈N satisfy (7),
1. π1 > 1 is given, independent of N ,
• πi, i = 2, . . . , rN + 1 lie in a compact set of (−∞, π1), independent of N .

We first deal with local eigenvalue statistics in the “bulk” of the kN largest
eigenvalues and consider the so-called spacing function between nearest neighbor
eigenvalues. Let ρ = ρσ 2 be the density of the semi-circular law (1) with parameter
σ 2(π1), defined in (6). Define

αN =
√

kN√
N

and βN = rN

N
. (8)

Let tN be a sequence such that lim
N→∞

tN = ∞, lim
N→∞

tN

kN

= 0.

Definition 1.6. Given |α| < 2σ(π1), and for u = C(π1) + αN

α

σ 2(π1)
+ βN

π1

− 1

N

NβN∑

i=1

1

π1 − πi+1
, the “spacing function”, SN(α, s, λ), is the symmetric func-

tion which, if λ1 ≤ λ2 ≤ · · · ≤ λN , equals

SN(α, s, λ) = 1

2tN
	

{
1 ≤ j ≤ N − 1; λj − λj+1 ≤ αNs

σ 2kNρ(α)
,

|λj − u| ≤ αNtN

kNρ(α)σ 2

}
.

Here α is to be seen as a point in the “bulk” of (1). Then, we obtain the following
result.

Theorem 1.3. Assume Assumption 1.2 holds. Then, lim
N→∞

∣∣∣∣ESN(α, s, λ)

− ∫ s

0 H ′′(u)du

∣∣
∣∣ = 0, where

H(s) =
∞∑

m=0

(−1)m

m!

∫

[0,s]m
det
( sin π(xi − xj )

π(xi − xj )

)m

i,j=1

m∏

i=1

dxi.
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Remark 1.6. The above theorem states that the archetypical repulsion of eigen-
values of Hermitian random matrices is exhibited amongst the kN largest eigen-
values, in the large N limit.

Remark 1.7. The case π1 ≤ 1 has already been studied in [9] and [11] (Appendix
A), showing a similar repulsion of eigenvalues (up to changes in the rescalings).

We then turn to local eigenvalue statistics at the edge.
Let αN , βN be given as in (8), and log be the principal branch of the logarithm.

Set, for w ∈ C \ (−∞, π1],

Fu(w) := w2/2 − uw + (1 − α2
N − βN) log w + α2

N log(w − π1)

+ 1

N

NβN∑

i=1

log(w − πi+1), (9)

so that

F ′
u(w) = w − u + 1 − α2

N − βN

w
+ α2

N

w − π1
+ 1

N

NβN∑

i=1

1

w − πi+1
, (10)

F ′′
u (w) = 1 − 1 − α2

N − βN

w2 − α2
N

(w − π1)2 − 1

N

NβN∑

i=1

1

(w − πi+1)2 . (11)

Note that F ′′
u does not depend on u. We then define wo as follows.

wo is the largest solution of the equation F ′′
u (w) = 0. (12)

In particular, it can be shown that wo > π1. Finally define uo and tr by

F ′
uo

(wo) = 0, tr = wo − π1

αN

, (13)

where F ′
u and wo are respectively given by (10) and (12).

Theorem 1.4. Assume Assumption 1.2 holds and let uo and tr be given by (13).
Then,

lim
N→∞

P

(

tr
k

2/3
N

αN

(λ1 − uo) ≤ x

)

= FT W
2 (x).

Remark 1.8. The above theorem states that, as long as αN → 0, the suitably scaled
largest eigenvalue of the deformed Wigner ensemble also behaves as the larg-

est eigenvalue of a kN × kN GUE. The rescaling is such that tr
k

2/3
N

αN

= N2/3

(
F

(3)
uo

(wo)

2

)−1/3

(1+o(1)) and, if rN = NβN = 0,uo=C(π1)+αN

2

σ(π1)
+O(α2

N).
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Remark 1.9. The case lim
N→∞

kN

N
= α ∈ (0, 1) will be the object of a subsequent

paper, and is not examined here. In this context, the limiting statistics of extreme
eigenvalues are determined in [2], when WN = diag (a, . . . , a, −a, . . . , −a),
where numbers of a and −a are both approximately N/2.

The proof of Theorem 1.4 is based on an extension of the method developed
in [1] and may bring some new tools for the study of such deformed models. In
particular, we can also consider the case where π1 ≤ 1.

Then , we obtain the following result.

Assumption 1.3. WN = diag (π1, . . . , π1, π2, . . . , πrN+1, 0, . . . , 0), with π1 of
multiplicity kN and

• (kN)N∈N, and (rN)N∈N, satisfy (7),
• πi, i = 2, . . . , r + 1 lie in a compact set of (−∞, π1), independent of N,

• π1 ≤ 1 is given, independent of N .

Define Fuo as in (10). Let then wo (greater than 1 here) be given as in (12) and uo

as in (13).

Theorem 1.5. Assume Assumption 1.3 holds. Then,

lim
N→∞

P



N2/3

(
F

(3)
uo

(wo)

2

)−1/3

(λ1 − uo) ≤ x



 = FT W
2 (x).

Remark 1.10. If π1 < 1 and rN = 0, Theorem 1.5 proves in particular that λ1
exhibits the archetypical behavior of the largest eigenvalue of a N × N GUE with
parameter 1, as long as kN << N1/3. Otherwise λ1 is slightly translated.

Remark 1.11. The proofs of Theorem 1.4 and Theorem 1.5 are very similar and
the second one will only be sketched.

1.3. Sketch of the proof

Basically, the idea is to deduce the large N limit of local eigenvalue statistics of
the deformed Wigner ensemble from the asymptotics of the so-called “m point
correlation functions”, defined as follows.

Let PN be the joint eigenvalue distribution on (RN, B(RN)) induced by the
deformed Wigner ensemble. It is known that PN admits a density with respect to
Lebesgue measure. We denote this density g. Then, given an integer m ≤ N , the
m-point correlation function, Rm

N(·), induced by PN is defined by Rm
N(x1, . . . , xm)

= N !

(N − m)!

∫

Rm

g(x1, . . . , xN)

N∏

i=m+1

dxi. We refer to [9], Section 4) for the use

of correlation functions in the study of local eigenvalue statistics.
It happens that, for the deformed Wigner ensemble, the computation of the

asymptotics of correlation functions is quite simple. This follows from beautiful
results of [9], [3], [8], [7].
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Proposition 1.3. [9]The m-point correlation function of the deformed Wigner

ensemble is given by Rm
N(x1, . . . , xm) = det

(
KN(xi, xj )

)m

i,j=1
, with the corre-

lation kernel KN defined by

KN(u, v) = N

(2iπ)2

∫




dz

∫

γ

dweN{ w2
2 −vw− z2

2 +uz}
(

w

z

)N−k−r

×
(

w − π1

z − π1

)k r+1∏

i=2

w − πi

z − πi

1

w − z
, (14)

where 
 encircles 0 and πi, i = 1, . . . , r + 1, and is oriented counterclockwise,
and γ = A + iR, with A large enough to ensure that 
 ∩ γ = ∅, is oriented from
bottom to top.

Remark 1.12. Actually, the integral representation (14) has been established in the
case where WN has pairwise distinct eigenvalues Wii, i = 1, . . . , N . Yet, by a
straightforward use of l’Hopital’s rule, one can see this formula also holds in the
case where Wjj = Wkk, for some j 
= k.

Thanks to the above expression (14), the asymptotic expansion of KN can
be computed through a saddle point analysis. We then deduce the asymptotic
expansion of correlation functions Rm

N(·) and of local eigenvalue statistics. Let
us develop some of the ideas used for computing the limiting distribution of
the largest eigenvalue. By an inclusion-exclusion formula, one can show that
P(λ1 ≤ s) = det(I − KN)L2(s,∞), where det(I − KN)L2(s,∞) is the Fredholm
determinant of the trace class operator acting on L2(s, ∞) with kernel KN. First,
we prove that the correlation kernel can be written as

KN(x, y) =
∫ ∞

0
HN(x + t)JN(y + t)dt, (15)

for some kernels HN , JN . Using a saddle point analysis, we then prove that there
exist kernels H∞, J∞ such that

lim
N→∞

∫ ∞

0
|HN(x + u) − H∞(x + u)|2du = 0,

lim
N→∞

∫ ∞

0
|JN(x + u) − J∞(x + u)|2du = 0,

for all x in a compact interval. This ensures that lim
N→∞

det(I − KN)L2(s,∞)

= det(I − K∞)L2(s,∞), where K∞(x, y) = ∫∞
0 H∞(x + t)J∞(y + t)dt. This

eventually gives the convergence in distribution of the largest eigenvalue of the
deformed Wigner ensemble.
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2. Proof of Theorem 1.1

In this section, we assume that all the eigenvalues of WN are smaller than, or equal
to one. We further assume (in this section only) that π1 = 1 and has multiplicity k.
It is assumed that k = 0 if all the eigenvalues of WN are strictly smaller than 1. In
all cases, we assume that πi < 1 − η, for i = 2, . . . , r + 1 where η > 0 is fixed;
k and r are here given integers independent of N .

Let then some ε > 0, that will be fixed later, be given and set

u = 2 + x

N2/3 , v = 2 + y

N2/3 , wc = 1, w̃c = wc + ε

N1/3 ,

K ′
N(x, y) = eN(u−v)w̃c

N2/3 KN(u, v). (16)

Note that the rescaled correlation kernel K ′
N(x, y) defines the same correlation

functions as
1

N2/3 KN(u, v). Define also

g(w)=
r+1∏

i=2

w−πi

w

1

wk
, w ∈ C

∗, and F(z)=z2/2 − 2z+log z, z ∈ C \ R−.

(17)

Here we use the principal branch of the logarithm and exp {N log w} stands for wN.

Then, from (14), we readily obtain that K ′
N(x, y) can be cast to the form (15). Let


 and γ be as in (14).

Proposition 2.1. K ′
N(x, y) = −

∫ ∞

0
HN(x + t)JN(y + t)dt, where

HN(x) = N1/3

2π

∫




1

g(z)(z − wc)k
exp {−NF(z)} exp {N1/3(x + t)(z − w̃c)}dz,

(18)

JN(y) = N1/3

2π

∫

γ

g(w)(w−wc)
k exp {NF(w)} exp {−N1/3(y + t)(w−w̃c)}dw.

(19)

Proof. We use the fact that
1

w − z
= N1/3

∫ ∞

0
exp {−N1/3t (w − z)}dt . �

We now indicate the idea of the proof, which is very similar to that in [1]. We will
perform a saddle point analysis of the kernels HN and JN . The critical points for F

satisfy F ′(w) = w + 1

w
− 2 = 0. Such an equation admits a single critical point,

wc = 1 = π1, and

F ′′(wc) = 1 − 1

w2
c

= 0, F (3)(wc) = 2. (20)

Intuitively, the leading terms of the asymptotic expansions of (18), (19) are obtained
by performing the corresponding integrals on a neighborhood of width N−1/3 of
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Γ γ

ε

8

8

Fig. 1. Contours 
∞ and γ∞

wc. The steepest descent (resp. ascent ) curve for F comes to wc with an angle of
±π/3 (resp 2π/3) with respect to the real axis. Yet, as the integrand has a pole at
wc, one needs to deform these path so that 
 encircles wc but does not cross γ.

Essentially, we will have to show that the ascent and descent contours, deformed in
such a way, still satisfy the saddle point analysis requirements. We now define the
expected limiting kernels. Let 
∞ be the contour going from ∞e−2iπ/3 to ∞e2iπ/3,
crossing the real axis on the right of the origin, oriented counterclockwise. Let γ∞
be the contour going from ∞e−iπ/3 to ∞eiπ/3, oriented from bottom to top and
crossing the real axis on the right handside of 
∞. A plot of these contours is given
on Figure 1.

We then set

H∞(x) = exp {−εx}
2π

∫


∞
exp {xa − a3

3
} 1

ak
da, (21)

J∞(y) = exp {εy}
2π

∫

γ∞
exp {−yb + b3

3
}bkdb. (22)

The end of this section is devoted to the proof of the following result. �
Proposition 2.2. Fix ε > 0 and let ZN = g(wc) exp {NF(wc)}N−k/3.

For any fixed yo ∈ R, there exists C > 0, c > 0, an integer No > 0 such that
∣∣∣ZNHN(x) − H∞(x)

∣∣∣ ≤ C exp {−cx}
N1/3 , for any x ≥ yo, N ≥ No. (23)

∣∣∣
1

ZN

JN(y) − J∞(y)

∣∣∣ ≤ C exp {−cy}
N1/3 , for any y ≥ yo, N ≥ No. (24)

Remark 2.1. The fact that Proposition 2.2 implies Theorem 1.1 is proved in [1],
Section 3.3. It follows in particular from the fact that J∞(y) = it (k+1)(y)e{εy} and
H∞(x) = is(k)(x)e{−εx}, where t (k+1), s(k) are defined in (4).

Remark 2.2. Before beginning the proof of Proposition 2.2, it is convenient to
note that the exponential term F , given in (17), satisfies F(z) = F(z). Thus, we
may only consider the parts of the contours 
 or γ lying in the upper half plane
{z ∈ C, Im(z) > 0}. Estimates for the remaining contours are obtained by conju-
gation when needed. This is valid for the whole paper.
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+εω c

Γ
γ

ω c

Fig. 2. Contours 
 and γ

2.1. Estimate for ZNHN .

This subsection is devoted to the proof of Formula (23). We first define an ascent
curve 
 for F . We then deduce the asymptotic expansion of HN .

2.1.1. Contour for the saddle point analysis

In this part, we give an ascent curve for F and also prove that the third order Taylor
expansion of F (as heuristically explained in the preamble) can be made in some
disk around wc.
Let 
 be the contour defined in the following way.


o = wc + εeiθ

2N1/3 , θ ∈ [0, 2π/3], 
1 = wc + tei2π/3,
ε

2N1/3 ≤ t ≤ 2,


2 =
√

3i − t, 0 ≤ t ≤ Ro, 
3 = i(
√

3 − t) − Ro, 0 ≤ t ≤
√

3. (25)

Here Ro is chosen large enough so that 
 encircles all the eigenvalues πi, i =
1, . . . , r + 1, and will be fixed later. Finally define 
 = ∪3

i=0
i ∪ ∪3
i=0
i, ori-

ented counterclockwise, as on Figure 2 below.

Lemma 2.1. Re(F ) increases as z along 
1 ∪ 
2 and if z∗ = 
1 ∩ 
2,

min
z∈
2∪
3

Re (F (z)) = Re
(
F(z∗)

)
.

Proof of Lemma 2.1. For z ∈ 
1, we have that
d

dt
Re
(
F(wc + te2iπ/3)

)
=

1

2

t2(2 − t)

1 − t + t2 ≥ 0, for t ≤ 2. Then, along 
2,
d

dt
Re
(
F(

√
3i − t)

)
= t + 2 +

t

|t + √
3 + t |2 > 2 + t, so that Re(F ) achieves its minimum on 
2 at z∗. Finally

we choose Ro such that

Re (F (−Ro + it)) = R2
o

2
− t2

2
+ 2Ro − 1

2
log |Ro + it |2

> Re
(
F(z∗)

)
, ∀ |t | ≤

√
3. (26)

This can be achieved if Ro is chosen large enough. �
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We now determine some disk around wc where the third order Taylor expansion
of F holds. Let now δ be chosen so that

0 < δ < 1/2 and
δ

4(1 − δ)4 ≤ 1/6. (27)

Lemma 2.2. In the disk {|z − wc| ≤ δ},
∣∣∣F(z) − F(wc) − F (3)(wc)

3!
(z − wc)

3
∣∣∣

≤ F (3)(wc)

3!

|z − wc|3
2

.

Proof of the Lemma 2.2. This follows from the Taylor expansion

∣
∣
∣F(z) − F(wc) − F (3)(wc)

3!
(z − wc)

3
∣
∣
∣ ≤ max


′
|F (4)(z)|

4!
|z − wc|4

≤ δ

4!(1 − δ)4 |z − wc|3 ≤ |z − wc|3
6

. (28)

�
Remark 2.3. The above Lemmas imply in particular that ∀t ≤ δ, Re

(
F(wc

+ te2iπ/3)
)

≥ F(wc) + t3/6, and min

′′ Re (F (z)) ≥ F(wc) + δ3/6. Here we have

used that δ ≤ 1/2 and (20).

The latter remark suggests that the leading term in the asymptotic expansion of
HN is given by the integral performed on the disk {|z −wc| ≤ δ}. We thus split the
contour 
 = 
′ ∪
" where 
′ = 
 ∩{|z−wc| ≤ δ} and 
′′ = 
 \
′. Let also 
′∞
be the image of 
′ under the map z �→ N1/3(z−wc) and 
′′∞ = 
∞ \
′∞. We split
accordingly the kernels HN and H∞, which we write HN(x) = H ′

N(x) + H ′′
N(x)

and H∞(x) = H ′∞(x) + H ′′∞(x), where

H ′
N(x) = N1/3

2π

∫


′

e{−NF(z)}

g(z)(z − wc)k
e{N1/3x(z−w̃c)}dz and

H ′
∞(x) = e{−εx}

2π

∫


′∞
e{xa− a3

3 } 1

ak
da.

We now turn to the end of the proof of Formula (23).

2.1.2. The case x is bounded.

Formula (23) follows in this case from the following Lemma.

Lemma 2.3. Let yo > 0 be given. Then, there exists constants C(yo) > 0, No > 0
such that, for any |x| ≤ yo, and N ≥ No,

|ZNHN(x) − H∞(x)| ≤ C(yo)

N1/3 .
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Proof of Lemma 2.3. We consider the contributions of 
′ and 
′′ separately. We
first prove

|ZNH ′′(x)| ≤ exp

{
−N

δ3

12

}
, |H ′′

∞(x)| ≤ exp {−Nδ3/6}. (29)

Let then L
′′ be the length of 
′′, C(Ro) = Ro + 2, and Cg be a constant such that

1

Cg

≤ min

′′ |g| ≤ Cg, (30)

which is well defined since, by Assumption 1.1, πi, i = 2, . . . , r + 1, lie in a
compact interval of (−∞, 1). Then, using Remark 2.3, we have that

|ZNH ′′(x)| ≤ |g(wc)|
2πN(k−1)/3

∫


′′

∣
∣
∣ exp {NF(wc) − NF(z)} exp {N1/3x(z − w̃c)}

∣
∣
∣

× |dz|
|g(z)(z − zc)k|

≤ |g(wc)|
2πN(k−1)/3

L
′′
Cg

δk
exp

{
N1/3yoC(Ro)

}
exp

{
−N

δ3

6

}

≤ exp

{
−N

δ3

12

}
, (31)

for N large enough. This yields the first part of (29). The second inequality is
straightforward from [1], formula (152), for instance.

We then turn to the contour 
′ = 
′
o ∪ 
′

1, where 
′
o := 
o ∩ {|w − wc| ≤

δ} = 
o and 
′
1 = 
′ \ 
′

o. Here we assume that ε is chosen so that ε ≤ δ and thus

′

o = 
o. Here we prove that

|ZNH ′
N(x) − H ′

∞(x)| ≤ C

N1/3 . (32)

One has

|ZNH ′
N(x) − H ′

∞(x)|

≤ N1/3

2π

∫


′

eN1/3xRe(z−w̃c)

(N1/3|z − wc|)k
∣∣∣eN(−F(z)+F(wc))

g(wc)

g(z)
− e−N(z−wc)

3/3
∣∣∣|dz|.

(33)

We now skip the details (given in [1], page 26).
Then for z ∈ 
′

o, using (28),

∣∣
∣ exp {N(F(wc) − F(z))} − exp {−N

(w − wc)
3

3
}
∣∣
∣

≤ max

(∣∣∣eN(F(wc)−F(z))
∣∣∣,
∣∣∣e−N

(z−wc)3
3

∣∣∣
)

N

∣∣∣F(z) − F(wc) − (z − wc)
3

3

∣∣
∣

≤ NCo|z − wc|4 exp {NRe

(
(z − wc)

3

16

)
} ≤ Coε

4

16N1/3 exp { ε3

16
},
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where Co = 1/(1−δ)4 is well defined since δ<1/2. Similarly
∣∣g(wc)

g(z)
−1
∣∣≤ CgC

′
g

2N1/3 ,

where Cg is given by (30) and C′
g = max{|g′(s)|, s ∈ 
′

o ∪ 
′
1}, which is well

defined since the πi, i ≥ 2 in a compact set of (−∞, 1). Thus, ∀z ∈ 
′
o

∣∣∣ exp {N(F(wc) − F(z))}g(wc)

g(z)
− exp {−N

(w − wc)
3

3
}
∣∣∣

≤
(

exp { ε3

16
}Coε

4

16
+ CgC

′
g/2

)
1

N1/3 . (34)

Using now that the length of 
′
o is 2πεN−1/3/3, we obtain from (34) that there

exists C1 > 0 such that

N1/3

2π

∫


′
o

eN1/3xRe(z−w̃c)

(N1/3|z − wc|)k
∣
∣
∣eN(−F(z)+F(wc))

g(wc)

g(z)
− e−N(z−wc)

3/3
∣
∣
∣|dz| ≤ C1

N1/3 .

(35)

Similarly for z ∈ 
′
1, one has that exp {N1/3xRe(z − w̃c)} ≤ exp{N1/3yot/2+

εyo} and

∣∣∣eN(F(wc)−F(z)) g(wc)

g(z)
− e−N(z−wc)

3/3
∣∣∣ ≤ (Co + CgC

′
g)(Nt4 + t) exp {−N

t3

6
}.

(36)

Now (see [1]), we obtain from (36) that there exists some C2 > 0 such that, for N

large enough,

N1/3

2π

∫


′
1

eN1/3xRe(z−w̃c)

(N1/3|z − wc|)k
∣∣∣eN(−F(z)+F(wc))

g(wc)

g(z)
− e−N(z−wc)

3/3
∣∣∣|dz|

≤ N1/3

π
(C3

o + CgC
′
g)

∫ δ

ε

2N1/3

(
1

N1/3t

)k

(Nt4 + t)

× exp

{
εyo + yotN

1/3

2
− Nt3

6

}
≤ C2

N1/3 . (37)

Finally, combining (33), (35), and (37), we obtain (32). Using now (29), (32), we

then obtain that |ZNHN(x) − H∞(x)| ≤ C(yo)

N1/3 , for N large enough. �

2.1.3. The case x positive

Fromula (23) follows in this case from the following Lemma.

Lemma 2.4. Assume x > 0, then there exist C > 0, No > 0 such that for N ≥ No,

|ZNHN(x) − H∞(x)| ≤ C exp {−εx/2}
N1/3 .
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Proof of Lemma 2.4. The thing that makes it all here is that the whole contour 


lies on the half plane Re(z − w̃c) < 0, where w̃c has been defined in (16). This
gives that, for large positive x, the kernel ZNHN decays exponentially, as we now
explain.

For z ∈ 
′′, one has that Re(z − w̃c) ≤ − ε

N1/3 − δ

2
, yielding from (31) that

|ZNH ′′(x)| ≤ exp

{
−εx − δN1/3x

2
− N

δ3

12

}
for N large enough.

It is also easy to check that |H ′′
∞(x)| ≤ exp {−εx − δ

N1/3x

2
− Nδ3

6
}, for N large

enough.
We now consider the part of ZNHN (resp. H ′∞) corresponding to the integral

performed over 
′ (resp. 
′∞), along which one has that exp {N1/3xRe(z − w̃c)} ≤
exp {−εx/2}. Inserting the latter in (33), and performing the same computations
as for the case where x lies in a compact set, we obtain that

|ZNH ′
N(x) − H ′

∞(x)| ≤ C2 exp {−εx/2}
N1/3 .

�

Remark 2.4. There are two crucial steps in the above proof. The first one is the
definition of an ascent curve 
, which coincides with the steepest ascent curve for
F in an annulus {ε ≤ |z − wc| ≤ δ}. The second step is to determine a δ > 0
such that Lemma 2.2 holds. This second step also ensures that we can find ε small
enough so that 
 encircles wc but remains on the left handside of w̃c. Once these
two points obtained, one only needs a good enough control of the perturbative term
g along 
, so that the end of the proof follows. This remark will be the basis for
the proof of Theorem 1.4.

2.2. Estimate for 1
ZN

JN(y)

This subsection is devoted to the proof of Formula (24). We first define a descent
curve γ for F . Then, we obtain the asymptotic expansion of JN .

2.2.1. Contour for the saddle point analysis

We now give a descent curve for F . Define γ0 = wc + 3εeiθ

N
1
3

, 0 ≤ θ ≤ π
3 ;

γ1 = wc + tei π
3 ,

3ε

N
1
3

≤ t ≤ to; γ2 = wc + toe
i π

3 + it, t ≥ 0. (38)

Actually, we choose to > δ, where δ is given by (27). Finally let γ be the contour

γ = ∪2
i=0γi ∪ ∪2

i=0γi oriented from bottom to top, as on Figure 2.
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Lemma 2.5. Re(F ) is decreasing on γ1 ∪ γ2 as Im(w) increases. And ∃ Co > 0

such that, if w∗ = wc + toe
iπ/3, Re

(
F(w∗ + it)

) ≤ Re
(
F(w∗)

)− Cot
2

2
, t ≥ 0.

Proof of Lemma 2.5. One has
d

dt
Re
(
F(wc + teiπ/3)

) = −t2(2 + t)

2(1 + t + t2)

< 0, ∀t > 0. Then, along γ2, and for Co = Co = 1 − 1/|w∗|2 > 0, one has
d

dt
Re
(
F(w∗ + it)

) ≤ −Co(t +
√

3

2
to). �

Let now δ be given as in (27), so that (28) still holds. We split as before the
contour γ . Set γ ′ = γ ∩ {|w − wc| ≤ δ} and γ ′′ = γ \ γ ′. Let also γ ′∞ be the
image of γ ′ under the map w �→ N1/3(w − wc), and γ ′′∞ = γ∞ \ γ ′∞. Define then
J ′′

1 = JN − J ′
N − J ′′

2 , and J ′′∞ = J∞ − J ′∞ where

J ′
N(y) = N1/3

2π

∫

γ ′
g(w)(w − wc)

k exp {NF(w)} exp {−N1/3y(w − w̃c)}dw,

J ′′
2 (y) = N1/3

2π

∫

γ2

g(w)(w − wc)
k exp {NF(w)} exp {−N1/3y(w − w̃c)}dw,

J ′
∞(y) = exp {εy}

2π

∫

γ ′∞
exp {−yb + b3

3
}bkdb.

We now prove Formula (24).

2.2.2. The case y in a compact interval

Formula (24) readily follows in this case from the following Lemma.

Lemma 2.6. Let yo > 0 be given. Then, there exists C = C(yo) > 0, No such that
for any |y| ≤ yo,

| 1

ZN

JN(y) − J∞(y)| ≤ C

N1/3 , ∀ N ≥ No.

Proof of Lemma 2.6. Let us first consider the kernel J ′′
N = J ′′

1 +J ′′
2 . We now show

that there exists C > 0 such that

| 1

ZN

J ′′
N(y)| ≤ C exp {−N

δ3

12
} (39)

for N large enough. The only difference from the preceding subsection is that γ ′′
is not of finite length. We first consider the integral performed on γ2.

| 1

ZN

J ′′
2 (y)| ≤ (N1/3)k+1

2π |g(wc)|
∫

γ2

eN1/3yoRe(w−w̃c)eN(Re(F (w)−F(wc)))

× |w − wc|k||g(w)||dw|. (40)
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Now, using Lemma 2.5, and the fact that Re (F (w∗)) ≤ Re (F (wc))−δ3/6 (which
follows from the fact that to ≥ δ and Remark 2.3), one has

| 1

ZN

J ′′
2 (y)| ≤ (N1/3)k+1

2π |g(wc)|e
N1/3 yoto

2 −N δ3
6

∫

iR+
e−N

Cot2
2

×
r+1∏

i=2

√
(1 + to/2 + A)2 + (

√
3to/2 + t)2

(1 + to/2)2 + (to
√

3/2 + t)2
dt,

where A is chosen such that |πi | < A, i = 2, . . . , r + 1. Now, under Assumption
1.1, A can be chosen independently of N . Thus, for N large enough,

| 1

ZN

J ′′
2 (y)| ≤ exp {−N

δ3

12
}. (41)

The remaining contour γ ′′
1 = γ ′′ \ γ2 has a finite length Lγ ′′

1
, independent of N .

Define also C̃g = maxw∈γ ′′
1
, |g(w)|, which is uniformly bounded. Now, using that,

for N large enough, Re (F (w)) ≤ F(wc)− δ3/6 and Re(w − w̃c) ≤ to, ∀w ∈ γ ′′
1 ,

we obtain that

| 1

ZN

J ′′
1 (y)| ≤ (N1/3)k+1

2π |g(wc)|δ
kC̃gLγ ′′

1
exp

{
N1/3yoto − N

δ3

6

}
≤ exp {−Nδ3

12
},
(42)

for N large enough. Combining (41) and (42) yields (39).
And inserting b = teiπ/3, with t ≥ δN1/3, in (22) yields that (see formula (188)

in [1]) |J ′′
∞(y)| ≤ exp {−Nδ3

6
}, for N large enough. Finally, mimicking the proof

of (36), (34), and using the same arguments as for HN (see Remark 2.4), it is easy

to show that ∃C3(yo) > 0, such that | 1

ZN

J ′
N(y) − J ′

∞(y)| ≤ C3(yo)

N1/3 . �

2.2.3. The case y > 0

Formula (24) follows in this case from the following Lemma.

Lemma 2.7. There exist C > 0, No > 0 such that, ∀y > 0, and ∀N ≥ No,

| 1

ZN

JN(y) − J∞(y)| ≤ C

N1/3 exp {−εy

2
}.

Proof of Lemma 2.7. We only give the mains ideas. One has

∀w ∈ γ2, Re(w − w̃c) = Re(w∗ − w̃c) = to

2
− ε

N1/3 ;

∀w ∈ γ ′′
1 , Re(w − w̃c) ≥ δ

2
− ε

N1/3 ;

∀w ∈ γ ′
1, Re(w − w̃c) = |w − wc|

2
− ε

N1/3 ≥ ε

2N1/3 ;

∀w ∈ γo, Re(w − w̃c) ≥ ε

2N1/3 . (43)
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Note that (43) explains why we choose a circle of ray 3ε for γo. Here we assume
that ε is small enough so that ε − δ/2 < −ε/2. This gives that the whole contour
γ lies on the right of w̃c. We then insert the above estimates in e.g. (40) and copy
the proof of (41). The same is done for the integral performed on γ ′′

1 . Then, one
readily obtains that, for N large enough,

| 1

ZN

J ′′
N(y)| ≤ exp

{
εy − δ

2
N1/3y − N

δ3

12

}
, while

|J ′′
∞(y)| ≤ exp

{
εy − δN1/3y

2
− N

δ3

6

}
.

Finally, using (43) and mimicking the estimates of the preceding subsection, we
obtain that | 1

ZN
J ′

N(y) − J ′∞(y)| ≤ C
N1/3 exp {− εy

2 }. �

3. Proof of Theorem 1.2

In this section, we assume that π1 lies in a compact interval of (1, ∞) and that
Assumption 1.1 holds. Let now ε > 0 be fixed and set

π̃1 = π1 + ε√
N

, u = C(π1) + x

σ 2
√

N
, v = C(π1) + y

σ 2
√

N
, (44)

and let K ′
N(x, y) =

exp
{

(y−x)

σ 2 π̃1

}

σ 2
√

N
KN

(
C(π1) + x

σ 2
√

N
, C(π1) + y

σ 2
√

N

)
be

the associated rescaled correlation kernel. Define FC(π1)(w) = w2/2−C(π1)(w−
π̃1)+log w, where we use the principal branch of the logarithm (e±N log w = w±N ).
We now bring K ′

N(x, y) to the form (15). Let 
 and γ be contours as in Proposition
1.3.

Proposition 3.1. K ′
N(x, y) = −

∫ ∞

0
HN(

x + t

σ 2 )JN(
y + t

σ 2 )dt, with

HN(
x

σ 2 ) =
√

N

2πσ 2

∫




1

(z − π1)kg(z)
exp

{√
N

x

σ 2 (z − π̃1)
}

× exp
{−NFC(π1)(z)

}
dz,

JN(
y

σ 2 ) =
√

N

2πσ 2

∫

γ

(w − π1)
kg(w) exp

{
−

√
N

y

σ 2 (w − π̃1)
}

× exp
{
NFC(π1)(w)

}
dw. (45)
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We briefly indicate the idea of the proof of Theorem 1.2. Here, the critical points
to be considered satisfy F ′

C(π1)
(w) = w + 1/w − C(π1) = 0. They are given by

π1 and 1/π1 and are non degenerate. One can check that

F ′′(π1) = 1 − 1

π2
1

= 1

σ 2(π1)
> 0. (46)

We will show that, as 
 has to encircle the pole π1, the contribution of the sole pole
π1 will give the leading term in the asymptotic expansion. In the subsequent, we
note σ 2 = σ 2(π1) and define now the expected limiting kernels.

Let γ∞ = 2ε + iR (resp. 
∞ = εeiθ , 0 ≤ θ ≤ 2π,) oriented from bottom to
top (resp. counterclockwise). Set then

H∞(
x

σ 2 ) = 1

2πσ 2 exp {−ε
x

σ 2 }
∫


∞

1

ak
exp

{
− a2

2σ 2 + x

σ 2 a

}
da,

(47)

J∞(
y

σ 2 ) = 1

2πσ 2 exp {ε y

σ 2 }
∫

γ∞
sk exp

{
s2

2σ 2 − y

σ 2 s

}
ds.

The aim of the rest of this section is to prove the following result.

Proposition 3.2. Assume ε > 0 is fixed, and set ZN = g(π1)N
−k/2exp

{
NFC(π1)

(π1)
}
. For any fixed yo ∈ R, there exists constants C > 0, c > 0, and an integer

No > 0 such that

∣∣∣
1

ZN

JN(
y

σ 2 ) − J∞(
y

σ 2 )

∣∣∣ ≤ C exp {−c
y

σ 2 }√
N

, for any y ≥ yo, N ≥ No. (48)

∣∣∣ZNHN(
x

σ 2 ) − H∞(
x

σ 2 )

∣∣∣ ≤ C exp {−c x
σ 2 }√

N
, for any x ≥ yo, N ≥ No. (49)

Remark 3.1. The fact that Proposition 3.2 implies Theorem 1.2 follows from the
equality

− exp {ε (x − y)

σ 2 }
∫ ∞

0
H∞(

x + u

σ 2 )J∞(
y + u

σ 2 )du = K(x, y), (50)

where K(x, y) is the correlation kernel of the k × k GUE with parameter σ 2.
Formula (50) follows from (14) and a simple change of variables.Another proof

of (50) is given in [1], Section 4.

The proof of Proposition 3.2 will be obtained in the following subsections.

3.1. Estimate for
1

ZN

JN(
y

σ 2 )

This subsection is devoted to the proof of formula (48). The details of the proof will
be skipped since the scheme is exactly the same as in the preceding Section. The
key points are the following Lemmas. In the first one, we give the descent curve
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for FC(π1). In the second one, we determine a disk where the second order Taylor
expansion of FC(π1) holds.

Let γ1 be the contour γ1 = π1 + 2ε√
N

+ it, t ∈ R+, γ = γ1 ∪ γ1 and set

π ′
1 = π1 + 2ε√

N
.

Lemma 3.1. There exists Co > 0 such that Re
(
FC(π1)(π

′
1 + it)

) ≤ FC(π1)(π
′
1) −

Cot
2/2, ∀t ∈ R.

Proof of Lemma 3.1.
d

dt
Re
(
FC(π1(π

′
1 + it)

) = −t

(
1 − 1

|π ′
1 + it |2

)
≤ −Cot

since π ′
1 > π1 lies in a compact interval of (1, ∞). �

Let now δ be such that

δ

(π1 − δ)3 ≤ 1

4σ 2(π1)
and δ ≤ π1/2. (51)

Lemma 3.2. In the disk {|w − π1| ≤ δ}, one has
∣∣∣∣∣
FC(π1)(w) − FC(π1)(π1) −

F ′′
C(π1)

(π1)

2
(w − π1)

2

∣∣∣∣∣
≤

F ′′
C(π1)

(π1)

4
|w − π1|2.

(52)

Proof of Lemma 3.2. It is proved as Lemma 2.2. �
As before, we now split the contour into two parts. Let γ ′ = γ ∩{|w−π1| ≤ δ}

and γ ′′ = γ \γ ′. Let also γ ′∞ be the image of γ ′ under the map w �→ √
N(w−π1)

and γ ′′∞ = γ∞ \ γ ′∞. Set now JN(
y

σ 2 ) = J ′
N(

y

σ 2 ) + J ′′
N(

y

σ 2 ),

J∞(
y

σ 2 ) = J ′
∞(

y

σ 2 ) + J ′′
∞(

y

σ 2 ), where

J ′
N(

y

σ 2 )=
√

N

2πσ 2

∫

γ ′
(w−π1)

kg(w) exp
{
−

√
N

y

σ 2 (w−π̃1)
}

exp
{
NFC(π1)(w)

}
dw

and J ′
∞(

y

σ 2 )= 1

2πσ 2 exp {ε y

σ 2 }
∫

γ ′∞
sk exp

{
s2

2σ 2 − y

σ 2 s

}
ds.

We only give the main steps of the proof. Let yo > 0 be given and assume first
that y lies in the interval [−yo, yo]. Then we show that there exists C > 0, such
that for N large enough,

∣∣
∣

1

ZN

J ′′
N(y)

∣∣∣ ≤ C exp {−N
δ2

24
},

∣∣∣J ′′
∞(y)

∣∣∣ ≤ C exp {−N
δ2

24
},

| 1

ZN

J ′
N(

y

σ 2 ) − J ′
∞(

y

σ 2 )| ≤ C√
N

. (53)

Here we have to take care of the fact that γ does not exactly go through the
critical point π1. Consider first γ ′′ and let w∗ = γ ∩{|w −π1| = δ}. From Lemma
3.1,
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Re
(
F(w∗ + it) − F(w∗)

) ≤ −Co

t2

2
, ∀t > 0. (54)

Furthermore, as N goes to infinity, w∗ → π1 + iδ, so that, for N large enough, by
Lemma 2.2,

Re
(
FC(π1)(w

∗)
)− Re

(
FC(π1)(π1)

) ≤ − δ2

12
. (55)

Combining (54), (55), and Remark 2.4, we obtain the first inequality in (53), for
N large enough. The second inequality is straightforward. Conversely, Lemma
3.2 and Remark 2.4 give the last inequality in (53), since the perturbative term
|g(w)(w − wc)

k| is uniformly bounded along γ ′. This yields (48) in this case.
Finally, we use the fact that Re(w − π̃1) > C, ∀w ∈ γ, for some constant C > 0,
and the same arguments as in the preceding Section, to obtain (48) in the case
y > 0.

3.2. Estimate for ZNHN( x
σ 2 )

This subsection is devoted to the proof of formula (49). We examine ZNHN( x
σ 2 ) as

a residue integral and show that the sole residue at z = π1 gives the leading term in
the asymptotic expansion. We thus split the contour accordingly. Let 
′′ be a con-
tour that encloses 0 and πi, i = 2, . . . , r+1 but not π1, oriented counterclockwise.
Then we readily obtain the following Proposition.

Proposition 3.3. ZNHN( x
σ 2 ) = H1(

x
σ 2 ) + H2(

x
σ 2 ) where

H2(
x

σ 2 ) = g(π1)e
−ε x

σ2

2πσ 2(
√

N)k−1

∫


′′

exp {√N x
σ 2 (z − π1)}

(z − π1)kg(z)

× exp
{−N(FC(π1)(z) − FC(π1)(π1))

}
dz,

H1(
x

σ 2 ) = e
−ε x

σ2

σ 2

∫


∞

exp { x
σ 2 a}

ak

g(π1)

g(π1 + a√
N

)

× exp

{
−N

(
FC(π1)(π1 + a√

N
) − FC(π1)(π1)

)}
da. (56)

The proof of Formula (49) is now divided into two facts, in which we exam-
ine separately the two kernels H1 and H2. First we show that H1(

x
σ 2 ) behaves as

H∞( x
σ 2 ).

Fact 3.1. Given any fixed yo ∈ R, there exists constants C > 0, c > 0, No > 0
such that

|H1(
x

σ 2 ) − H∞(
x

σ 2 )| ≤ C exp {−c x
σ 2 }√

N
, for any x ≥ yo, N ≥ No.

Proof of Fact 3.1. We only explain the main changes from [1], since the proof
follows the same steps. For any l , the derivatives F

(l)
C(π1)

(π1), g(l)(π1) are all
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bounded, and |g(π1)| > 0 thanks to Assumption 1.1. Thus, by a straightforward
Taylor expansion, we have that

∫


∞

1

ak

g(π1)

g(π1 + a√
N

)
exp

{
−N

(
FC(π1)(π1 + a√

N
) − FC(π1)(π1)

)}

× exp
{ x

σ 2 a
}
da

=
∫


∞

1

ak
exp

{
x

σ 2 a − 1

2σ 2 a2
}

1 +
k−1∑

j=1

qj (a)

(
√

N)j



 da, (57)

for some polynomials qj , j = 1, . . . , k − 1 independent of N . Now (57) and (56)
give Fact 3.1. �

We now turn to the asymptotics of the kernel H2.

Fact 3.2. For any fixed yo ∈ R, there exists C > 0, c > 0, No > 0 such that
∣∣∣H2(

x

σ 2 )

∣∣∣ ≤ c exp {−εx − CN}, for any N ≥ No, x ≥ yo.

Proof of Fact 3.2. The proof is obtained by a saddle point analysis of the kernel
H2. We define the suitable contour 
′′, that depends on some constants η, R, θo, x

∗
o

that will be fixed later. Set π∗ = max(1, π2) and define


′′
1 = π1 + π∗

2
+ iy, y ≤ η,


′′
2 = π1 + π∗

2
+ iη − x, 0 ≤ x ≤ π1 + π∗

2
− x∗

o ,


′′
3 = C(π1)

2
eiθ , θo ≤ θ ≤ π

2
, 
′′

4 = i
C(π1)

2
− x, 0 ≤ x ≤ R


′′
5 = i(

C(π1)

2
− t) − R, 0 ≤ t ≤ C(π1)

2
.

Set 
′′ = ∪5
i=1


′′
i ∪ ∪5

i=1

′′
i . A plot of the contours 
 = 
∞ ∪ 
′′ and γ is given

on Figure 3 below.

Remark 3.2. Here, we make some preliminary restrictions on η and R, that will
be fixed in the following Lemma. We assume that η is small enough so that the
curve x + iη, 1 ≤ x ≤ π1+π∗

2 crosses the circle of ray C(π1)
2 . As C(π1)

2 > 1, we

will then choose some η ≤
√

(
C(π1)

2 )2 − 1. Given such a η, we call x∗ = x∗(η) =
C(π1)

2 eiθo = x∗
o +iη this intersection. Moreover, R is chosen large enough to enclose

all the πi, i = 2, . . . , r + 1.

The crucial step in the proof of Fact 3.2 is the following Lemma.

Lemma 3.3. There exists 0 < η ≤
√

(
C(π1)

2 )2 − 1, R > 0 for which
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Γ γ’’

1
Γ

Π
1

Fig. 3. Contours 
 and γ

• there exists C = C(η) > 0 such that for any z ∈ 
′′
1 ∪ 
′′

2 , Re
(
FC(π1)(z) −

FC(π1)(π1)
) ≥ C > 0.

• Re
(
FC(π1)

)
achieves its minimum on 
′′

3 ∪ 
′′
4 ∪ 
′′

5 at x∗ = x∗(η) defined in
Remark 3.2.

Proof of Lemma 3.3. Consider first 
′′
1 ∪ 
′′

2 . The function x �→ Re
(
FC(π1)(x)

− FC(π1)(π1)
)

is decreasing on the interval [
1

π1
, π1]. Thus, for any x ∈ [1, π∗],

which is a compact interval of (
1

π1
, π1),

Re
(
FC(π1)(x) − FC(π1)(π1)

) ≥ Re
(
FC(π1)(π

∗) − FC(π1)(π1)
) ≥ Co > 0.

As F ′
C(π1)

is uniformly bounded in a compact set away from 0, we can now

choose η small enough so that Re
(
FC(π1)(z)

) ≥ FC(π1)(π1) + Co

2
, ∀z = x + iy,

with x ∈ [1, π∗], |y| ≤ η.

Now, along 
′′
3 ,

d

dθ
Re

(
FC(π1)(

C(π1)

2
eiθ )

)
= sin θC(π1)

2/2(1− cos θ) > 0,

since θ ≥ θo > 0.Along 
′′
4 , for z = iC(π1)/2−x, x > 0,

d

dx
Re

(
FC(π1)(

iC(π1)

2

−x)

)
= C(π1)+x+ x

| iC(π1)
2 − x|2

> 0.Along 
′′
5 , and for z = −R+it, t ≤ C(π1)

2

Re
(
FC(π1)(z)

) = R2

2
+ C(π1)R − t2

2
− 1

2
log(|R + it |2). We can then choose R

large enough so that along 
′′
5 , Re

(
FC(π1)(z)

) ≥ Re
(
FC(π1)(x

∗)
)
. �

Now, we fix η and R so that Lemma 3.3 holds. Then, one has

Re
(
FC(π1)(z) − FC(π1)(π1)

) ≥ C > 0 and Re(z − π̃1) > ε, ∀z ∈ 
′′.

Using now the fact that 
′′ is a fixed (independent of N ) length contour along
which |1/g| is uniformly bounded, it is then straightforward to obtain Fact 3.2
from Lemma 3.3. �

Combining Fact 3.2 with Fact 3.1 gives formula (49), which finally proves
Proposition 3.2.
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4. Proof of Theorem 1.3

In the whole Section, we assume that π1 lies in a compact interval of (1, ∞). We
further make the simplifying assumption

WN = diag (π1, . . . , π1, 0, . . . , 0),

with π1 of multiplicity kN such that
kN

N
→ 0, kN → ∞ as N goes to infinity. The

changes to be made in the case where WN admits eigenvalues between 0 and π1
(including the case where the number of these eigenvalues is increasing with N )
will be indicated at the end of this section.

Let 
 be a contour encircling the poles π1 and 0, oriented counter clockwise
and γ = A + it, t ∈ R, such that 
 ∩ γ = ∅. Then the correlation kernel is now
given by

KN(u, v) = N

(2iπ)2

∫




dz

∫

γ

dwe−N(z2/2−uz)+N(w2/2−wv)

×
(

w

z

)N−kN
(

π1 − w

π1 − z

)kN 1

w − z
.

Let us briefly indicate the idea of the proof of Theorem 1.3. Let C(π1) and σ 2(π1)

be defined by (6) and αN be defined by (8). The idea is to make a second order

Taylor expansion around π1. If w = π1 + αNs, and u = C(π1) + α

σ 2 αN , for some

|α| < 2σ(π1), then the exact exponential term, Fu, defined by

Fu(w) := w2/2 − wu + (1 − α2
N) log w + α2

N log(w − π1) (58)

satisfies Fu(π1 + αNs) = Ct(π1) + kN

(
s2

2σ 2 − αs

σ 2 + log s + αNG(s)

)
,

for some constant term Ct(π1) depending on π1 and a function G that should

not grow much. The function H(s) = s2

2σ 2 − αs

σ 2 + log s is then the exponential

term of the correlation kernel (14) of the GUE with parameter σ 2 = σ 2(π1). Thus,
suitably rescaled, the kN largest eigenvalues of the deformed Wigner ensemble
should exhibit the same fluctuations as the eigenvalues of a kN × kN GUE with
parameter σ 2. That is what we now show.

Let then ρ be the density of the semi-circular law with parameter σ 2 = σ 2(π1)

defined in (1). Let xo, yo be fixed and set

u = C(π1) + αNx

σ 2 , x = α + xo

kNρ(α)
;

v = C(π1) + αNy

σ 2 , y = α + yo

kNρ(α)
. (59)

For u, v satisfying (59), we here consider the rescaled correlation kernel

K ′
N(x, y) = αN

kNσ 2ρ(α)
exp {−N

(x − y)

σ 2 αNπ1}KN(u, v). (60)

The aim of the rest of this section is to obtain the following result.
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Proposition 4.1. Assume α = 2σ cos θc in (59), (60), with 0 < |θc| < π, and let
t±c,α = σ cos θc. Then,

lim
N→∞

K ′
N(x, y) exp

{

(yo − xo)Re

(
t+c,α
σ 2

)}

= sin π(xo − yo)

π(xo − yo)
. (61)

Remark 4.1. Theorem 1.3 is then an easy consequence of Proposition 4.1 (see e.g.
[4], Section 6).

Before beginning the proof of Proposition 4.1, it is convenient to make here the
following simplifying assumptions. We assume that N ≥ No, where No is such
that

∀N ≥ No, ∀|t | ≤ 2σ + 1, |π1 + αNt | ≥ π1

2
, |π1 + αNt − 1| ≥ π1 − 1

2
. (62)

4.1. Rewriting the kernel

In this subsection, we first split the kernel into two subkernels, since the idea is
to prove that the asymptotics of K ′

N(x, y) is lead by the integral performed on a
neighborhood of π1. Then we obtain an integral representation of these subkernels
suitable for the saddle point analysis.

Let then 
1 (resp. 
2) be the circle of ray σ (resp. 1) centered at π1 (resp. the
origin). Both contours are oriented counterclockwise. Let Fu be given by (58), and
define the kernels

KN,1(u, v) = αN exp {−NαNπ1
(x − y)

σ 2 }
∫


1

dz

∫

γ

dw

× exp {−NFu(z) + NFv(w)} 1

w − z
,

KN,2(u, v) = αN exp {−NαNπ1
(x − y)

σ 2 }
∫


2

dz

∫

γ

dw

× exp {−NFu(z) + NFv(w)} 1

w − z
. (63)

Proposition 4.2. Let K ′
N(x, y) be given by (60). Then, K ′

N(x, y) = K ′
N,1(x, y) +

K ′
N,2(x, y), where

K ′
N,1(x, y) = 1

kNσ 2ρ(α)(2iπ)2 KN,1(u, v) and

K ′
N,2(x, y) = 1

kNσ 2ρ(α)(2iπ)2 KN,2(u, v). (64)

As x � y � α in (59), it is not hard to see that the two integrands Fu(w), Fv(w)

have the same critical points lying around π1. While this should not cause any trou-
ble for the saddle point analysis of K ′

N,2, this prevents that of K ′
N,1, because of

the singularity
1

w − z
. Thus, we have to remove the singularity of the kernel K ′

N,1.

This is the object of the following Proposition.
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Set, for s ∈ C such that Re(π1 + αNsx) > 0, ∀x ∈ [0, 1],

G(s) = α2
Ns3

∫ 1

0

(1 − x)2

(π1 + αNsx)3 dx − s

∫ 1

0

1

π1 + sαNx
dx. (65)

Proposition 4.3. Assume N ≥ No, with No defined in (62), then with the rescalings
(59),

K ′
N,1(x, y) = kN

(2iπ)2(yo − xo)

∫


′
1

∫

γ ′

× exp

{
kN

(
t2 − 2yt

2σ 2 + αNG(t) − s2 − 2sx

2σ 2 − αNG(s)

)}

×
(

t

s

)kN
(

1 − exp

{
s(yo − xo)

σ 2ρ(α)

})

×1

s

(
s + t − y

σ 2 + αN

(
tG′(t) − sG′(s)

t − s

))
dsdt, (66)

where 
′
1 is a circle of ray σ around the origin and γ ′ = A+iR, with A ≥ −2σ −1.

Remark 4.2. 
′
1 can now cross γ ′.

Proof of Proposition 4.3. Assume that γ ′′ = A + iR, A > 0 large enough not to
cross a circle of ray σ around π1. We first show the formula

KN,1(u, v) = kN

(2iπ)2

∫


′
1

ds

∫

γ ′′
dt

(
t

s

)kN 1

t − s

× exp

{
kN

(
t2 − 2yt

2σ 2 + αNG(t) − s2 − 2sx

2σ 2 − αNG(s)

)}
.

(67)

Define F̃u(z) := z2/2 − uz + log z. Here we choose the principal branch of the
logarithm. We now make the change of variables z = π1 + αNs. Then one has that
F̃u(π1 + αNs) = F̃C(π1)(π1 + αNs) − (u − C(π1))(π1 + αNs). Performing now
a Taylor expansion for the real and imaginary part gives

F̃C(π1)(π1 + αNs) = F̃C(π1)(π1) +
F̃ ′′

C(π1)
(π1)

2
α2

Ns2

+α3
Ns3

∫ 1

0

(1 − x)2

(αNsx + π1)3 dx. (68)

Finally, as π1 + αNs does not reach R−, because of (62), we can write

α
kN

N

skN

(π1 + αNs)kN
= α

kN

N skN exp

{
−kN

(
log(π1) + αNs

∫ 1

0

1

π1 + αNsx
dx

)}
.

Thus we obtain (67) for contours 
′
1 and γ ′′ chosen as above (as neither π1 + αNt

nor π1 + αNs reaches R−) .
Finally, we use the same method as in [9] to remove the singularity. In (67),

we make the change of variables s �→ βs, t �→ βt for β real close to one. Thanks
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to Cauchy’s theorem, we can deform back these contours to γ and 
. Taking the
derivative at β = 1 gives

KN,1(u, v) = − k2
N

(2iπ)2

∫


′
1

ds

∫

γ ′′
dt

× exp

{
kN

(
− s2 − 2sx

2σ 2 − αNG(s) + t2 − 2ty

2σ 2 + αNG(t)

)}

×
( t2 − s2

σ 2 + xs − yt

σ 2 + αNtG′(t) − αNsG′(s)
)( t

s

)kN 1

t − s
.

(69)

Now this gives, using (67) and for the rescalings (59),

d(( x
σ 2 − y

σ 2 )K ′
N,1(x, y))

d( x
σ 2 )

=− k2
N

(2iπ)2

∫


′
1

∫

γ ′′

× exp

{
kN

(
t2 − 2ty

2σ 2 + αNG(t) − s2 − 2sx

2σ 2 − αNG(s)

)}

(
t

s

)kN
(

s + t − y

σ 2 + αN

tG′(t) − sG′(s)
t − s

)
dsdt. (70)

Solving (70) with an integration by parts, we obtain finally Proposition 4.3 (we can
then move γ ′′ to γ ′). �

4.2. A study of critical points

In this part, under Assumption 1.2, we show that the exact critical points of the
integrands, in K ′

N,1 and K ′
N,2, lie on a curve that is almost the circle of ray σ(π1)

around π1, provided αN tends to 0. Furthermore, we prove that the relevant critical
points for the saddle point analysis are well approximated by those of Hα/σ 2 if

Hu(t) := t2

2σ 2 − ut + log t. (71)

Consider the exact exponential term to be analyzed, Fu(w) := w2/2 − uw + (1 −
α2

N) log(w) + α2
N log(w − π1). The equation F ′

u(w) = w − u + (1 − α2
N)/w +

α2
N/(w − π1) = 0 admits three solutions. One is real, in the interval (0, π1), and

two others w±
N that are conjugate. We now study these critical points w±

N . It is an
easy fact that any critical point w for Fu with non zero imaginary part satisfies the
equation

1 − 1
|w|2

1 − 1
|w−π1|2

= −α2
N

1 − α2
N

. (72)

Then the solution of (72) define one or two (depending on α2
N ) curves encircling 0

and π1.
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Consider now a sequence αN such that lim
N→∞

αN = 0. We now show that critical

points for Fu almost lie on the curve C1 = {π1 + αNσeiθ , 0 ≤ θ ≤ 2π}, where
σ = σ(π1) in the following.

Lemma 4.1. Let u be given by (59) with α = 2σ cos(θc), 0 < |θc| < π . Then, the
critical points w±

N are non real and ∃ C(π1) > 0 such that w±
N = π1 + αNt±N with

|t±N − σei±θc | ≤ C(π1)αN + |xo|
kNρ(α)

.

Proof of Lemma 4.1. If u = C(π1) + αNα/σ 2, then

F ′
u(π1 + αNt) = αN

(
H ′

α

σ2
(t) + αNG′(t)

)

= αN

(

H ′
α

σ2
(t) + αN

t2 − π2
1

π2
1 (π1 + αNt)

)

, (73)

with H ′
α

σ2
(t) = t

σ 2 − α

σ 2 + 1

t
. Set now To = max{2σ(π1), 4π2

1 }. As π1 lies in a

compact set of (1, ∞), it is not hard to see that, for |t | < To, and N large enough

so that αNTo < π1/2, there exists C(π1) > 0 such that
∣∣∣
( t2 − π2

1

π2
1 (π1 + αNt)

)(l)∣∣∣ ≤
C(π1), 0 ≤ l ≤ 4. Thus, if now u is now given as in (59),

∣∣∣
F ′

u(π1 + αNt)

αN

− H ′
α

σ2
(t)

∣∣∣ ≤ αNC(π1) + |xo|
kNρ(α)

,

|F ′′
u (π1 + αNt) − H ′′

α

σ2
(t)| ≤ αNC(π1). (74)

Now, if α = 2σ cos θc, with 0 < |θc| < π, H α

σ2
admits two critical points that are

conjugate, and given by t±c,α = σei±θc . Thus using (74), we obtain Lemma 4.1. �

4.3. Estimate for K ′
N,1

This subsection is devoted to the proof of the following Proposition. Let K ′
N,1 be

the kernel defined in Proposition 4.2.

Proposition 4.4. Assume α = 2σ cos θc, with 0 < |θc| < π, and let t±c,α = σei±θc .

lim
N→∞

K ′
N,1(x, y) exp

{

(yo − xo)Re

(
t+c,α
σ 2

)}

= sin π(xo − yo)

π(xo − yo)
.

Proof of Proposition 4.4. The proof is organized as follows. As the correlation ker-
nel given in Proposition 4.3 is not of the form (15), we analyze the double integral
“simultaneously”. First we define ascent and descent contours for Hα/σ 2 and show
that the perturbative terms, due to G defined in (65), do not grow too much. We
then slightly deform these contours to go through the effective critical points of Fv,

so that we can then perform the saddle point analysis.
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Remark 4.3. From now on, as t±c,α, as well as t±N , are conjugate, we may drop the
± sign (when possible) in the following, if results proved for t+N hold for t−N up to
conjugation.

Set γ ′ = t+c,α + it, t ∈ R, oriented from bottom to top. Let also 0 < ε <<

Im(t+c,α) be given.

Lemma 4.2. One has max
{∣∣∣e

kNH α

σ2
(t+c,α+it)

∣∣∣, −Im(t+c,α) ≤ t ≤ −Im(t+c,α)+ε
}=

∣
∣
∣e

kNH α

σ2
(Re(t+c,α)+iε)

∣
∣
∣ and there exists co > 0 such that

∣
∣
∣e

kNH α

σ2
(t+c,α+it)

∣
∣
∣

≤
∣
∣
∣e

kNH α

σ2
(t+c,α)

∣
∣
∣e−cokN t2

, ∀t ∈ [−Im(t+c,α) + ε, ∞].

Proof. This follows from the fact that
d

dt
log

∣
∣
∣e

H α

σ2
(σ cos θc+it)

∣
∣
∣ =

− t

(
1

σ 2 − 1

σ 2 cos2 θc + t2

)
(t > 0 if θc = π

2 ). And t �→ |eH(σ cos θc+it)|, 0 ≤
t ≤ ε, is a decreasing function if ε is small enough. �

We now show that Re(Fu) decreases faster than (resp. almost as) H α

σ2
on γ ′, if

t > 0 is large enough and Re
(
t±c,α

) ≥ 0 (resp Re
(
t±c,α

)
< 0). Let ε be as in Lemma

4.2, η > 0 (small) be given.

Lemma 4.3. There exist To > 0, N1 depending on π1 only, Co > 0, CTo > 0 such
that, for N ≥ N1,

∣∣e{NFu(π1+αN (t+c,α+it))}∣∣

≤ e{NRe
(
Fu(π1+αN t+c,α)

)−kNCoε
2/8}, t ∈ [−Im(t+c,α), −Im(t+c,α) + ε], (75)

∣∣∣e{NFu(π1+αN (t+c,α+it))}
∣∣∣

≤ e{NRe
(
Fu(π1+αN t+c,α)

)−kNCot
2/4}, t ∈ [−Im(t+c,α) + ε, −η] ∪ [η, To], (76)

∣∣∣eN{Fu(π1+αN (t+c,α+it))}
∣∣∣

≤
∣∣∣eN{Fu(π1+αN t+c,α)−kNCoT

2
o /4−kNCTo (t2−T 2

o )/4}
∣∣∣, To ≤ t. (77)

Proof of Lemma 4.3. We first examine the case where Re(t±c,α) = σcosθc > 0.

Using that for t > To = max(4π2
1 , 2σ(π1)), Im(G′(t)) > 0, we obtain that for

t > To,

d

dt
Re

(
Fu(π1 + αN(t+c,α + it))

α2
N

)

< −Im
(
H ′

α(t+c,α + it)
) ≤ −CTo t, (78)

where CTo = 1/σ 2 − 1/|t+c,α + iTo|2 ≥ 1/σ 2 − 1/|σeiθc + iTo|2 > 0. Now,
G, G′ are uniformly bounded on a compact set K (independant of N ) containing
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γ ′ ∩ {|Im(w)| ≤ To + 2σ }. Thus, using Lemma 4.2, we know that ∃Co > 0 such
that, for N large enough,

d

dt
Re
(
H α

σ2
(t+c,α + it) + αNG(t+c,α + it)

)

≤ −Cot/2, ∀t ∈ [−Im(t+c,α) + ε, −η] ∪ [η, To].

This gives (76). The fact that G is bounded on K also gives that (75) holds for N

large enough. Combining (76) with (78) gives then (77). This proves Lemma 4.3
in this case.

If Re(t±c,α) = σ cos θc ≤ 0, (75) and (76) are proved as above. One can then
check that ∃ C(π1) > 0 such that Im

(
G′(Re(t+c,α) + iT )

) ≥ −C(π1)T , provided
Re(π1 + αNt+c,α) ≥ π1/2. This holds for N large enough and we can then find

N1 > 0, such that CTo − C(π1)αN >
CTo

2
, ∀N ≥ N1. Thus for N ≥ N1, and

t ≥ To, one has that
d

dt
Re

(
Fu(π1 + αN(t+c,α + it))

α2
N

)

< −CTo t

2
. This finishes the

proof of Lemma 4.3. �
We now turn to the second contour. Define then 
′

1 = σeiθ , θ ∈ [0, 2π ], ori-
ented counterclockwise. Note that 
′

1 describes the curve of critical points for Hx

when x describes [−2σ, 2σ ].

Lemma 4.4. Assume that α = 2σ cos θc. Then, there exists co > 0 such that, for
any θ ∈ [0, 2π ],

|e−kNH
α/σ2 (σeiθ )| ≤ |e−kNH

α/σ2 (σeiθc )|e−kNco(θ−θc)
2
.

Proof. If |θ | < π,
d

dθ
Re
(
Hα/σ 2(σeiθ )

) = 2 sin θ(cos θc − cos θ). The computa-

tion for θ = π is here left. �
As the contour 
′

1 lies in a fixed compact set away from the singularities of G,
we know that the contribution of G will not perturb the saddle point analysis on

′

1.

Before performing the asymptotic expansion of K ′
N,1(x, y), one should take

care of the remaining terms, which should not explode due to the perturbation G.
Set

h(s, t) =
exp { s(xo−yo)

σ 2ρ(α)
} − 1

yo − xo

, Ky(s) = H y

σ2
(s) + αNG(s), (79)

g(s, t) = 1

s

(
s + t − y

σ 2 + αN

tG′(t) − sG′(s)
t − s

)
= tK ′

y(t) − sK ′
y(s)

s(t − s)
. (80)

Then K ′
N,1(x, y) = kN

(2iπ)2

∫


′

∫

γ

h(s, t)g(s, t)e{−kNKy(t)+kNKy(s)}dsdt.

We have to check that the function g(s, t) will not perturb the saddle point analysis.
As the contour 
′

1 is compact and for |Im(w)| ≤ To, the functions G(t), G′(t)
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are bounded by some constant depending on π1 only. Thus g(s, t) is bounded on


′
1 ∪ (γ ∩ {|Im(w)| ≤ To}) . Note also that along γ ′,

1

|π1 + αNt | ≤ 2

π1
so that

|G′(t)| ≤ αNt2. Thus, there exists some constant C > 0 such that, for t > To,
using Lemma 4.3,

|g(s, t)|
∣∣∣
exp {NFu(π1 + αN(tc,α + it))}

exp {NFu(π1 + αNtc,α)}
∣∣∣

≤ Ct3 exp

{
−CkN

t2

4

}
≤ exp

{
−CkN

t2

8

}
,

for N large enough. This is the needed estimate to perform the saddle point analysis.
Now, and this is the core of the argument, we slightly deform the contours γ

and 
′
1 to contours γN and 
N that go through the effective critical points t±N of

Ky . By Lemma 4.1, these contours lie within a C1 distance of γ (resp. 
′
1) smaller

than CαN for some constant C > 0. Furthermore, γN and 
N coincide with γ and

′

1 outside the disks |t − t±c,α| < η (η small). Then , by Proposition 4.3, Lemmas
4.2, 4.3, 4.4 and (77), we obtain, by a standard saddle point argument that

lim
N→∞

K ′
N,1(x, y)

=
∑

b,d=±1

sgn(b)

(2iπ)2

2π exp {kN(Ky(t
b
N) − Ky(t

d
N))}

i

√
K ′′

y (tbN )K ′′
y (tdN )

g(tbN , tdN )h(tbN , tdN ). (81)

Now, the critical points are conjugate, thus Ky(t
+
N ) = Ky(t

−
N ). Using (80), one

can check that

g(t+N , t−N ) = g(t−N , t+N ) = 0, g(t±N , t±N ) = K ′′
y (t±N ),

so that only the contribution of equal critical points have to taken into account in
(81). By Lemma 4.1, one has Im(t±N ) = ±πσ 2ρ(α) + o(1), so that for h given by
(79),
h(t−N , t−N ) − h(t+N , t+N )

2i
exp {(yo − xo)Re(t+N /σ 2)} = sin π(xo − yo)

π(xo − yo)
. This yields

Proposition 4.4. �
4.4. Estimate for K ′

N,2(x, y)

This subsection is devoted to the proof of the following Proposition. Let K ′
N,2 be

the kernel defined in Proposition 4.2.

Proposition 4.5. There exists Co > 0, No > 0 such that

|K ′
N,2(x, y)| ≤ exp{−CoN/a2}, ∀N ≥ No.

Proof of Proposition 4.5. We first show that the function
1

w − z
is bounded as

z ∈ 
2 and w = π1 + αNt, t ∈ γ ′. By (62), we can assume that the image of γ ′
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under the map t �→ π1 + αNt lies in the half plane Re(w) > (π1 + 1)/2. Thus, for

z ∈ 
2 and w = π1 + αNt, t ∈ γ ′,
1

|w − z| ≤ 2

π1 − 1
. Now, for N large enough,

min

2

Re(Fu(z)) = Re(Fu(1)) and 1 lies in a compact set of (1/π1, π1). Then, we

have that (as t+N = t−N , we can consider tN
+ only, and drop the + sign from now

on)

exp {−NFu(1) + NFv(π1 + αNtN)}

=
[

exp
{
N
(
(π1 + αNtN)2/2 − C(π1)(π1 + αNtN)

)}

exp {N(1/2 − C(π1))} (π1 + αNtN)N

× exp {N(C(π1) − v)(π1 + αNtN) − N(C(π1) − u)} (π1 + αNtN)−kN

×
(

αNtN

1 − π1

)kN
]

(82)

Now, it is easy to see that the term in the [ ] in |(82)| ≤ eCαNN, for some constant

C > 0. Finally, using that

(
π1 + αNtN

π1

)N

= exp

{
NαN

∫ tN /π1

0

du

1 + αNu

}
≤

exp {NαNC′}, for some constant C′ > 0 and N large enough, we obtain that there
exists a constant C and No such that for N ≥ No,

∣∣∣ exp {−NFu(1) + NFv(π1 + αNtN)}
∣∣∣

≤ exp {N
(
π2

1 /2 − C(π1)π1

)
− N (1/2 − C(π1)) + CαNN}πN

1 .

Now, ∃ Co > 0 such that exp {N
(
π2

1 /2−C(π1)π1

)
}πN

1 exp{−N(1/2 −
C(π1))} ≤ exp {−CoN}. This follows from the fact that the function f : x �→
x2/2 − C(π1)x + log x, x ≥ 1 is strictly decreasing in the interval (1/π1, π1), as
π1 lies in a compact interval of (1, ∞). Therefore for N large enough K ′

N,2(x, y) ≤
exp {−CoN/2}. �
Finally, combining Propositions 4.2, 4.4 and Proposition 4.5 yields Theorem 1.3.

4.5. Extensions

We now explain the changes to be made to prove Theorem 1.3 in the case where
WN has eigenvalues πi, i = 2, . . . , rN + 1 distinct of 0, under Assumption 1.2.
The exponential term to be analyzed is given by

F̃u(w) = Fu(w) − βN log(w) + 1

N

NβN∑

i=1

log(w − πi+1), (83)

where Fu is given as in (58). Let also u be given as in Definition 1.6. Then, there exist
constants, depending on π1 only, such that, for all t in a given compact set of C

∗,

NF̃u(π1 + αNt) = NCt(π1) + βNCt ′(π1) + kNH α

σ2
(t) + kNO(αN + βN).

(84)
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Define G1(t) : = 1

kN

(
NF̃u(π1+αNt)−NCt(π1)−βNCt ′(π1)−kNH α

σ2
(t)
)
,

which plays the role of the function αNG defined in (65). Let also t̃±N be the critical
points for t �→ F̃u(π1 + αNt), and ρ be the density of the semi-circular law with
parameter σ 2(π1) as before. As G1 and its three first derivatives have no singularity
in a given compact neighborhood Ko of 0, we readily have that

Im(t̃±N ) = πρ(α) + O(αN + βN). (85)

Furthermore, defining ui = C(π1) + α

σ 2 αN, and given any compact set K of C \
{0, π2, . . . , πr+1}, it is easy to check that there exists a constant C(K) such that

|F̃ (l)
u (w) − F (l)

ui
(w)| ≤ C(K)βN, ∀w ∈ K, l = 0, . . . , 3. (86)

Now formulas (84), (85) and (86) readily give that the asymptotics of K ′
N,1 is

unchanged. One simply replaces the function αNG(·) with the function G1(·) in
the proof of Proposition 4.4. For the proof of Proposition 4.5, we choose 
′

2 to be the
circle of ray π∗ = max{π2+(π1−π2)/2, 1} completed by some contour encircling
the πi < 0. The latter contour lies in a fixed compact set K of C\{0, π2, . . . , πr+1},
by Assumption 1.2. Then Re(F̃u(w)) > Re(F̃u(π

∗)) − C(K)βN, ∀w ∈ 
′
2. The

fact that Re(F̃u(π
∗)) > Re(F̃u(π1 +αN t̃±N )) now follows from the same arguments

as in the proof of Proposition 4.5. This finishes the proof of Theorem 1.3 in this
case.

5. Proofs of Theorem 1.4 and Theorem 1.5

In this Section we first prove Theorem 1.4 under the following simplifying assump-
tions. We assume that π1 > 1 is given independently of N and that WN =
diag (π1, . . . , π1, 0, . . . , 0), with π1 of multiplicity kN , for some sequence kN

satisfying (7). Changes to be made in the case where WN has eigenvalues distinct
of 0 and π1, or to prove Theorem 1.5, will be indicated in subsection 5.4 below.
With the above assumption, Fu, defined by (9), becomes

Fu(w) = w2

2
− uw + (1 − α2

N) log(w) + α2
N log(w − π1). (87)

The basic idea for the study of the correlation kernel at the edge is to perform a third
order Taylor expansion of Fu close to the degenerate critical point wo defined by
F ′

u(wo) = F ′′
u (wo). This point is close to π1 +αNσ, which is the degenerate critical

point of H2/σ . The ascent or descent curves for Fu(π1 +αNt) should then be those

for H2/σ slightly modified in a neighborhood of width k
−1/3
N of π1 + αNσ , to go

through the exact degenerate critical point. This simple analysis can be achieved
as long as kN << N3/7. This is the regime where the bulk of N − kN eigenvalues
does not interfere with the kN largest eigenvalues. For the other regimes, one will
have to define new contours, that are descent or ascent paths for Fu, and show that
the Taylor expansion can still be made in a neighborhood of wo.
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We will however see that the asymptotic expansion is still lead in some way by
H2/σ .

We set as in (13), wo = π1 + αNtr and consider the rescalings

u = uo + x
(νN

2

)1/3 αN

k
2/3
N

, v = uo + y
(νN

2

)1/3 αN

k
2/3
N

, (88)

where

νN = αNF (3)
uo

(π1 + αNtr ) = 2

t3
r

+ αN

1 − α2
N

(π1 + αNtr )3 . (89)

Let ε > 0 be given. From now on, we consider the rescaled correlation kernel

K ′
N(x, y)= αN

k
2/3
N

(νN

2

)1/3
KN(u, v) exp

{

−N(u − v)

(

π1 + αN(tr + ε

k
2/3
N

)

)}

.

(90)

The end of this section is now devoted to the proof of Theorem 1.4. This proof
is here indirect, since we will first split the correlation kernel into two subker-
nels. These subkernels are then analyzed separately, using the same scheme as in
Section 2.

Before beginning the proof of Theorem 1.4, it is convenient to make the fol-
lowing assumption on N . Let then tc = σ be the degenerate critical point for H2/σ

and define sequences µN, µ′
N by

uo = C(π1) + αN

2

σ
(1 + µN), tr = tc(1 + µ′

N).

Then it is easy to check that there exists some constant C, depending on π1 only,
such that |µN |, |µ′

N | ≤ CαN . Let also Ro and νN be defined as in (26) and (89).
From now on, we assume that N ≥ No, where No is such that

∀N ≥No, ∀|t |≤2σRo + 1, |π1+αNt | ≥ π1

2
, and |π1+αNt − 1| ≥ π1 − 1

2

tr ∈ [
σ

2
,

3σ

2
], |µ′

N | ≤ 1

2
, |µN | ≤ 1

2
,

3

t3
c

≥ νN ≥ 1

t3
c

. (91)

5.1. Rewriting the kernel

In this subsection, we split the kernel K ′
N(x, y), defined in (90), into two sub-

kernels, to get rid of the integrals performed away from a small neighborhood of

π1. Then we bring these subkernels to the form (15). Set t̃r = tr + ε

k
2/3
N

, and let
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exp {−NFu(w)} stand for exp {−Nw2/2 + wu} wkN−N

(w − π1)kN
. Define the kernels

JN(y) = k
1/3
N (

νN

2
)1/3

∫

γ ′

× exp
{
NFuo(π1 + αNt)

}
exp

{
−k

1/3
N y(

νN

2
)1/3(t − t̃r )

}
dt, (92)

HN(x) = k
1/3
N (

νN

2
)1/3

∫


′
1

× exp
{−NFuo(π1 + αNs)

}
exp

{
k

1/3
N x(

νN

2
)1/3(s − t̃r )

}
ds, (93)

H ′′
N(x) = k

1/3
N (

νN

2
)1/3

∫


′′

× exp
{−NFuo(π1 + αNs)

}
exp

{
k

1/3
N x(

νN

2
)1/3(s − t̃r )

}
ds, (94)

where 
′
1 is a contour encircling 0 not crossing γ ′ := a + iR, a > 0 and 
′′ is such

that its image under the map t �→ π1 + αNt, is the circle of ray one centered at
the origin. Both 
′

1 and 
′′ are oriented counterclockwise and γ ′ is oriented from
bottom to top.

Proposition 5.1. K ′
N(x, y) = K1

N(x, y) + K2
N(x, y), with

K1
N(x, y) = −

∫ ∞

0
HN(x + u)JN(y + u)du and

K2
N(x, y) = −

∫ ∞

0
H ′′

N(x + u)JN(y + u)du.

Proof of Proposition 5.1. We first split the contour
 into the contours
 = 
1 ∪ 
2,
where 
1 is encircling π1 and crosses the real axis at π1 ± σαN . 
2 is a contour
encircling 0. Then, let γ = A + iR with A > 0 large enough so that γ ∩ 
1 = ∅ .
We call K1

N the part of the integral formula defining (90) integrated on 
1, and γ .
Then we obtain

K1
N(x, y) = NαN

(2iπ)2k
2/3
N

(
νN

2
)1/3

∫


1

dz

∫

γ

dw

×wN−kN (w − π1)
kN

zN−kN (z − π1)kN

1

w − z

exp
{
Nw2/2−Nuow − N(v − uo)(w−π̃1)

}

exp
{
Nz2/2−Nuoz − N(u−uo)(z − π̃1)

}

= k
2/3
N

(2iπ)2 (
νN

2
)2/3

∫


′
1

ds

∫

γ ′
dt

∫ ∞

0
du

× exp
{
NFuo(π1 + αNt) − NFuo(π1 + αNs)

}

× exp
{
−k

1/3
N (y + u)(

νN

2
)1/3(t − t̃r )+k

1/3
N (x + u)(

νN

2
)1/3(s − t̃r )

}
. (95)

The last equality follows from a change of variables. �
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We now set

ZN = exp {NFuo(π1 + αNtr )}. (96)

The end of this section is aimed at obtaining the asymptotics of the rescaled kernels
ZNH ′′

N, ZNHN, and 1/ZNJN . It is then straightforward to deduce the asymptotics
for the correlation kernel (90).

5.2. Estimate forZNH ′′
N

The aim of this subsection is to prove the following Proposition. Let H ′′
N be the

kernel defined in (94), ZN as in (96).

Proposition 5.2. For any fixed yo ∈ R, ∃ C > 0, c > 0, C′ > 0, an integer
No > 0 such that

|ZNH ′′
N(x)| ≤ C exp {−cx}

k
1/3
N

exp {−C′N}, for any x ≥ yo, N ≥ No. (97)

Proof of Proposition 5.2. Let 
′′ be such that its image under the map π1 + αNt

is the circle of ray one, oriented counterclockwise. Then, it is easy to see that
min
′′ ReFuo(·) = Fuo(1). Now, one can check that F ′

uo
(x) =

− (x − αo)(x − (π1 + αNtr ))
2

x(π1 − x)
, where αo < 1 is the second critical point, of

mutliplicity one, of Fuo . Thus for N large enough, as π1 lies in a compact inter-
val of (1, ∞), one has that ReF ′

uo
(x) < 0 ∀ x ∈ (1, π1). Let then 0 < η1 <

η2 < (π1 − 1)/2 be given and set I = [1 + η1, 1 + η2]. Then, there exist No

and η > 0, depending on π1 only, such that |F ′
u(x)| > 2η, ∀x ∈ I and η2 <

π1 − αNtr , ∀N ≥ No. From this, we deduce that there exists η′ > 0 such

that
∣∣∣ exp {−NFuo(1)}

∣∣∣ ≤
∣∣∣ exp {−N(Fuo(π1 − αNtr ) + 2η′)}

∣∣∣. Now there exists

C > 0 such that |Fuo(π1+ αNtr ) − Fuo(π1− αNtr )| ≤ CαN, so that, for N large
enough,

∣∣∣ exp {−NFuo(1)}
∣∣∣ ≤

∣∣∣ exp {−NFuo(π1 + αNtr ) − Nη′}
∣∣∣.

Let then yo > 0 be given and assume first that x ∈ [−yo, yo]. Using (94) and the
fact that the contour 
′′ is of length 2π

π1αN
, we can see that for N large enough,

|ZNH ′′
N(x)| ≤ k

1/3
N

αN

exp

{
k

1/3
N

αN

(π1 + 2σ)yo − Nη′
}

, which goes to zero as N goes

to infinity (since k
1/3
N /αN <<

√
N ). Thus, for N large enough, |ZNH ′′

N(x)| ≤
exp {−N

η′

4
}. This yields Proposition 5.2 in this case. The case where x is positive

is handled as in the preceding sections. Indeed, Re(s − t̃r ) ≤ − (π1−1)
4αN

− ε along

′′, for N large enough. Thus, we readily obtain from the above proof that, for

x > 0 and N large enough, |ZNH ′′
N(x)| ≤ exp {−N

η′

4
− εx}. �
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5.3. Estimate for ZNHN , 1/ZNJN

The aim of this subsection is to obtain the following estimates for the kernels HN

and JN defined in (93) and (92).

Proposition 5.3. Assume ε > 0 is fixed and let νN be given by (89), ZN by (96).
For any fixed yo ∈ R, ∃ C > 0, c > 0, No > 0 such that for any y ≥ yo, x ≥ yo

and N ≥ No,

∣
∣
∣
JN(y)

ZN

− ieεy(
νN
2 )1/3

Ai(y)

∣
∣
∣ ≤ C exp {−cy}

k
1/3
N

and

∣
∣
∣ZNHN(x) − ie−εx(

νN
2 )1/3

Ai(x)

∣
∣
∣ ≤ C exp {−cx}

k
1/3
N

.

The proof of Proposition 5.3 is divided into three parts. First, we establish three
basic lemmas that enable us to get rid of some negligible parts of the contours
and to perform the third order Taylor expansion. In the second part, we give the
contours needed to perform the saddle point analysis and obtain, in the last part,
the asymptotic expansion of the kernels HN and JN .

5.3.1. Preliminary lemmas

In this part we prove that there exists a disk, D = D(tr , δ
′), such that the expo-

nential term is driven by H2/σ outside D, and by its third order Taylor expansion
inside D. First, we fix the left frontier of 
1 and show that on this frontier, the
exponential term behaves as exp {H2/σ } despite the artificial singularity we have
introduced (due to the log). This is the object of the following Lemma.

Lemma 5.1. Let Ro be defined in (26) and assume t = σ(−Ro + ix), |x| ≤ √
3.

Then, ∃Co(π1) > 0 depending on π1 only such that

| exp {NFuo(π1 + αNtr ) − NFuo(π1 + αNt)}|
≤ | exp {kN(H2/σ (tr ) − H2/σ (t))}| exp {Co(π1)αNkN },

where exp {−kNH2/σ (−Ro)} stands for exp {−kN
R2

o+4σRo

2σ 2 }(−Ro)
−kN .

Proof of Lemma 5.1. We set t = −R + ix where R = σRo and x ∈ [0, σ
√

3]. The
case where x ∈ [−σ

√
3, 0] is obtained by using that Fu(w) = Fu(w̄).As N ≥ No,

where No has been defined in (91), π1 + αNt does not lie on the negative real axis,
thus by a straightforward Taylor expansion
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exp
{
NFuo(π1 + αNtr ) − NFuo(π1 + αN(−R + ix))

}

= exp

{
kN

(
t2
r − (−R + ix)2

2

)}(
tr

−R + ix

)kN

× exp

{
−2kN

σ
(1 + µN)(tr − (−R + ix))

}

× exp

{
NαN

(∫ tr /π1

(−R+ix)/π1

du

1 + αNu
− (tr + R − ix)/π1

)}

×
(

1 + αNtr/π1

1 + αN(−R + ix)/π1

)−kN

(98)

where we have used that uo − C(π1) = αN

2

σ
(1 + µN). Now

∫ tr /π1

(−R+ix)/π1

du

1 + αNu
− tr + R − ix

π1

= −αN

2

1

π2
1

(t2
r − (−R + ix)2) − α2

N

∫ tr /π1

(−R+ix)/π1

u2

1 + αNu
. (99)

Inserting (99) in (98) yields

exp
{
NFuo(π1 + αNtr ) − NFuo(π1 + αN(−R + ix))

}

= exp
{
kNH2/σ (tr )−kNH2/σ (−R+ix)

}×
(

1 + αN(−R + ix)/π1

1 + αNtr/π1

)kN

(100)

× exp

{
− 2

σ
µNkN(tr + R − ix) − αNkN

∫ tr /π1

(−R+ix)/π1

u2

1 + αNu

}
(101)

Now, as N ≥ No, (101) is O((αN + µN)kN), and this O is uniform, since π1 lies
in a compact interval of (1, ∞). Indeed, we can choose a segment S for the u-path
from −R + ix to tr , of length smaller than R2 + 3σ 2 + t2

r ≤ σ 2(R2
o + 3) + t2

r ,

which is uniformly bounded. Thus, as tr ∈ [
σ

2
,

3σ

2
], there exists C1(π1, Ro) > 0

such that
∫

S

|u|2
|1 + αNu/π1| |du| ≤ C1(π1, Ro). The remaining bracket in (100) is

obviously bounded. This finishes the proof of Lemma 5.1. �
In the following lemma, we prove that, in a suitably chosen compact set of C,

NFuo(π1 + αNt) behaves, up to constants or lower order terms, as kNH2/σ (t). Let
δ′ > 0 be given and define

t∗r (
′
1) = tr (1 + δ′)e2iπ/3, t∗c (
′

1) = tc(1 + δ′)e2iπ/3, (102)

t∗r (γ ′) = tr (1 + δ′)eiπ/3, t∗c (γ ′) = tc(1 + δ′)eiπ/3. (103)

Define also D(
′
1) (resp. D(γ ′)) to be the segment joining t∗r (
′

1) to t∗c (
′
1) ( t∗r (γ ′)

to t∗c (γ ′)). Let finally Ro be chosen as in Lemma 5.1 and η > 0 be given.
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Lemma 5.2. There exists constants Ct(π1) depending on π1 only, and C > 0
(depending on η and π1) such that

|NFuo(π1 + αNt) − NCt(π1) − kNH2/σ (t)| ≤ CαNkN, ∀ η < |t | ≤ 2σRo,

|NFuo(π1 + αNtr ) − NFuo(π1 + αNtc)| ≤ CαNkN,

|H2/σ (t∗r (
′
1)) − H2/σ (t)| ≤ CαN, ∀t ∈ D
′

1
, and

|H2/σ (t∗r (γ ′)) − H2/σ (t)| ≤ CαN, ∀t ∈ Dγ ′ .

Proof of Lemma 5.2. One has
d

dt
NRe

(
Fuo(π1 + αNt)

) = kN

(
Re(H ′

2/σ (t) +
2

σ
µN + αNG′(t))

)
. The first estimate follows from the fact that G and H2/σ

are uniformly bounded in the annulus considered. Combining the first estimate
and the inequality |H2/σ (tr ) − H2/σ (tc)| ≤ µ3

N (which follows from the facts

that H ′
2/σ (t) = (t−tc)

2

tσ 2 and tr , tc are greater than σ/2), yields the second esti-
mate. The last ones follow from the fact that both |t∗c (
′

1) − t∗r (
′
1)| ≤ C′αN and

|t∗c (γ ′) − t∗r (γ ′)| ≤ C′αN for some constant C′, and that |H ′
2/σ | is bounded on the

two segments considered. �
In the third lemma, we then determine a disk where the third order Taylor expan-

sion for the exact exponential term Fu(.) = Fu,N(.), depending on N , can still be
made. Let δ be given by (27).

Lemma 5.3. There exist 0 < δ′ < δ/2 < 1, N1 independent of δ′, a constant
Co = Co(π1) > 0, such that, for any N ≥ N1, for any t ∈ D(tr , δ

′) := {|t − tr | ≤
tr δ

′}
|F (4)

uo
(π1 + αNt)α2

N | ≤ Co,∣∣∣∣∣
Fuo(π1 + αNt) − Fuo(π1 + αNtr ) − α3

N(t − tr )
3

3!
F (3)

uo
(π1 + αNtr )

∣∣∣∣∣

≤ |αN(tr − t)|3
24

|F (3)
uo

(π1 + αNtr )|
Remark 5.1. The above Lemma implies in particular, for N large enough (to ensure
that νN = F

(3)
uo

(π1 + αNtr )αN ≥ 1/t3
r ), that Re

(
NFuo(π1 + αNt∗r (γ ′)) −

NFuo(π1 + αNtr )
) ≤ −kNδ′3/8, and Re

(
NFuo(π1 + αNt∗r (
′

1)) − NFuo(π1 +
αNtr )

) ≥ kNδ′3/8.

Proof of Lemma 5.3. We prove the second inequality of Lemma 5.3 (the first one
will be established within this proof). This inequality will be established if we find
δ′ > 0 such that

1

4!
max

D(tr ,δ′)

∣
∣∣F (4)

uo
(t)

∣∣
∣ |αN(tr − t)|4 ≤ Fuo

(3)(π1 + αNtr )

24
|αN(t − tr )|3 .

Assume δ′ < 1/2, then, as tr ∈ [σ
2 , 3σ

2 ], D(tr , δ
′) ⊂ D(tc,

δ′+1
2 ). Define then

vo = 2

σ
(1 +µN), so that uo = C(π1)+αNvo, and let Hvo be given by (71). Then,

F ′
uo

(π1 + αNt) = αN(H ′
vo

(t) + αNG′(t)), where G′(t) = t2 − π2
1

π2
1 (π1 + αNt)

.



166 S. Péché

Now, as N ≥ No, for t ∈ D(tr , δ
′) ⊂ D(tc,

δ′+1
2 ), as π1 + αNt ≥ π1/2, there

exists constants C3(π1) > 0, C4(π1) > 0, depending on π1 only, such that

max
t∈D(tc,

δ′+1
2 )

|G(4)(t)| ≤ C4(π1), |G(3)(tr )| ≤ C3(π1).

Note that this gives the first inequality in Lemma 5.3 with Co = C4(π1). Further-

more, one has max
t∈D(tr ,δ′)

|H(4)
vo

(t)| = 6

t4
r (1 − δ′)4 . Thus to prove Lemma 5.3, it is

enough to determine δ′ such that

∀t ∈ D(tr , δ
′),

1

4!
|t − tr |4

(
6

t4
r (1 − δ′)4 + αNC4(π1)

)
+ αN

24
C3(π1)|t − tr |3

≤ |t − tr |3
24

H(3)
vo

(tr ). (104)

Let now 0 < δ′ < 1 be such that
δ′

(1 − δ′)4 <
1

32
. As H

(3)
vo (tr ) = 2/t3

r , we then

have that

6

24t4
r (1 − δ′)4 |t − tr |4 <

6

32
|t − tr |3 H

(3)
vo (tr )

24
, ∀t ∈ D(tr , δ

′). (105)

And there exists N2, depending on π1 only, such that, as tr ∈ [σ
2 , 3σ

2 ], and δ′ < 1,

3!

4!
δ′trC4(π1)αN + αN

24
C3(π1) ≤ αN

24
(18σC4(π1) + C3(π1))

≤ 2

96σ 3 ≤ 2

96t3
r

= 1

4

H
(3)
vo (tr )

24
. (106)

Formulas (105) and (106) now imply (104). This finishes the proof of Lemma 5.3.
�

5.3.2. Contours

We now define the contours 
′
1 and γ ′, suitable for the saddle point analysis of HN

and JN . Let δ be given by (27) and δ′ ≤ δ/2 be chosen so that Lemma 5.3 holds.
From now on, we assume that N is large enough to ensure that D(tr , δ

′) ⊂ D(tc, δ).

Let then 
σ and γσ be the image of the contours defined in Figure 2 under the map
t �→ σ t . Then 
σ (resp. γσ ) is an ascent (resp. descent ) curve for H2/σ , as
H2/σ (σ t) = F(t) + log σ where F has been defined in (17).
We now define the contour 
′

1, which coincides with 
σ outside D(tc, δ). Let then


′
1,i = 
σ ∩ D(tc, δ)

c; 
′
1,0 = tr + ε

2k
1/3
N

eiθ , 0 ≤ θ ≤ 2π/3;


′
1,1 = tr + te2iπ/3,

ε

2k
1/3
N

≤ t ≤ δ′tr .
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Γ

δc

Γ

Γ
γ

γ

’

’

1,i

1,i

1,2
1,2
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1,1
’γ

1,1
’Γ

’

’

t r

’

D( t  ,    )

1,0
’
1,0

rt * (γ

’

’)

t r
* ( )Γ

1

Fig. 4. Contours 
′
1 and γ ′

Let then t∗r (
′
1) and t∗c (
′

1) be given as in (102) and note that they are the respective
endpoints of 
′

11 and 
σ . We then join t∗r (
′
1) to t∗c (
′

1) by a segment (of length
smaller than CαN ), and finally join t∗c (
′

1) to tc(1+δ)e2iπ/3 along 
σ . We call 
′
1,2

this last contour. Finally we set 
′
1 = 
′

1,i ∪
′
1,0 ∪
′

1,1 ∪
′
1,2 ∪
′

1,0 ∪ 
′
1,1 ∪ 
′

1,2,

and this contour is oriented counterclockwise. Similarly, γ ′ is the contour γσ mod-
ified in the disk D(tc, δ), in the following way. Let then γ ′

1,i = γσ ∩ D(tc, δ)
c;

γ ′
1,0 = tr + 3ε

2k
1/3
N

eiθ , 0 ≤ θ ≤ π/3;

γ ′
1,1 = tr + teiπ/3,

ε

2k
1/3
N

≤ t ≤ δ′tr ;

Let also t∗r (γ ′) and t∗c (γ ′) be given by (103). We then join t∗r (γ ′) to t∗c (γ ′) by a
segment (of length smaller than CαN ), and finally join t∗c (γ ′) to tc(1 + δ)eiπ/3

along γσ . We call γ ′
1,2 this last contour and define γ ′ = γ ′

1,i ∪ γ ′
1,0 ∪ γ ′

1,1 ∪ γ ′
1,2 ∪

γ ′
1,0 ∪ γ ′

1,1 ∪ γ ′
1,2, oriented from bottom to top. A plot of the contours 
′

1 and γ ′ is
given on Figure 4.

Remark 5.2. There exists η > 0 such that γ ′ ∩D(0, η) = ∅ and 
′
1 ∩D(0, η) = ∅.

The contours defined above coincide with the steepest ascent and descent curves
for Fuo in a small disk D(tr , δ

′), where the third order Taylor expansion is known to
hold. Thus we now introduce the expected limiting kernels. Let 
∞,N (resp. γ∞,N )
be a contour such that it coincides with the image of 
′

1 (resp. γ ′) under the map

t �→ k
1/3
N (t−tr ), in the disk D(tr , δ

′), and then follows the curve te±i2π/3, |t | ≥ δ′,
(resp. te±iπ/3, |t | ≥ δ′). Set then
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H∞,N (x) := (
νN

2
)1/3 exp {−εx(

νN

2
)1/3}

∫


∞,N

exp {x(
νN

2
)1/3a − a3

3!
νN }da,

(107)

J∞,N (y) := (
νN

2
)1/3 exp {εy(

νN

2
)1/3}

∫

γ∞,N

exp {−y(
νN

2
)1/3b − b3

3!
νN }db.

(108)

Then,H∞,N (x)=i exp {−εx(
νN

2 )1/3}Ai(x) and J∞,N (y)=i exp {εy(
νN

2 )1/3}Ai(y).

We now split the contours. Set H ′
N(x) = HN(x) − H ′′

N,2(x), J ′
N(y) = JN(y) −

J ′′
N,2(y), where

H ′′
N,2(x) = k

1/3
N (

νN

2
)1/3

∫


′
1∩D(tr ,δ′)c

exp
{−NFuo(π1 + αNs)

}

× exp
{
k

1/3
N x(

νN

2
)1/3(s − t̃r )

}
ds,

J ′′
N,2(x) = k

1/3
N (

νN

2
)1/3

∫

γ ′∩D(tr ,δ′)c
exp

{
NFuo(π1 + αNt)

}

× exp
{
−k

1/3
N y(

νN

2
)1/3(t − t̃r )

}
dt.

Similarly, H ′′
∞,N (x) (resp. J ′′

∞,N (y)) is the part of (107) (resp (108) corresponding

to the integral performed on the curve te±i2π/3, |t | ≥ δ′ (resp. te±iπ/3, |t | ≥ δ′).

5.3.3. Saddle point estimates

We now prove Proposition 5.3 in the case x and y lie in a fixed compact interval;
the case where they are positive follows from arguments similar to those of the
preceding sections.

We first show that the contribution of the contour outside D(tr , δ
′) is negligible,

because the exponential term behaves as kNH2/σ (t) outside this disk.

Fact 5.1. Let yo > 0 be fixed and assume that x, y ∈ [−yo, yo]. There exists
N1 > 0 such that,

|ZNH ′′
N,2(x)| ≤ exp {−kN

16
δ′3}, |H ′′

∞,N (x)| ≤ exp {−kN

δ′3

12
}, ∀N ≥ N1,

(109)

| 1

ZN

J ′′
N,2(y)| ≤ exp {−kN

16
δ′3}, |J ′′

∞,N (y)| ≤ exp {−kN

δ′3

12
}, ∀N ≥ N1.

(110)

Proof of Fact 5.1. We first prove (109) and consider 
′
1 ∩ D(tr , δ

′)c. Lemma 5.3
and Remark 5.1 first ensure that Re

(
NFuo(π1 + αNt∗r (
′

1))
)−NFuo(π1+αNtr ) ≥

kN

δ′3

8
. Let η > 0 be chosen as in Remark 5.2. Then, from Lemma 5.2, we obtain

that ∀t ∈ 
′
12 ∩ 
c

σ ,
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NRe
(
Fuo(π1 + αNt) − Fuo(π1 + αNtr )

)

> NRe
(
Fuo(π1 + αNt) − Fuo(π1 + αNt∗r (
′

1))
)+ kN

δ′3

8

≥ kN

δ′3

8
− CαNkN ≥ kN

δ′3

16
, (111)

for N large enough. Similarly for t ∈ 
′
12 ∩
σ , using Lemma 5.1, Lemma 5.2, and

the fact that 
σ is an ascent curve for H2/σ , we obtain that Re
(
NFuo(π1 + αNt) −

NFuo(π1 + αNtr )
) ≥ kN

δ′3

16
for N large enough. Combining the latter inequal-

ity and (111), we obtain that |ZNH ′′
N,2(x)| ≤ exp

{

−kN

δ′3

8
+ k

1/3
N yo + CαNkN

}

,

for some constant C uniformly bounded. Thus, for N large enough, we obtain the
first part of (109). The second part is straightforward using that νN ∈ [1/σ, 3/σ ].

We now turn to the proof of (110). Remark 5.1 also ensures that

Re
(
NFuo(π1 + αNt∗r (γ ′)) − NFuo(π1 + αNtr )

) ≤ −kN

δ′3

8
.

Let then to be chosen as in (38) and large enough so that (1 + to/2)2 < 3t2
o /4.

Using again Lemma 5.2, we have that ∀t ∈ γ ′ ∩ {|Im(t)| < to
√

3σ/2}

Re
(
NFuo(π1 + αNt) − NFuo(π1 + αNtr )

) ≤ −kN

δ′3

8
+ CαNkN ≤ −kN

δ′3

16
,

(112)

for N large enough. And for t ∈ γ ′, with t = t (s) = tc + toe
iπ/3σ + is, s ≥ 0, it

is easy to check that, as (1 + to/2)2 < 3t2
o /4, there exists C > 0 depending on π1

only, such that

Re
d

ds
NFuo(π1 + αNt(s)) < −kNIm

(
H2/σ (t (s))

) ≤ −kNCIm(t (s)). (113)

Now, (112) and (113) give that
∣∣∣

1

ZN

J ′′
N,2(y)

∣∣∣≤exp

{

−kN

δ′3

8
+k

1/3
N yo + CαNkN

}

,

which proves the first part of (110). The second part of (110) is easy to check. �

We now show that the contribution from the contours in the disk D(tr , δ
′) gives

the leading term of the asymptotic expansion for both kernels ZNHN and 1/ZNJN .

Fact 5.2. Let yo > 0 be fixed and assume x, y ∈ [−yo, yo]. Then, ∃C = C(yo) >

0, No, such that ∀N ≥ No, one has

|ZNH ′
N(x) − H ′

∞,N (x)| ≤ C

k
1/3
N

,
1

ZN

|J ′
N(y) − J ′

∞,N (y)| ≤ C

k
1/3
N

. (114)
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Proof of Fact 5.2. We will only prove the first inequality of (114), since the second
follows from similar arguments. Then,

|ZNH ′
N(x) − H ′

∞,N (x)| ≤ k
1/3
N

2π

(νN

2

)1/3
∫


′
1,0∪
′

1,1

ek
1/3
N yo(

νN
2 )1/3Re(t−t̃r )

×|e−NFuo (π1+αN t)+NFuo (π1+αN tr ) − e−kNνN (t−tr )
3/3!| |dt |. (115)

We first consider the 
′
1,0 integral in (115). Thus t = tr + ε

2k
1/3
N

eiθ , and using

Lemma 5.3 to mimick the proof of (34), we obtain that
∣
∣
∣ exp {NFuo(π1 + αNt) − NFuo(π1 + αNtr )}

− exp {−kN

νN(t − tr )
3

3!
}
∣
∣
∣ ≤ C̃o exp {νNε3} 1

k
1/3
N

.

Now, we use the fact that νN ≤ 3
σ 3(π1)

, by (91), to obtain that there exists C > 0
so that in (115)

k
1/3
N

2π

(νN

2

)1/3
∫


′
1,0

ek
1/3
N yo(

νN
2 )1/3Re(t−t̃r )

∣∣∣e−NFuo (π1+αN t)+NFuo (π1+αN tr )

−e−kNνN (t−tr )
3/3!

∣∣∣|dt | ≤ C

k
1/3
N

.

And for t = tr + pei2π/3 ∈ 
′
1,1, there exists Co, depending on π1 only, such

that, by Lemma 5.3,

| exp {NFuo(π1 + αNtr ) − NFuo(π1 + αNt)} − exp {−kN(t − tr )
3 νN

3!
}|

≤ exp {−kNp3 νN

4!
}Co(kNp4 + p).

Now, following the same scheme as in Section 2, we obtain that in (115)

k
1/3
N

2π

(νN

2

)1/3
∫


′
1,1

ek
1/3
N yo(

νN
2 )1/3Re(t−t̃r )

∣∣∣e−NFuo (π1+αN t)+NFuo (π1+αN tr )

−e−kNνN (t−tr )
3/3!

∣∣∣|dt |

≤ Cok
1/3
N

∫ δ′tr

ε

2k
1/3
N

dp(kNp4 + p)

× exp

{
εyo

(νN

2

)1/3 +
(νN

2

)1/3
k

1/3
N yo

p

2
− kN

νNp3

4!

}
≤ C

k
1/3
N

.

Here, we have used that both νN and tr are uniformly bounded. This finally gives

from (115) that |ZNH ′
N(x) − H ′

∞,N (x)| ≤ C

k
1/3
N

. This proves (114). �
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Combining formulas (114),(109) and (110) yield then Proposition 5.3 in the
case x or y lie in a fixed compact interval. The case where x > 0 (resp. y > 0),
is analyzed in a similar way than in the preceding sections, using the fact that the
whole contour 
1 (resp. γ ′) lies on the left (resp. right) handside of t̃r . The detail
is left. This finishes the proof of Theorem 1.4.

5.4. Extensions

In this part, we explain how the proof has to be modified to consider more general
diagonal perturbations WN . It is easy to see that the core of the proof of Theorem
1.4 are the three Lemmas obtained in Subsection 5.3.1.

We now indicate the main changes to prove Theorem 1.4 under Assumption
1.2, when some eigenvalues of WN differ from 0 or π1. Let F̃u be given by (83)
and w̃o, ũo be defined as in (12) and (13). Let also Fu be as in (87) and set set
G̃ = F̃u − Fu. Then, under assumption 1.2, there exist sequences µ′

N , ηN , µ′′
N , a

constant C > 0, such that

w̃o = π1 + αNσ(π1)(1 + µ′
N + ηN), where |µ′

N | ≤ CαN and |ηN | ≤ CβN,

ũo = C(π1) + G̃′(π1) + αN

2

σ(π1)
+ CαNµ′′

N, with |G̃′(π1)| ≤ CβN

and lim
N→∞

µ′′
N = 0.

This implies that t̃r = wo − π1

αN

still lies in an arbitrarily small neighborhood of

tc = σ(π1) and also gives that 0 < lim
N→∞

αNF̃
(3)

ũo
(w̃o) < ∞. And, given a compact

set K of C
∗, there exist positive constants Co, C1, C, depending on π1 and K , and

a sequence µN with lim
N→∞

µN = 0, such that,

NF̃ũo
(π1 + αNt) = NCo + rNC1 + kNH2/σ (t) + O(µNkN), ∀t ∈ K,

(116)

|F̃ (l)

ũo
(π1 + αNt) − F

(l)

ũo
(π1 + αNt)| ≤ CβN, for l = 3, 4, ∀t ∈ K. (117)

In this case, Lemma 5.2 (resp. Lemma 5.3) follows from (116) (resp. (117)). We
also choose 
′′ as in the proof of Fact 3.2. The end of the proof is a simple rewriting
of the arguments used in the preceding subsections. This gives Theorem 1.4 in this
case.

We now indicate the idea of the proof of Theorem 1.5, when 0 < π1 ≤ 1. For
ease of explanatory, we here assume that rN = 0. Assume first that π1 < 1. Then,
the exponential to be considered is given by Fuo(w) = w2/2−uow+(1−α2

N) log w

+ α2
N log(w − π1). Let then wo and uo be defined as in (12) and (13). Then there

exists some sequences CN , C′
N , νN such that

wo = 1 + α2
NCN, uo = 2 + α2

NC′
N, F (3)

uo
(wo) = νN, with
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lim
N→∞

CN = Co := 1

2

(
1

(1 − π1)2 − 1

)
, lim

N→∞
C′

N = 1

1 − π1
− 1,

lim
N→∞

νN = 2.

The function that now leads the exponential term is

F(w) = w2

2
− 2w + log w, (118)

and given any compact set K of C \ {0, π1}, we have that
∣
∣
∣F (l)

uo
(w) − F (l)(w)

∣
∣
∣ ≤ C(K)α2

N, ∀l = 0, . . . , 4, (119)

where C(K) depends on the compact set K only. Formula (119) ensures that Lemma
5.3 can be established, as F (3)(2) = 2 > 0. It also readily gives Lemma 5.2. We
choose the contours 
 and γ as in Section 2, slightly modified in a small disk around
wo. Then replacing, in the whole Section 5, the function H2/σ with F defined above,
it is not hard to deduce Theorem 1.5.

If π1 = 1 then there exists sequences µN, µ′
N such that

wo = 1 + 2−1/3α
2/3
N (1 + µ′

N), uo = 2 + 3α
4/3
N 2−2/3(1 + µN),

with lim
N→∞

µ
(′)
N = 0,

F (3)
uo

(wo) = νN, with lim
N→∞

νN = 6. (120)

Let then K be a given compact set of C
∗. By as straightforward Taylor expan-

sion, one has that Fuo(1 + xα
2/3
N ) = Ct(N) + α2

NH(x) − α2
N log(1 + α

2/3
N x) +

O(α
2/3
N |x|)4, ∀ x ∈ K, where Ct(N) depends on N only and

H(x) = x3/3 − 3x2−2/3 + log x. (121)

The function H admits the degenerate critical point xc = 2−1/3, and H(3)(xc) = 6,

H (4)(xc) = 21/3 ×12. Set then G(x)=
(
Fuo(1 + xα

2/3
N )−Ct(N)+α2

NH(x)
)

/α2
N.

Then there exists C > 0 such that |G(l)(x)| ≤ Cα
2/3
N , ∀x ∈ K, ∀l = 0, . . . , 4.

This ensures that Lemma 5.2 can be established in a suitably chosen neighbor-
hood of width α

2/3
N of wo. Lemma 5.3 also holds in some disk centered at 1 +

α
2/3
N xc of ray δ′α2/3

N , for some δ′ > 0. Now, the steepest descent and ascent curves

for H can be computed. Indeed, one can check that
d

dt
Re
(
H(xc + te2iπ/3)

)
=

t2(t2 − 2xct + 3x2
c )

t2 − xct + t2 > 0, ∀t 
= 0. Then, the contours for the saddle point analysis

are chosen as follows. Here, for short, we do not make the change of variables
w → 1 + α

2/3
N x to define the contours as in Subsection 5.3. Let to > δ′ be given

and define


1,+ = {1 + α
2/3
N (xc + te2iπ/3), 0 ≤ t ≤ 2xc}

∪{1 + α
2/3
N

√
3xce

iθ , π/2 ≤ θ ≤ π},
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′′ = 1/2eiθ , 0 ≤ θ ≤ 2π,

γ+ = {1 + α
2/3
N (xc + teiπ/3), 0 ≤ t ≤ 2to}

∪ {1 + α
2/3
N (xc + 2toe

iπ/3) + it, t ≥ 0},
and set 
1 = 
1,+ ∪ 
1,+, γ = γ+ ∪ γ+. We then slightly modify the contours

1 and γ in a small neighborhood of width α

2/3
N of wo, as in Subsection 5.3. Then,

considering the rescalings u = uo + α
4/3
N k

−2/3
N y = uo + N−2/3y, it is enough to

replace H2/σ with H defined in (121) and αN with α
2/3
N in the whole Section 5.

The fact that the contribution of 
′′ is negligible is also clear. This is because, far
from w = 1, the exponential term Fu(·) behaves as F defined in (118). The proof
of Theorem 1.5 is then straightforward.

References
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