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#### Abstract

In this work, we construct a degree two Brownian Sheet in dimension three which is obtained from the ordinary Brownian Sheet in $\mathbb{R}^{2}$ in the same way that Paul Lévy has obtained his two-parameter Brownian motion from the ordinary Brownian motion.


## 1. Introduction

There are two different generalizations of the notion of Brownian motion to the two dimensional parameters space. The first one is Paul Lévy's two-parameter Brownian motion (See [6]). It is a centered Gaussian field $\left(B_{x}\right)_{x \in \mathbb{R}^{2}}$ defined by the facts that the variance of $B_{x}$ is equal to the Euclidean length $\|x\|$, and that the $\mathbb{R}^{2}$ action $S$ on the space of the trajectories $B=\left(B_{x}\right)_{x \in \mathbb{R}^{2}}$ defined by $\left(S_{u} B\right)_{x}=B_{x+u}-B_{u}$ preserves the law of the Gaussian field $\left(B_{x}\right)_{x \in \mathbb{R}^{2}}$. It has the following property: for any 1-dimensional linear subspace $D \subset \mathbb{R}^{2}$ and any $u \in \mathbb{R}^{2}$, the Gaussian process $\left(S_{u} B_{x}\right)_{x \in D}$ has the law of the standard 1-parameter Brownian motion (the question of the continuity being not considered). The second generalization is the (degree 2) Brownian sheet (See [9]), which is usually defined as a centered Gaussian field $\left(B_{x}\right)_{x \in \mathbb{R}_{+}^{2}}$ with covariance $\operatorname{cov}\left(B_{x}, B_{x^{\prime}}\right)$ equal to $\min \left(x_{1}, x_{1}^{\prime}\right) \cdot \min \left(x_{2}, x_{2}^{\prime}\right)$, where $x=\left(x_{1}, x_{2}\right)$ and $x^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$. Let us note that $\operatorname{cov}\left(B_{x}, B_{x^{\prime}}\right)$ is the area of the intersection of the rectangles $\left[0, x_{1}\right] \times\left[0, x_{2}\right]$ and $\left[0, x_{1}^{\prime}\right] \times\left[0, x_{2}^{\prime}\right]$. The Brownian sheet may also be defined as the Gaussian field indexed by the set of triangular surfaces, with covariance equal to the area of the intersection of the triangles. In this paper, we will generalize the notion of degree 2 Brownian sheet on triangles, to dimension 3. Following Paul Lévy's way, it is a centered Gaussian field which has the property that any of its restriction to a 2-dimensional subspace of $\mathbb{R}^{3}$ has the law of the degree 2 Brownian sheet on $\mathbb{R}^{2}$ described above. This Brownian sheet is used as a typical example of cocycle of degree 2 in the theory developed in [3]. The main part of the work is to determine an extension, to dimension 3, of the function of covariance of the Brownian sheet in $\mathbb{R}^{2}$, and to check that it is of positive type.

## 2. Degree two Brownian sheet in $\mathbb{R}^{\mathbf{2}}$

As we said in Introduction, we will consider the Brownian sheet on triangles in the plan (instead of rectangles with sides parallel to the axes).
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Fig. 1. The two descriptions of degree 2 Brownian sheet in $\mathbb{R}^{2}$

Definition 1. The degree 2 Brownian sheet in $\mathbb{R}^{2}$ is a centered Gaussian field
 of the intersection of the oriented triangle of vertices $0, x, x+y$ with the oriented triangle of vertices $0, x^{\prime}, x^{\prime}+y^{\prime}$, the sign being positive if the two triangles have the same orientation, negative otherwise.

In order to be sure that the preceding definition makes sense, it is necessary to check that the function which defines the covariance is of positive type. It will be a particular case of Theorem 1 of the next section.

The connection between our definition of the Brownian sheet and the standard one can be deduced from the following remark: for $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}_{+}^{2}$, the rectangle $\left[0, x_{1}\right] \times\left[0, x_{2}\right]$ can be decomposed in two triangles, the positively oriented triangle of vertices $0,\left(0, x_{1}\right)$ and $x$, and the negatively oriented triangle of vertices $0,\left(x_{2}, 0\right)$ and $x$. This leads to the following formula. Let $\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{2} \times \mathbb{R}^{2}}$ be a degree 2 Brownian sheet as above defined. Let $\left(B_{x}\right)_{x \in \mathbb{R}_{+}^{2}}$ be the Gaussian field defined by

$$
\text { For } \quad x=\left(x_{1}, x_{2}\right), \quad B_{x}=B_{\left(x_{1}, 0\right),\left(0, x_{2}\right)}-B_{\left(0, x_{2}\right),\left(x_{1}, 0\right)}
$$

Then $\left(B_{x}\right)_{x}$ is a standard degree 2 Brownian sheet as defined in Introduction. Indeed, for $x=\left(x_{1}, x_{2}\right)$, let us denote temporarily $B_{1}=B_{\left(x_{1}, 0\right),\left(0, x_{2}\right)}, B_{2}=-B_{\left(0, x_{2}\right),\left(x_{1}, 0\right)}$, and similarly $B_{i}^{\prime}, i=1,2$, for $x^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$. We have to calculate $\operatorname{cov}\left(B_{x}, B_{x^{\prime}}\right)=$ $\operatorname{cov}\left(B_{1}+B_{2}, B_{1}^{\prime}+B_{2}^{\prime}\right)$. Expanding this covariance leads to

$$
\operatorname{cov}\left(B_{1}, B_{1}^{\prime}\right)+\operatorname{cov}\left(B_{2}, B_{1}^{\prime}\right)+\operatorname{cov}\left(B_{1}, B_{2}^{\prime}\right)+\operatorname{cov}\left(B_{2}, B_{2}^{\prime}\right) .
$$

Let us denote by $c_{i}, i=1, \ldots, 4$ each of the four above covariances, and suppose for example that $x_{1}>x_{1}^{\prime}$ and $x_{2}<x_{2}^{\prime}$. By Definition 1 , these covariances are respectively equal to the areas drawn on the figure 1 (and $c_{3}=0$ ). Hence we have $\sum_{i=1}^{4} c_{i}=x_{1}^{\prime} x_{2}$, as excepted. The proofs of the other cases are similar. This checks that $\left(B_{x}\right)_{x}$ is a standard Brownian sheet.

We need the analog of the shift $S_{u}$ defined in Introduction. It is given by the following proposition:
Proposition 1. The $\mathbb{R}^{2}$ action $T$ defined on the space of the trajectories $B=$ $\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{2}}$ by

$$
\begin{equation*}
\left(T_{u} B\right)_{x, y}=B_{u, x}+B_{u+x, y}-B_{u, x+y} \tag{1}
\end{equation*}
$$



Fig. 2. Shift of triangles
preserves the law of the Brownian sheet $\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{2}}$. More precisely, the covariance $\operatorname{cov}\left(\left(T_{u} B\right)_{x, y},\left(T_{u^{\prime}} B\right)_{x^{\prime}, y^{\prime}}\right)$ is the signed area of the intersection of the oriented triangle of vertices $u, u+x, u+x+y$ with the oriented triangle of vertices $u^{\prime}$, $u^{\prime}+x^{\prime}, u^{\prime}+x^{\prime}+y^{\prime}$.

Proof. The fact that $T$ is an action of the group $\mathbb{R}^{2}$ can be checked by a simple calculus. The expanding of $\left(T_{v}\left(T_{u}(B)\right)\right)_{x, y}$ leads to $3 \times 3=9$ terms; 6 of them can be simplified, and the 3 other ones give $\left(T_{u+v} B\right)_{x, y}$. Before getting into the details of the proof of the stationarity of $T$, let us give its geometrical interpretation. Let us denote $\mathcal{T}(u, x, y)$ the plane surface delimited by the triangle of first vertex $u$ and edges $x$ and $y$, that is to say of vertices $u, u+x$ and $u+x+y$. Let $\chi_{u, x, y}$ be its signed characteristic function: $\chi_{u, x, y}(z)= \pm 1$ if $z \in \mathcal{T}(u, x, y)$ and $=0$ otherwise, the sign being the sign of the determinant of $(x, y)$. This leads to the formula

$$
\begin{equation*}
z-\text { a.e. } \quad \chi_{u, x, y}(z)=\chi_{0, u, x}(z)+\chi_{0, u+x, y}(z)-\chi_{0, u, x+y}(z) . \tag{2}
\end{equation*}
$$

as we can check it on Figure 2. Hence the transformation $T_{u}$ defined in the above proposition is the analog of the shift of the triangles $\mathcal{T}$, for the trajectories $B$.

The stationarity of $T$ will be proved if we check that

$$
\begin{equation*}
\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)=\operatorname{cov}\left(\left(T_{u} B\right)_{x, y},\left(T_{u} B\right)_{x^{\prime}, y^{\prime}}\right) \tag{3}
\end{equation*}
$$

But we have, by definition of the law of $\left(B_{x, y}\right)_{x, y}$,

$$
\begin{equation*}
\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)=\int \chi_{0, x, y} \cdot \chi_{0, x^{\prime}, y^{\prime}} d \lambda, \tag{4}
\end{equation*}
$$

where $\lambda$ is Lebesgue measure on $\mathbb{R}^{2}$. This formula can be generalized as following:

$$
\begin{equation*}
\operatorname{cov}\left(\left(T_{u} B\right)_{x, y},\left(T_{u^{\prime}} B\right)_{x^{\prime}, y^{\prime}}\right)=\int \chi_{u, x, y} \cdot \chi_{u^{\prime}, x^{\prime}, y^{\prime}} d \lambda \tag{5}
\end{equation*}
$$

Indeed, using (2), the right member leads to $3 \times 2=6$ terms. Applying (4) to each of them, we obtain the expanding of

$$
\operatorname{cov}\left(B_{u, x}+B_{u+x, y}-B_{u, x+y}, B_{u^{\prime}, x^{\prime}}+B_{u^{\prime}+x^{\prime}, y^{\prime}}-B_{u^{\prime}, x^{\prime}+y^{\prime}}\right) .
$$

Then, using (1), assertion (5) follows.
Now (3) is a readily consequence of the invariance of $\lambda$ under the shift.

We now establish an other expression of the covariance $\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)$ which can easily be generalized to dimension 3 .
Lemma 1. Let $\left(B_{x, y}\right)_{x, y}$ be the degree 2 Brownian sheet in $\mathbb{R}^{2}$. We have

$$
\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)=\frac{-1}{2 \pi} \int_{\partial \mathcal{T}(0, x, y)} \int_{\partial \mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)} \ln (\|M-N\|)\left\langle d \vec{\ell}(M), d \vec{\ell}^{\prime}(N)\right\rangle
$$

where $d \vec{\ell}$ and $d \vec{\ell}^{\prime}$ are respectively the infinitesimal tangential fields of the boundary of triangles $\mathcal{T}(0, x, y)$ and $\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)$, and $\left\langle d \vec{\ell}, d \vec{\ell}^{\prime}\right\rangle$ is the tensor-product of theses two-dimensional valued one-forms (see the explicit expression at line (6) below).

Proof. Note that the function $t \mapsto \ln |t|$ is integrable on the neighborhood of 0 in $\mathbb{R}$, hence the above integral is well defined. Let $u \mapsto\left(M_{1}(u), M_{2}(u)\right), u \in[0,1]$ (resp. $\left.v \mapsto\left(N_{1}(v), N_{2}(v)\right), v \in[0,1]\right)$ be a parameterization of the boundary $\partial \mathcal{T}(0, x, y)$ (resp. $\left.\partial \mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)\right)$. We have to prove that the signed area of the intersection of the triangles $\mathcal{T}(0, x, y)$ and $\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)$ can be expressed as

$$
\begin{equation*}
\frac{-1}{2 \pi} \int_{u=0}^{1} \int_{v=0}^{1} \frac{1}{2} \ln \left(\sum_{i=1}^{2}\left(M_{i}(u)-N_{i}(v)\right)^{2}\right)\left(\sum_{i=1}^{2} \frac{d M_{i}}{d u} \frac{d N_{i}}{d v}\right) d u d v . \tag{6}
\end{equation*}
$$

Integrating first in $d v$, we have to calculate

$$
J_{i}(u)=\int_{v=0}^{1} \frac{1}{2} \ln \left(\left(M_{1}(u)-N_{1}(v)\right)^{2}+\left(M_{2}(u)-N_{2}(v)\right)^{2}\right) \frac{d N_{i}}{d v} d v
$$

for $i=1,2$. Assume that $\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)$ is positively oriented. By the Green-Riemann formula

$$
\int_{\partial \mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)}\left(P d N_{1}+Q d N_{2}\right)=\iint_{\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)}\left(\frac{\partial Q}{\partial N_{1}}-\frac{\partial P}{\partial N_{2}}\right) d N_{1} d N_{2}
$$

the integrals $J_{i}(u)$ become

$$
\begin{aligned}
J_{1}(u) & =\iint_{\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)} \frac{M_{2}(u)-N_{2}}{\left(M_{1}(u)-N_{1}\right)^{2}+\left(M_{2}(u)-N_{2}\right)^{2}} d N_{1} d N_{2}, \\
J_{2}(u) & =-\iint_{\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)} \frac{M_{1}(u)-N_{1}}{\left(M_{1}(u)-N_{1}\right)^{2}+\left(M_{2}(u)-N_{2}\right)^{2}} d N_{1} d N_{2} .
\end{aligned}
$$

Hence, the integral $I=\frac{-1}{2 \pi} \int_{0}^{1} \sum_{i=1}^{2} J_{i}(u) \frac{d M_{i}}{d u} d u$ above can be written

$$
\frac{1}{2 \pi} \iint_{\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)} \int_{u=0}^{1} \frac{-\left(M_{2}(u)-N_{2}\right) \frac{d M_{1}}{d u}+\left(M_{1}(u)-N_{1}\right) \frac{d M_{2}}{d u}}{\left(M_{1}(u)-N_{1}\right)^{2}+\left(M_{2}(u)-N_{2}\right)^{2}} d u d N_{1} d N_{2} .
$$

Note that the function of the variable $u$ inside the integral is

$$
\frac{d}{d u} \arctan \frac{M_{2}(u)-N_{2}}{M_{1}(u)-N_{1}} .
$$

Then the integral in $d u$ is equal to $\pm 2 \pi$ if the point $\left(N_{1}, N_{2}\right)$ is inside the curve $\partial \mathcal{T}(0, x, y)$, and 0 otherwise. This means that

$$
I=\iint_{\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)} \chi_{0, x, x+y}\left(N_{1}, N_{2}\right) d N_{1} d N_{2}
$$

which is the excepted equality, since the triangle $\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)$ was supposed positively oriented.

## 3. Generalization of the degree two Brownian sheet to $\mathbb{R}^{3}$

The notions of plane triangular surface $\mathcal{T}(u, x, y)$, of centered Gaussian field $\left(B_{x, y}\right)_{x, y}$, and the definition of the action $\left(T_{u}\right)_{u}$ by formula (1) can be generalized to $\mathbb{R}^{3}$ without modifications. But the geometrical interpretation of $\left(T_{u}\right)_{u}$ is changed. Indeed, formula (2) is replaced by

$$
\begin{equation*}
\partial \mathcal{T}(u, x, y)=\partial \mathcal{T}(0, u, x)+\partial \mathcal{T}(0, u+x, y)-\partial \mathcal{T}(0, u, x+y) . \tag{7}
\end{equation*}
$$

This formula has rigorous sense in the abelian free group generated by the family of the oriented segments $([v, v+z])_{v, z \in \mathbb{R}^{3} \times \mathbb{R}^{3}}$. A little picture shows that it is true: in Figure 2, suppose that the points $0, u, u+x$ and $u+x+y$ are not necessary in the same plan, and look at the oriented boundaries of the triangles. Hence $T_{u}$ is analogous, for trajectories of $B$, to the shift of the boundaries of the triangles, not of the surfaces themselves.

The generalization of the degree two Brownian sheet to dimension 3 can be defined as follows:

Definition 2. A degree 2 Brownian sheet in dimension 3 is a centered Gaussian field $\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{3} \times \mathbb{R}^{3}}$ with the following properties:

1. the law of the Gaussian field $B=\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{3} \times \mathbb{R}^{3}}$ is preserved by the action $\left(T_{u}\right)_{u \in \mathbb{R}^{3}}$;
2. for any 2 dimensional linear subspace $P \subset \mathbb{R}^{3}$ and any $u \in \mathbb{R}^{3}$, the Gaussian field $\left(T_{u} B_{x, y}\right)_{x, y \in P \times P}$ has the law of the degree 2 Brownian sheet in dimension 2 described above.

For any points $u, x, y, u^{\prime}, x^{\prime}, y^{\prime}$ in $\mathbb{R}^{3}$, let us denote $c\left(u, x, y, u^{\prime}, x^{\prime}, y^{\prime}\right)$ the following integral:
$c\left(u, x, y, u^{\prime}, x^{\prime}, y^{\prime}\right)=\frac{-1}{2 \pi} \int_{\partial \mathcal{T}(u, x, y)} \int_{\partial \mathcal{T}\left(u^{\prime}, x^{\prime}, y^{\prime}\right)} \ln (\|M-N\|)\left\langle d \vec{\ell}(M), d \vec{\ell}^{\prime}(N)\right\rangle$
We will prove the following assertion:
Theorem 1. The moment condition

$$
\begin{equation*}
\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)=c\left(0, x, y, 0, x^{\prime}, y^{\prime}\right) \tag{8}
\end{equation*}
$$

defines a centered Gaussian field $\left(B_{x, y}\right)_{x, y \in \mathbb{R}^{3} \times \mathbb{R}^{3}}$ which is a degree 2 Brownian sheet in dimension 3 .

The proof of this theorem is presented in three steps:

- For the 2 dimensional restriction property, we have to check that, if $x, y, x^{\prime}, y^{\prime}$ belong to the same linear plan of $\mathbb{R}^{3}$, then $c\left(0, x, y, 0, x^{\prime}, y^{\prime}\right)$ is the signed area of the intersection of the oriented triangles $\mathcal{T}(0, x, y)$ and $\mathcal{T}\left(0, x^{\prime}, y^{\prime}\right)$.
- For the stationarity, we have to check that

$$
\begin{equation*}
\operatorname{cov}\left(B_{x, y}, B_{x^{\prime}, y^{\prime}}\right)=\operatorname{cov}\left(\left(T_{u} B\right)_{x, y},\left(T_{u} B\right)_{x^{\prime}, y^{\prime}}\right) \tag{9}
\end{equation*}
$$

- For the compatibility condition of Kolmogorov theorem (see [1], or [2] for the Gaussian version), we have to prove that for any finite family of real coefficients $\left(a_{i}\right)_{i \leq n}$, and any finite families of points $\left(x_{i}\right)_{i \leq n}$ and $\left(y_{i}\right)_{i \leq n}$, the double sum

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} c\left(0, x_{i}, y_{i}, 0, x_{j}, y_{j}\right) \tag{10}
\end{equation*}
$$

is non negative (note that $c$ is obviously symmetric).
The first step is a direct consequence of Lemma 1.
The second directly follows from Formula (7), and from the fact that the integral which defines $c\left(u, x, y, u^{\prime}, x^{\prime}, y^{\prime}\right)$ is taken on the boundaries of the triangles: we use (7) to calculate $c\left(u, x, y, u^{\prime}, x^{\prime}, y^{\prime}\right)$, and (1) to calculate $\operatorname{cov}\left(\left(T_{u} B\right)_{x, y}\right.$, $\left(T_{u^{\prime}} B\right)_{x^{\prime}, y^{\prime}}$. Applying (8) to each terms, we obtain

$$
c\left(u, x, y, u^{\prime}, x^{\prime}, y^{\prime}\right)=\operatorname{cov}\left(\left(T_{u} B\right)_{x, y},\left(T_{u^{\prime}} B\right)_{x^{\prime}, y^{\prime}}\right) .
$$

But, in the case $u=u^{\prime}$, it is easy to see that

$$
c\left(u, x, y, u, x^{\prime}, y^{\prime}\right)=c\left(0, x, y, 0, x^{\prime}, y^{\prime}\right)
$$

which gives (9).
The third step is the most delicate one. We begin with a smooth version of it.
Lemma 2. For any vector fields $\vec{f}, \vec{g}$ of class $\mathcal{C}^{\infty}$ with compact support, let $b(\vec{f}, \vec{g})$ be the integral

$$
\begin{equation*}
b(\vec{f}, \vec{g})=\frac{1}{2 \pi} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}}-\ln (\|M-N\|) \cdot\langle\operatorname{curl} \vec{f}(M), \operatorname{curl} \vec{g}(N)\rangle d M d N \tag{11}
\end{equation*}
$$

where curl $\vec{f}$ is the vector field whose coordinates are defined by $\operatorname{curl}_{k} \vec{f}(v)=$ $\frac{\partial f_{j}}{\partial v_{i}}-\frac{\partial f_{i}}{\partial v_{j}}$ for any cyclic permutation $(i, j, k)$ of $(1,2,3)$. Then, for any vector field $\vec{f}$ of class $\mathcal{C}^{\infty}$ with compact support, $b(\vec{f}, \vec{f})$ is non negative.

The function $v \mapsto-\ln \|v\|$ and its partial derivatives of order one and two are locally integrable in $\mathbb{R}^{3}$. Hence, expanding the above scalar product to

$$
\sum_{i=1}^{3}\left(\sum_{\substack{j=1 \\ j \neq i}}^{3} \frac{\partial f_{i}}{\partial v_{j}}(M) \frac{\partial g_{i}}{\partial v_{j}}(N)\right)-\sum_{\substack{i j=1 \\ i \neq j}}^{3} \frac{\partial f_{j}}{\partial v_{i}}(M) \frac{\partial g_{i}}{\partial v_{j}}(N),
$$

and using two integrations by parts, we get

$$
\begin{equation*}
b(\vec{f}, \vec{g})=\frac{1}{2 \pi} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \sum_{i, j=1}^{3} f_{i}(M) K_{i, j}(M-N) g_{j}(N) d M d N \tag{12}
\end{equation*}
$$

where $K_{i, j}(v)$ is defined for $v=\left(v_{i}\right)_{1 \leq i \leq 3}$ by

$$
K_{i, j}(v)= \begin{cases}-\frac{\partial^{2}}{\partial v_{i} \partial v_{j}}(\ln \|v\|) & \text { if } i \neq j  \tag{13}\\ \sum_{\substack{k=1 \\ k \neq i}}^{3} \frac{\partial^{2}}{\partial v_{k} \partial v_{k}}(\ln \|v\|) & \text { if } i=j\end{cases}
$$

This leads to $K_{i, j}(v)=2 \frac{v_{i} v_{j}}{\|v\|^{4}}$. The proof of Lemma 2 will be obtained by Fourier analysis. Also we first calculate the Fourier transform of the function $K_{i, j}$. For $k \geq 0$ integer, and $\alpha \in] 0, n\left[\right.$, where $n=3$ for us, we denote by $\gamma_{k, \alpha}$ the following constant:

$$
\gamma_{k, \alpha}=i^{k} \pi^{n / 2-\alpha} \frac{\Gamma(k / 2+\alpha / 2)}{\Gamma(k / 2+n / 2-\alpha / 2)} .
$$

We also use the following standard notation: $\delta_{i, j}=1$ if $i=j$ and $=0$ if not. For any function $\phi$ on $\mathbb{R}^{3}$, let us denote $\hat{\phi}$ its Fourier transform, defined by:

$$
\hat{\phi}(\eta)=\int_{\mathbb{R}^{3}} \phi(v) e^{2 i \pi\langle\eta, v\rangle} d v .
$$

Lemma 3. We have $\hat{K}_{i, j}(\eta)=\frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right)$, where $\eta=\left(\eta_{i}\right)_{1 \leq i \leq 3}$, in the sense that for any function $\phi$ of class $\mathcal{C}^{\infty}$ with compact support,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} K_{i, j}(M) \phi(M) d M=\int_{\mathbb{R}^{3}} \frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right) \hat{\phi}(\eta) d \eta . \tag{14}
\end{equation*}
$$

For a function $\psi$ of class $\mathcal{C}^{\infty}$ with compact support, let us define the function $\mathcal{K}_{i, j}(\psi)$ by

$$
\mathcal{K}_{i, j}(\psi)(M)=\int_{\mathbb{R}^{3}} K_{i, j}(M-N) \psi(N) d N .
$$

Then its Fourier transform is $\mathcal{K}_{i, j}(\psi)^{\wedge}(\eta)=\frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right) \hat{\psi}(\eta)$, in the sense that for any function $\phi$ of class $\mathcal{C}^{\infty}$ with compact support, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathcal{K}_{i, j}(\psi)(M) \phi(M) d M=\int_{\mathbb{R}^{3}} \frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right) \hat{\psi}(\eta) \overline{\hat{\phi}(\eta)} d \eta . \tag{15}
\end{equation*}
$$

Proof of Lemma 3. The equality (14) of this lemma is a direct corollary of the lemma page 73 of [10], which can be cited as follows:

Lemma(Stein). Let $k$ be a non negative integer. Let $P_{k}$ be a homogeneous polynomial of degree $k$, defined on $\mathbb{R}^{n}$. Let us suppose that $\Delta P_{k}=0$, where $\Delta$ denotes the standard Laplacian operator. Let $\alpha \in] 0, n[$. Then for any function $\phi$ of class $\mathcal{C}^{\infty}$ with compact support, we have

$$
\int_{\mathbb{R}^{n}} \frac{P_{k}(x)}{\|x\|^{n+k-\alpha}} \phi(x) d x=\gamma_{k, \alpha} \int_{\mathbb{R}^{n}} \frac{P_{k}(\eta)}{\|\eta\|^{k+\alpha}} \hat{\phi}(\eta) d \eta .
$$

In the case $i \neq j$, Stein's lemma can be applied directly, with $n=3, k=2, \alpha=1$ and the homogeneous polynomial $P(v)=2 v_{i} v_{j}$ of degree 2 , which is harmonic. Since $\gamma_{2,1}=-\pi / 2$, its gives

$$
\hat{K}_{i, j}(\eta)=-\pi \frac{\eta_{i} \eta_{j}}{\|\eta\|^{3}}
$$

In the case $i=j$ ( $=1$ for example) the polynomial $P(v)=2 v_{1}^{2}$ is not harmonic, but $K_{1,1}(v)$ can be decomposed as follows:

$$
K_{1,1}(v)=\frac{2}{3} \frac{2 v_{1}^{2}-v_{2}^{2}-v_{3}^{2}}{\|v\|^{4}}+\frac{2}{3} \frac{1}{\|v\|^{2}} .
$$

Stein'o lemma can be applied to the first member with $k=2, \alpha=1$ and $P(v)=$ $2 v_{1}^{2}-v_{2}^{2}-v_{3}^{2}$, and to the second member with $k=0, \alpha=1$ and $P(v)=1$. Since $\gamma_{0,1}=\pi$, this leads to

$$
\hat{K}_{1,1}(\eta)=\pi \frac{\eta_{2}^{2}+\eta_{3}^{2}}{\|\eta\|^{3}} .
$$

These are the desired equalities. This proves (14). Note that (14) can be rewritten as

$$
\int_{\mathbb{R}^{3}} K_{i, j}(N) \psi(M-N) d N=\int_{\mathbb{R}^{3}} \frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right) \hat{\psi}(\eta) e^{-2 i \pi\langle\eta, M\rangle} d \eta ;
$$

multiplying by $\phi(M)$ and integrating in $d M$, we obtain (15). The proof Lemma 3 is complete.

For a vector field $\vec{f}=\left(f_{i}\right)_{1 \leq i \leq j}$, let us denote $\hat{f}=\left(\hat{f_{i}}\right)_{1 \leq i \leq 3}$ the vector field of its Fourier transforms. It follows from (12) that

$$
b(\vec{f}, \vec{f})=\frac{1}{2 \pi} \int_{\mathbb{R}^{3}} \sum_{i, j=1}^{3} f_{i}(M) \mathcal{K}_{i, j}\left(f_{j}\right)(M) d M
$$

hence (15) leads to $b(\vec{f}, \vec{f})=\frac{1}{2 \pi} \int_{\mathbb{R}^{3}} \sum_{i, j=1}^{3} \frac{\pi}{\|\eta\|}\left(\delta_{i, j}-\frac{\eta_{i} \eta_{j}}{\|\eta\|^{2}}\right) \overline{\hat{f}_{i}(\eta)} \hat{f}_{j}(\eta) d \eta$. This can be rewritten as

$$
b(\vec{f}, \vec{f})=\frac{1}{2 \pi} \int_{\mathbb{R}^{3}} \frac{\pi}{\|\eta\|}\left(\langle\hat{f}(\eta), \hat{f}(\eta)\rangle^{2}-\left|\left\langle\frac{\eta}{\|\eta\|}, \hat{f}(\eta)\right\rangle\right|^{2}\right) d \eta
$$

where $\langle$,$\rangle denotes the standard Hermitian product on \mathbb{C}^{3}$. This is clearly positive, by the Cauchy-Schwarz inequality in $\mathbb{C}^{3}$, hence Lemma 2 is proved.

The fact that the function $c(0, x, y, 0, z, t)$ is of positive type can be deduced from Lemma 2 by an approximation argument. We will use the following lemma of approximation.

Lemma 4. Let $x, y, z$ and $t$ be points in $\mathbb{R}^{3}$. For any $\zeta>0$, there exists two vector fields of class $\mathcal{C}^{\infty}$ with compact support $\vec{f}$ and $\vec{g}$ such that $\mid c(0, x, y, 0, z, t)-$ $b(\vec{f}, \vec{g}) \mid<\zeta$.

In this lemma, the vector fields $\vec{f}$ and $\vec{g}$ will respectively be close to the fields of normal vectors of the triangles $\mathcal{T}(0, x, y)$ and $\mathcal{T}(0, z, t)$, and curl $\vec{f}$ and curl $\vec{g}$ will respectively be close to the fields of tangential vectors of the boundaries $\partial \mathcal{T}(0, x, y)$ and $\partial \mathcal{T}(0, z, t)$. Let us construct $\vec{f}$ for example. Let $\psi$ be a infinitely derivable non negative function of integral 1 , whose support is compact and contains 0 . For any $\epsilon>0$, let $\psi_{\epsilon}$ be the function defined by $\psi_{\epsilon}(v)=\frac{1}{\epsilon^{3}} \psi\left(\frac{v}{\epsilon}\right)$. Up to a rotation, we can suppose that the points $x=\left(x_{i}\right)_{i}$ and $y=\left(y_{i}\right)_{i}$ are such that $x_{3}=0$ and $y_{3}=0$. For a point $M=\left(M_{i}\right)_{i}$ of $\mathbb{R}^{3}$, let $\vec{f}(M)=\left(f_{i}(M)\right)_{i}$ be defined by $f_{1}=f_{2}=0$ and

$$
f_{3}(M)= \pm \int_{\mathcal{T}(0, x, y)} \psi_{\epsilon}\left(M_{1}-M_{1}^{\prime}, M_{2}-M_{2}^{\prime}, M_{3}\right) d M_{1}^{\prime} d M_{2}^{\prime}
$$

the sign being the sign of $x_{1} y_{2}-x_{2} x_{1}$. Let us suppose it is positive. This mean that the triangle $\mathcal{T}(0, x, y)$, which is contained in the plan $M_{3}^{\prime}=0$, has the orientation given by the axes $\left(\left(0, M_{1}^{\prime}\right),\left(0, M_{2}^{\prime}\right)\right)$. By derivation under the integral, we have $\operatorname{curl} \vec{f}=\left(\operatorname{curl}_{i} \vec{f}\right)_{i}$ with

$$
\begin{align*}
\operatorname{curl}_{1} \vec{f}(M) & =\int_{\mathcal{T}(0, x, y)} \frac{\partial \psi_{\epsilon}}{\partial v_{2}}\left(M_{1}-M_{1}^{\prime}, M_{2}-M_{2}^{\prime}, M_{3}\right) d M_{1}^{\prime} d M_{2}^{\prime} \\
\operatorname{curl}_{2} \vec{f}(M) & =-\int_{\mathcal{T}(0, x, y)} \frac{\partial \psi_{\epsilon}}{\partial v_{1}}\left(M_{1}-M_{1}^{\prime}, M_{2}-M_{2}^{\prime}, M_{3}\right) d M_{1}^{\prime} d M_{2}^{\prime} \\
\operatorname{curl}_{3} \vec{f}(M) & =0 \tag{16}
\end{align*}
$$

By the Green-Riemann formula applied separately on these integrals, it leads to

$$
\begin{equation*}
\operatorname{curl}_{i} \vec{f}(M)=\int_{u} \psi_{\epsilon}\left(M_{1}-M_{1}^{\prime}(u), M_{2}-M_{2}^{\prime}(u), M_{3}\right) \frac{d}{d u} M_{i}^{\prime}(u) d u \tag{17}
\end{equation*}
$$

for $i=1,2$ and $\operatorname{curl}_{3} \vec{f}(M)=0$, where $M^{\prime}(u)$ is a parameterization of the boundary $\partial \mathcal{T}(0, x, y)$. If the triangle $\mathcal{T}(0, x, y)$ is not in the plan $M_{3}^{\prime}=0$, these formulas may be generalized as follows

$$
\begin{align*}
\vec{f}(M) & =\left(\int_{0<r<s<1} \psi_{\epsilon}(M-r x-s y) d r d s\right) \cdot x \times y \\
\operatorname{curl}_{i} \vec{f}(M) & =\int_{u} \psi_{\epsilon}\left(M-M^{\prime}(u)\right) \frac{d}{d u} M_{i}^{\prime}(u) d u, \quad i=1, \ldots, 3, \tag{18}
\end{align*}
$$

where $x \times y$ is the cross-product on $\mathbb{R}^{3}$. In the same way, we associate to the second triangle $\mathcal{T}(0, z, t)$ the function $\vec{g}$ defined by

$$
\begin{align*}
\vec{g}(N) & =\left(\int_{0<r<s<1} \psi_{\epsilon}(N-r z-s t) d r d s\right) \cdot z \times t \\
\operatorname{curl}_{i} \vec{g}(N) & =\int_{v} \psi_{\epsilon}\left(N-N^{\prime}(v)\right) \frac{d}{d v} N_{i}^{\prime}(v) d v \tag{19}
\end{align*}
$$

where $v \mapsto N^{\prime}(v)$ is a parameterization of $\partial \mathcal{T}(0, z, t)$. We consider the integral

$$
b(\vec{f}, \vec{g})=\frac{-1}{2 \pi} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \ln \|M-N\|\left(\sum_{i=1}^{3} \operatorname{curl}_{i} \vec{f}(M) \operatorname{curl}_{i} \vec{g}(N)\right) d M d N
$$

Let us replace $\operatorname{curl}_{i} \vec{f}(M)$ and $\operatorname{curl}_{i} \vec{g}(N)$ by the expressions obtained from (18) and (19). By the Fubini theorem, it can be written as an integral in $d u d v$ of an integral in $d M d N$ :

$$
\begin{equation*}
b(\vec{f}, \vec{g})=\frac{-1}{2 \pi} \int_{u} \int_{v} I(u, v) \sum_{i=1}^{3} \frac{d M_{i}^{\prime}}{d u} \frac{d N_{i}^{\prime}}{d v} d u d v \tag{20}
\end{equation*}
$$

with

$$
I(u, v)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \ln (\|M-N\|) \cdot \psi_{\epsilon}\left(M-M^{\prime}(u)\right) \cdot \psi_{\epsilon}\left(N-N^{\prime}(v)\right) d M d N
$$

By change of variables $(M, N) \mapsto(P, Q)$ defined by $\left\{\begin{array}{l}M=P+M^{\prime}(u) \\ N=P-Q+N^{\prime}(v)\end{array}\right.$ this leads to

$$
I(u, v)=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \ln \left\|Q+M^{\prime}(u)-N^{\prime}(v)\right\| \psi_{\epsilon}(P) \psi_{\epsilon}(P-Q) d P d Q .
$$

Let us replace it in (20) and use again Fubini theorem, we obtain

$$
\begin{equation*}
b(\vec{f}, \vec{g})=\int_{\mathbb{R}^{3}} \phi_{\epsilon}(Q) H(Q) d Q \tag{21}
\end{equation*}
$$

with

$$
\begin{align*}
& H(Q)=\frac{-1}{2 \pi} \int_{u} \int_{v} \ln \left\|Q+M^{\prime}(u)-N^{\prime}(v)\right\| \sum_{i=1}^{3} \frac{d M_{i}^{\prime}}{d u} \frac{d N_{i}^{\prime}}{d v} d u d v \\
& \phi_{\epsilon}(Q)=\int_{\mathbb{R}^{3}} \psi_{\epsilon}(P) \psi_{\epsilon}(P-Q) d P . \tag{22}
\end{align*}
$$

But $H$ is a continuous function of $Q$. Hence, when $\epsilon$ goes to zero, the integral (21) tends to $H(0)$, which is $c(0, x, y, 0, z, t)$. This proves Lemma 4 .

We will now deduce that (10) is non negative. Let us consider a finite family of real coefficients $\left(a_{i}\right)_{i \leq n}$, and a finite family of points $\left(x_{i}\right)_{i \leq n}$ and $\left(y_{i}\right)_{i \leq n}$. For
any $\epsilon>0$, let $\vec{f}_{i}$ be the vector field associated to the triangle $\mathcal{T}\left(0, x_{i}, y_{i}\right)$ as in the proof of Lemma 4. For a fixed $\zeta>0$, we choose $\epsilon$ small enough such that for any $i, j \leq n$,

$$
\left|b\left(\vec{f}_{i}, \vec{f}_{j}\right)-c\left(0, x_{i}, y_{i}, 0, x_{j}, y_{j}\right)\right|<\zeta
$$

Let $\vec{f}=\sum_{i=1}^{n} a_{i} \vec{f}_{i}$. The above inequality implies

$$
\left|b(\vec{f}, \vec{f})-\sum_{i} \sum_{j} a_{i} a_{j} c\left(0, x_{i}, y_{i}, 0, x_{j}, y_{j}\right)\right|<\left(\sum_{i}\left|a_{i}\right|\right)^{2} \zeta .
$$

By the non negativity of $b(\vec{f}, \vec{f})$ stated by Lemma 2, it follows

$$
\sum_{i} \sum_{j} a_{i} a_{j} c\left(0, x_{i}, y_{i}, 0, x_{j}, y_{j}\right) \geq-\left(\sum_{i}\left|a_{i}\right|\right)^{2} \zeta
$$

Since it is true for any $\zeta$, the double sum is non negative. This proves the third and last step of Theorem 1.

## 4. Remarks and Comments

A natural question after the construction presented is this paper concerns the uniqueness of the determination of the degree 2 Brownian sheet in $\mathbb{R}^{3}$. The covariance of Lévy's two-parameter Brownian motion readly follows from its definition: $\operatorname{cov}\left(B_{x}, B_{y}\right)=\frac{1}{2}(\|x\|+\|y\|-\|x-y\|)$. The analogue calculus doesn't work for the degree two Brownian sheet. Indeed, from Definition 2 it follows that the variance $\left\|B_{x, y}\right\|_{2}^{2}$ is equal to the area $\frac{1}{2}\|x \wedge y\|$ of the triangle $\mathcal{T}(0, x, y)$. Since the law of the field $\left(B_{x, y}\right)_{x, y}$ is preserved by $T_{u}$, we have also

$$
\begin{align*}
\frac{1}{2}\|x \wedge y\|= & \left\|B_{u, x}+B_{u+x, y}-B_{u, x+y}\right\|_{2}^{2} \\
= & \operatorname{cov}\left(B_{u, x}, B_{u+x, y}\right)-\operatorname{cov}\left(B_{u, x}, B_{u, x+y}\right)-\operatorname{cov}\left(B_{u+x, y}, B_{u, x+y}\right) \\
& +\frac{1}{2}\|u \wedge x\|+\frac{1}{2}\|(u+x) \wedge y\|+\frac{1}{2}\|u \wedge(x+y)\| . \tag{23}
\end{align*}
$$

But this formula doesn't allow us to determinate $\operatorname{cov}\left(B_{x, y}, B_{z, t}\right)$. It is an open question to know whether the definition of the degree 2 Brownian sheet in dimension 3 implies the moment condition of Theorem 1 or not.

There are other representations of the degree 2 Brownian sheet in dimension 3. For example, geometrically, it can be viewed as being a centered Gaussian field indexed by the set $\mathcal{S}$ of the compact two-dimensional oriented $\mathcal{C}^{1}$-sub-manifolds with boundary. For $\Sigma, \Sigma^{\prime} \in \mathcal{S}$, the covariance $\operatorname{cov}\left(B_{\Sigma}, B_{\Sigma^{\prime}}\right)$ is

$$
\begin{equation*}
\operatorname{cov}\left(B_{\Sigma}, B_{\Sigma^{\prime}}\right)=\frac{-1}{2 \pi} \int_{\partial \Sigma} \int_{\partial \Sigma^{\prime}} \ln (\|M-N\|)\left\langle d \vec{\ell}(M), d \vec{\ell}^{\prime}(N)\right\rangle . \tag{24}
\end{equation*}
$$

Note that $B_{\Sigma}$ depends only on the boundary $\partial \Sigma$. Indeed, the variance of $B_{\Sigma}-B_{\Sigma^{\prime}}$ is equal to

$$
\operatorname{cov}\left(B_{\Sigma}, B_{\Sigma}\right)+\operatorname{cov}\left(B_{\Sigma^{\prime}}, B_{\Sigma^{\prime}}\right)-2 \operatorname{cov}\left(B_{\Sigma}, B_{\Sigma^{\prime}}\right)
$$

If $\partial \Sigma=\partial \Sigma^{\prime}$, this variance is zero and we have $B_{\Sigma}=B_{\Sigma^{\prime}}$. In the same way, if the manifold $\Sigma$ has no boundary (a sphere for instance), then $B_{\Sigma}=0$. Hence, by lemma 1, if $\Sigma, \Sigma^{\prime} \in \mathcal{S}$ are such that there boundaries are contained in the same plan, then the covariance $\operatorname{cov}\left(B_{\Sigma}, B_{\Sigma^{\prime}}\right)$ is the signed area of the intersection of $\bar{\Sigma}$ and $\bar{\Sigma}^{\prime}$, where $\bar{\Sigma}$ and $\bar{\Sigma}^{\prime}$ are the plane surfaces such that $\partial \Sigma=\partial \bar{\Sigma}$ and $\partial \Sigma^{\prime}=\partial \bar{\Sigma}^{\prime}$.

Let us come back to the Gaussian field $\left(B_{x, y}\right)_{x, y}$ on triangles studied in this paper. It has connexion with homology theory. Indeed, let us denote $\Omega$ the space of trajectories $B=\left(B_{x, y}\right)_{x, y}$, and define the function $G$ on $\Omega \times \mathbb{R}^{3} \times \mathbb{R}^{3}$ by $G(B, x, y)=B_{x, y}$. We have, by definition of $T$

$$
G\left(T_{u} B, x, y\right)=G(B, u, x)+G(B, u+x, y)-G(u, x+y)
$$

This is the equation which defines the algebraic notion of cocycle of degree 2 for the action $T$ (see [4], [7] or [3]). This fact is analogous to the fact that, for the 2-parameter Lévy's Brownian motion $\left(B_{x}\right)_{x}$ defined in Introduction, the function $F$ defined by $F(B, x)=B_{x}-B_{0}$ verifies the equation

$$
F(B, u+x)=F(B, u)+F\left(S_{u} B, x\right)
$$

This means exactly that $F$ is an algebraic cocycle of degree 1 for the action $S$. Let us note that the more "natural" degree in dimension 3 is the degree 3: the Brownian cocycle of degree 3 in dimension 3 is obtained from the ordinary Brownian sheet on tetrahedra of $\mathbb{R}^{3}$. Indeed, this field is the centered Gaussian field $\left(B_{x, y, z}\right)_{x, y, z \in \mathbb{R}^{3}}$ such that the covariance $\operatorname{cov}\left(B_{x, y, z}, B_{x^{\prime}, y^{\prime}, z^{\prime}}\right)$ is the signed volume of the intersection of the tetrahedron of vertices $0, x, x+y, x+y+z$ with the tetrahedron of vertices $0, x^{\prime}, x^{\prime}+y^{\prime}, x^{\prime}+y^{\prime}+z^{\prime}$. Since the $\mathbb{R}^{3}$-action $\left(U_{u}\right)_{u}$ defined by

$$
\left(U_{u} B\right)_{x, y, z}=B_{u+x, y, z}-B_{u, x+y, z}+B_{u, x, y+z}-B_{u, x, y}
$$

is analogous, on trajectories $B$, to the shift of tetrahedra, it is stationary. Now the function $H$ defined by $H(B, x, y, z)=B_{x, y, z}$ is, by definition of $U$, a cocycle of degree 3 for $U$, that is to say satisfies

$$
\begin{aligned}
H\left(U_{u} B, x, y, z\right)= & H(B, u+x, y, z)-H(B, u, x+y, z) \\
& +H(B, u, x, y+z)-H(B, u, x, y)
\end{aligned}
$$

A natural extension of this work is the case of higher dimension, and higher degree. Following the same method, with some harder calculus on the matrix $K=$ $\left(K_{i, j}\right)_{i, j}$, we have checked the case of the degree 2 in dimension $n$. Concerning the higher degree, and using for example the geometrical point of view, we propose the following function of covariance: a degree $k$ Brownian sheet in dimension $n(k \leq n)$ may be a centered Gaussian field indexed by the set $\mathcal{S}$ of compact $k$-dimensional oriented $\mathcal{C}^{1}$-sub-manifolds of $\mathbb{R}^{n}$ with boundary such that for $\Sigma, \Sigma^{\prime} \in \mathcal{S}$,

$$
\begin{equation*}
\operatorname{cov}\left(B_{\Sigma}, B_{\Sigma^{\prime}}\right)=\int_{\partial \Sigma} \int_{\partial \Sigma^{\prime}} G_{k}(M-N)\left\langle d \vec{\sigma}(M), d \vec{\sigma}^{\prime}(N)\right\rangle \tag{25}
\end{equation*}
$$

where $G_{k}$ is the extension to $\mathbb{R}^{n}$ of the radial decreasing Green function of $\mathbb{R}^{k}$ :

$$
G_{k}(v)= \begin{cases}-\|v\| / 2 & \text { if } k=1 \\ -(\ln \|v\|) /(2 \pi) & \text { if } k=2 \\ \left(\frac{\Gamma(k / 2-1)}{4 \pi^{k / 2}}\right) /\left(\|v\|^{k-2}\right) & \text { if } k \geq 3\end{cases}
$$

The detailed check of the fact that the equality (25) is appropriate is in progress.
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