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Abstract. This paper addresses the question: what processes take polynomial time on a
quantum computer that require exponential time classically? We show that the hitting time
of the discrete time quantum walk on the n-bit hypercube from one corner to its opposite is
polynomial in n. This gives the first exponential quantum-classical gap in the hitting time
of discrete quantum walks. We provide the basic framework for quantum hitting time and
give two alternative definitions to set the ground for its study on general graphs. We outline
a possible application to sequential packet routing.

1. Introduction

Random walks form one of the cornerstones of theoretical computer science as well
as the basis of a broad variety of applications in mathematics, physics and the natural
sciences. In computer science they are frequently used in the design and analysis of
randomized algorithms. Markov chain simulations provide a paradigm for explor-
ing an exponentially large set of combinatorial structures (such as assignments to a
Boolean formula or matchings in a graph) by a sequence of simple, local transitions.
As algorithmic tools they have been applied to a variety of central problems, such
as approximating the permanent [JS89, JSV01], finding satisfying assignments for
Boolean formulas [Sch99, HSW02] and the estimation of the volume of a convex
body [DFK91]. Other well-known examples of algorithms based on random walks
include 2-SAT, Graph Connectivity and probability amplification [MR95, Pap94].

Recently the study of quantum walks has been initiated, with the hope of bring-
ing new powerful algorithmic tools into the setting of quantum computing. To
this day nearly all efficient quantum algorithms are based on the Quantum Fourier
Transform (QFT), like Simon’s period-finding algorithm [Sim97] or Shor’s cele-
brated algorithms for Factoring and Discrete Log [Sho97]. However, it seems that
the power of the QFT might be limited as a tool to solve similar problems on non-
Abelian groups, like Graph Isomorphism [HRT00, GSVV01]. It seems crucial to
develop new algorithmic tools.

Several striking differences between classical and quantum discrete walks1 have
already been observed for walks on the cycle [AAKV01], the line [ABN+01] and
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1 For a survey of quantum walks see [Kem03a].
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the hypercube [MR02]. The reason for this is quantum interference. Whereas there
cannot be destructive interference in a classical random walk, in a quantum walk
two separate paths leading to the same point may be out of phase and cancel out.
The focus of previous work has been primarily on the mixing time of a discrete
quantum walk. It has been shown that quantum walks on a large class of graphs
can mix nearly quadratically faster than their classical counterparts. Since mix-
ing times are an important quantity for many classical algorithms, this has raised
the question of whether quantum walks can mix exponentially faster. However in
[AAKV01] a lower bound on the mixing time of any local quantum walk has been
obtained, which relates the mixing behavior of the walk to the classical conductance
of the underlying graph. This result implies in essence that quantum walks can mix
at most quadratically faster than classical walks (this is exactly true for bounded
degree graphs; for graphs of maximal degree d this speed-up may be enhanced by
a factor of 1/d). This result showed that in all likelihood quantum walks cannot
drastically enhance mixing times of classical walks.

In this paper we set the stage to exactly analyze another crucial quantity of
discrete time random walks: the hitting time. The hitting time is important in many
algorithmic applications of classical random walks, like k-SAT or Graph Connectiv-
ity. For instance the most efficient known solution to 3-SAT is based on the hitting
time of a random walk [Sch99, HSW02]. In the algorithmic context, the ques-
tion whether a quantum process can achieve an exponentially faster penetration
of graphs has first been raised by Farhi and Gutmann [FG98]. For the continuous
time quantum random walk, a different model from the one we analyze, Farhi et
al. gave a mixture of analytical and numerical evidence of an exponential gap in
hitting behavior [FG98, CFG02]. After our work has been completed they have
very recently succeeded to give an oracle-based algorithmic exponential speed-up
between classical and quantum query complexity based on the quantum continu-
ous-time walk [CCD+03]. In their example they are able to construct a family of
random graphs with two special nodes such that on average any classical algorithm
that needs to find the sink node starting from the source node requires an expo-
nential number of queries, whereas the quantum algorithm succeeds in polynomial
time. The continuous-time quantum walk at the base of their example is different
from the discrete time model we analyze and it is a priori not clear how both models
are related.

The hitting time huv of node v starting from node u measures the expected
time it takes until the walk hits v for the first time. In the quantum case we face
a dilemma: as is well known, observations of the quantum system (like “Has the
walk hit node v?”) influence the state of the quantum system. In particular if one
were to observe the position of the quantum walk at each time it would lose its
quantum coherence and reduce (“collapse”) to the standard classical random walk,
in which case we cannot expect any non-classical behavior or speed-ups. We give
two alternatives out of this dilemma and establish two different notions of “quan-
tum hitting time”. In the first case the walk is not observed at all. Started at node
u the position of the walk is measured at a (previously determined) time T . If the
probability p to be at node v at time T is sufficiently large (an inverse polynomial in
the logarithm of the graph size) we call T a “one-shot p hitting time”. In the second
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case (“concurrent measurement”) we do not require any previous knowledge of
when to measure the position of the walk. Starting from node u at every step of the
walk a partial measurement is performed (only the question “Is the position v or
not v?” is asked). If the walk is found to have hit node v, it is stopped, otherwise
the next step follows. This measurement perturbs the walk slightly but does not
kill all the quantum coherence at once. If after a time T the probability p to halt is
bounded below by an inverse polynomial in the logarithm of the size of the graph,
we call T a “concurrent p hitting time”.

After having made these notions rigorous we are able to show that on the hyper-
cube both definitions of quantum hitting time lead to polynomial quantities for the
walk from one corner to the opposite corner. This is in stark contrast to the classical
case, where the corner-to-corner hitting time is exponential. Our result provides
the first fully analytical classical-quantum exponential gap for a discrete quantum
walk on a graph. It opens the possibility that quantum algorithms based on random
walks may significantly improve upon classical algorithms. We will state similar
results for the continuous-time quantum walk and also outline a possible applica-
tion of rapid hitting on the hypercube: “quantum-random” sequential routing in a
network.

It is interesting to know how much the exponential speed-up of the quantum
walk depends on the choice of initial and final position. We establish two bounds:
a lower bound on the size of the neighborhood of one corner from which we still
achieve polynomial hitting behavior to the opposite corner and an upper bound on
this neighborhood. This latter derives from a lower bound on quantum unstructured
search algorithms [BBBV97].

While quantum walks are very easy to describe, they appear to be quite difficult
to analyze. Standard techniques for analyzing classical random walks are appar-
ently of little use. Whereas in the classical case most quantities depend only on
the gap between the first and second largest eigenvalue of the underlying chain, in
the quantum case all eigenvalues seem to play an equally important role and new
methods are needed. We hope that establishing the rigorous notions and necessary
techniques will help to analyze quantum walks on a variety of graphs.
Related Work:

A partial (proceedings) version of this work has appeared in [Kem03b].
Various quantum variants have previously been studied by several authors. In

[Mey96, Wat01, AAKV01, ABN+01] the general framework for discrete quantum
walks is introduced, yet the focus and results of their work is different from ours. The
mixing time of the quantum walk on the hypercube has been analysed in [MR02],
both in the discrete and continuous time setting. We use the spectral decomposition
they obtain for the discrete time walk. However, the results in [MR02] regard only
the mixing time of the walk and do not deal with hitting times. In [ABN+01] a
notion of “halting” and intermediate partial measurement similar to our concurrent
measurement is used, but the results regard the total halting probability of the quan-
tum walk, and not the expected hitting time. Numerical studies of the hitting time
on the hypercube have been communicated to us by Tomohiro Yamasaki [Yam]
(published in [YKI02] after the work presented here has been completed) and have
been reconfirmed in joint work with Neil Shenvi [SKW03].
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A different model of quantum walks, so called continuous time walks, has been
introduced by Farhi and Gutmann [FG98]. These are defined via a Hamiltonian that
stems from the generating matrix of the classical continuous random walk. Until
now it is not clear how their model is related to the discrete case we analyze. For
their random walk model Farhi and Gutmann first exhibited an infinite tree and a
walk that hits a set of leaves with inverse polynomial probability in polynomial time
(similar to our notion of “one-shot hitting time”), where the classical analog has
exponential hitting time. Later in [CFG02] another finite graph with a similar prop-
erty is presented; both proofs are partly analytic and partly numeric, however. After
the completion of the present work Childs et al. [CCD+03] were able to construct a
family of graphs based on the one in [CFG02] and to show that the continuous-time
quantum walk gives rise to an exponential algorithmic speed-up between average
case classical query complexity and its quantum version for the problem to find a
very specific node in this graph. Even though their beautiful result proves a rigorous
separation between the classical and the quantum setting, the wider applicability of
their example is questionable at the moment. It is important to rigorously establish
the notions and methods for hitting behaviour of quantum walks, in particular in the
discrete case, and to analyze it for other graphs and structures. Our work provides
a step in this direction.
Structure of the paper: We begin by reviewing in Sec. 2 the necessary background
on classical random walks, quantum computation and quantum discrete time walks
on graphs and in particular on the hypercube. In Sec. 3 we introduce the rele-
vant definitions of quantum hitting times, and state and prove the upper bounds
on quantum hitting times on the hypercube. In Sec. 4 we provide upper and lower
bounds on the size of the neighborhood of a node from which the quantum walk
has polynomial hitting behavior to the opposite corner. In Sec. 5 we outline a quan-
tum routing application. In App. A we compare continuous-time quantum walks to
discrete quantum walks and establish analogous results for their hitting time.

2. Background

2.1. Random Walks

Here we will state a few specific definitions and theorems as they are relevant to
the present work to compare the behavior of classical and quantum walks (for a
more complete treatment see e.g. [MR95, AF]).
Simple Random Walk: A simple random walk on an undirected graph G(V, E),
is described by repeated applications of a stochastic matrix P , where Pu,v = 1

du
if

(u, v) is an edge in G and du the degree of u. If G is connected and non-bipartite,
then the distribution of the random walk after t steps, Dt := D0P t , converges to
a stationary distribution π which is independent of the initial distribution D0. If a
simple random walk on a bipartite graph has some periodicity (there is a state i and
an initial distribution D0 such that Dt

i > 0 iff t belongs to the arithmetic progres-
sion {a + ms|m ≥ 0} for some integer a) the introduction of a resting probability
will make the walk aperiodic and convergent to π . For d−regular graphs G (all
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nodes of same degree d), the limiting probability distribution is uniform over the
nodes of the graph.
Hitting Time: Given an initial state i, the probability that the first transition into a
state j occurs at time t is denoted by rt

ij . The hitting time hij is the expected num-
ber of steps to reach state j starting from state i and is given by hij = ∑

t>0 trt
ij .

For aperiodic simple random walks the Fundamental Theorem of Markov Chains
implies that the number of times a state i is visited in the stationary state is 1/πi

and hii = 1/πi .
Hypercube: The stationary distribution of the simple aperiodic random walk on
the n-bit hypercube is given by πi = 1/2n. The hitting time from one node i to the
opposite corner of the cube j is exponential in n, hij = 2n(1 + 1

n
+ 1

O(n2)
).

Continuous time walk: The theory of continuous time Markov chains closely paral-
lels discrete time chains. A continuous chain is specified by non-negative transition
rates qij . Given that the state of the system at time t is Xt = i, the probability that
Xt+dt = j is qij dt . One can define qii = − ∑

j �=i qij to obtain a matrix Q. At time

t the state of the system with initial state D0 is then given by Dt := D0exp(Qt).
All the results on convergence and hitting essentially carry over to the continuous
case with only slight modifications. To transition from discrete to continuous one
can “discretize” a continuous chain by setting P = exp(Q) or make a discrete
chain continuous by setting qij = pij for i �= j . Stationary distribution and mean
hitting times remain unchanged.

2.2. Quantum Computation

The model. Consider a finite dimensional Hilbert space H with an orthonormal set
of basis states |s〉 for s ∈ �. The states s ∈ � may be interpreted as the possible
classical states of the system described by H. In general, the state of the system,
|α〉, is a unit vector in the Hilbert space H, and can be written as |α〉 = ∑

s∈� as |s〉,
where

∑
s∈� |as |2 = 1. |α∗〉 denotes the conjugate and 〈α| denotes the conjugate

transpose of |α〉. 〈β|α〉 denotes the inner product of |α〉 and |β〉. For more details
on quantum computing see e.g. [NC00].

A quantum system can undergo two basic operations: unitary evolution and
measurement.
Unitary evolution: Quantum physics requires that the evolution of quantum states
is unitary, that is the state |α〉 is mapped to U |α〉, where U satisfies U · U† = I ,
and U† denotes the transpose complex conjugate of U . Unitary transformations
preserve norms, can be diagonalized with an orthonormal set of eigenvectors, and
the corresponding eigenvalues are all of absolute value 1.
Measurement: We will describe here only projective (von Neuman) measurements,
defined by a set of orthogonal projectors {�i : i ∈ I } (�†

i = �i , �2
i = �i and

�i�j = δij�i) such that
∑

i∈I �i = 1. The output of the measurement of the
state |α〉 is an element i ∈ I with probability ||�i |α〉||2, we then say that �i was
measured. Moreover, the new state of the system after the measurement with out-
come i is the (normalized) state (||�i |α〉||)−1�i |α〉. We denote the projectors on
one basis state |s〉 by |s〉〈s|.
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Combining two quantum systems: If HA and HB are the Hilbert spaces of two
systems, A and B, then the joint system is described by the tensor product of the Hil-
bert spaces, HA ⊗ HB . If the basis states for HA, HB are {|a〉}, {|v〉}, respectively,
then the basis states of HA ⊗ HB are {|a〉 ⊗ |v〉}. We use the abbreviated notation
|a, v〉 for the state |a〉 ⊗ |v〉. This coincides with the interpretation by which the
set of basis states of the combined system A, B is spanned by all possible classical
configurations of the two classical systems A and B.

2.3. Discrete - Time Quantum Walk

It is not possible to define the quantum walk naı̈vely in analogy to the classical walk
as a move in all directions “in superposition”. It is easy to verify [Mey96] that a
translationally invariant walk which preserves unitarity is necessarily proportional
to a translation in one direction. If the particle has an extra degree of freedom that
assists in its motion, however, then it is possible to define more interesting homo-
geneous local unitary processes. Following [AAKV01] we call the extra space the
“coin-space” alluding to the classical coin that decides upon the direction of the
walk.

More specifically let G(V, E) be a graph, and let HV be the Hilbert space
spanned by states |v〉 where v ∈ V . We denote by N , or |V | the number of vertices
in G. We will only consider undirected d-regular graphs G here, but slightly modi-
fied definitions can be made in the general case. Let HC be the “coin”-Hilbert space
of dimension d spanned by the states |1〉 through |d〉. Let C be a unitary transfor-
mation on HC (the “coin-tossing operator” which we will define later). For each
vertex (of degree d) label each outgoing edge with a number between 1 and d, such
each number appears exactly once. Each edge will have two labels, corresponding
to its two vertices. For Cayley graphs the labeling of an outgoing edge is simply
the generator associated with the edge at that vertex. In general we will only define
quantum walks for graphs with a consistent labeling. A consistent labeling has the
property that for each vertex v no two of its neighbors have the same outgoing label
on an edge leading to v. We can always make a labeling consistent by allowing
more than d labels and adding self-loops. Now we can define a shift operator S
on HC ⊗ HV such that S|a, v〉 = |a, u〉 where u is the a-th neighbor of v. Note
that since the edge labeling is a permutation and the labeling is consistent, S is
unitary. One step of the quantum walk is given by a local transformation acting on
the coin-space only, followed by a conditional shift which leaves the coin-space
unchanged [AAKV01]: U = S · (C ⊗ IN).
Quantum Walk on the Hypercube: The hypercube of dimension n is a Cayley
graph with N = 2n vertices. The position states are bit-strings |x〉 of length n. We
denote by |x〉 the vertex obtained from |x〉 by conjugating all the bits. The directions
can be labeled by the n basis-vectors {|1〉, . . . , |n〉}, corresponding to the n vectors
of Hamming weight 1 {|e1〉, . . . , |en〉}, where ei has a 1 in the ith position.

To mimic the permutation symmetry of the classical simple random walk we
need to define the n × n coin operator C such that U is invariant to permutations
of bits. As pointed out in [MR02] the symmetry of the hypercube defines the coin
operator C to be of the form Cij = a if i = j and Cij = b if i �= j with two
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parameters a, b ∈ C. Unitarity of C further imposes two quadratic constraints on
a and b, so that finally up to an overall phase all symmetric coins are characterized
by one real parameter 1 − 2/n ≤ |a| ≤ 1. Among all these coins the one farthest
away from the identity operator 1n is given by a = 2/n − 1 and b = 2/n [MR02].
We will call this latter coin G and use it as our coin in the rest of this paper. It is not
hard to see that using another coin (with constant a, b) from the set of permutation
invariant coins (except 1n of course) only slows down the walk by a constant factor
and does not change the order of magnitude of the hitting behavior. To respect
symmetry we will also impose permutation invariance for the initial state of the
walk.

Definition 2.1 (Discrete time walk on the hypercube). The symmetric discrete
time walk U on the n - dimensional hypercube is acting on a n · 2n dimensional
space Hn ⊗ H⊗n

2 as U = S · (C ⊗ 1N) where the shift operator S is defined as
S : |i, x〉 ⇒ |i, x ⊕ ei〉, i.e. S = ∑n

i=1 |i〉〈i| ⊗ Si with Si |x〉 = |x ⊕ ei〉 and C
respects the symmetry of the hypercube. The initial state of the walk is chosen to
be symmetric with respect to bit-permutations. For a walk starting in |x〉 the initial
state is 1√

n

∑n
i=1 |i〉 ⊗ |x〉.

Note that this discrete-time quantum walk reduces to the classical symmetric
walk if we perform a measurement in the coin-space in the direction-basis after
every step of the walk. The resulting classical walk with last step in direction
i will uniformly change to one of the n − 1 directions j �= i with probability
|b|2 = 4/n2 and will return back to the node it came from (direction i) with
probability |a|2 = 1 − 4/n + 4/n2. This type of classical random walk has a
“direction-memory” one step back in time, but can be modeled by a (memoryless)
Markov chain if we add a directional space to the position space. In other words
each node v is blown up into n nodes vi where i is the direction the walk came
from. This resulting walk has a preference to oscillate back and forth between two
adjacent nodes and has obviously still an exponential hitting time from one corner
to its opposite.

The walk as defined is periodic: nodes with even Hamming weight are visited
at even times only, nodes with odd Hamming weight at odd times. The inclusion of
a “resting” coin-state |0〉 and a n+1×n+1 coin allowing for a self-loop transition
amplitude of a = 2/(n+ 1)− 1 make this walk aperiodic. To simplify the analysis
we will only show the results for the periodic case, though; they hold with very
slight modification in the aperiodic case as well.

3. Hitting Times on the Hypercube

For classical random walks the hitting time of a node v of a walk starting at an
initial node i is defined as the expected time it takes the walk to reach v for the first
time starting from i. Alternatively one can let the classical walk stop upon reaching
the node v and define the stopping-time of the walk as the expected time for this
walk to stop. In the classical case both notions are clearly the same. Care has to be
applied to define an analogous notion for a quantum walk. To define “reaching” v
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we have to circumvent the measurement problem. Namely if we were to measure
the position of the walk after each step we will kill the quantum coherences and
collapse the walk onto the corresponding classical walk. There are two alternatives:
either to let the walk evolve and measure the position of the walk after T iterations
(“one-shot measurements”), or to perform a partial measurement, described by the
two projectors �0 = |v〉〈v| and �1 = 1 − �0 (where |v〉 is some specific position
we wish to “hit”) after every step of the iteration (“concurrent measurement”). A
priori these two notions can be very different in the quantum case. We will show that
for both definitions the hitting time from one corner to its opposite is polynomial.

Definition 3.1 (One-shot hitting time). A quantum walk U has a (T , p) one-shot
(|φ0〉, |x〉) hitting time if the probability to measure state |x〉 at time T starting in
|φ0〉 is larger than p, i.e. ‖〈x|UT |φ0〉‖2 ≥ p.

Definition 3.2 (|x〉-stopped walk). A |x〉-stopped walk from U starting in state
|φ0〉 is the process defined as the iteration of a measurement with the two projec-
tors �0 = �x = |x〉〈x| and �1 = 1 − �0 and, if �1 is measured, an application
of U . If �0 is measured the process is stopped.

Definition 3.3 (Concurrent hitting time). A quantum walk U has a (T , p) con-
current (|φ0〉, |x〉) hitting-time if the |x〉-stopped walk from U and initial state |φ0〉
has a probability ≥ p of stopping at a time t ≤ T .

These two notions presuppose very different behavior of an algorithm exploit-
ing them. In the one-shot case we have to know exactly when to measure the walk,
which usually means that we have to know the dimension of the hypercube or, in
more general applications, the shape of the graph. The advantage of the concurrent
case is that we do not need any knowledge of when the walk will “hit” the target
state. We simply continuously query the walk at the target state until we measure a
“hit”. This means that we do not need to have a priori information about the graph;
probably ultimately more useful for algorithmic applications.

Note also that in the concurrent case if (T , p) is a hitting-time then for T ′ ≥ T

(T ′, p) is also a hitting-time, i.e. hitting with probability at least p is a monotone
property in time. In the one-shot case this is not at all true; we will see that for
the hypercube there are certain windows in time where the probability to measure
a certain node is high, followed by times where this probability is very low - yet
another difference to the classical case.

3.1. One-shot hitting time

We will now state and prove our first main result:

Theorem 1. The symmetric discrete-time quantum walk on the hypercube of dimen-
sion n with coin G has a (T , p) one-shot (|x〉, |x〉) hitting time where T is an integer
of the same parity as n with

(1) T = π
2 n and p = 1 − O(

log3 n
n

) (T is either �π
2 n� or �π

2 n�),

(2) T = π
2 n ± O(nβ) and p = 1 − O(

log n

n1−2β ) with 0 < β < 1/2,

(3) T ∈ [π
2 n − O(

√
n

log n
), π

2 n + O(
√

n
log n

)] and p = 1 − O(
log log n

log n
).
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The “
√

n”-window around the exact one-shot measurement time of πn/2 makes the
algorithm more robust to slight perturbations in the exact time of the measurement.

Proof of Theorem 1. To prove the upper bound on the (|x〉, |x〉) hitting time note
that by the symmetry of the hypercube and the walk U the hitting time is the same
for all (|x〉, |x〉) with x ∈ {0, 1}n. So w.l.o.g. we set |x〉 = |00 . . . 0〉. As already
shown in [MR02], the n · 2n eigenstates of U are of the form |vi

k〉 ⊗ |k̃〉 where
|k̃〉 = 1√

2n

∑
x∈{0,1}n(−1)k·x |x〉 is the Z

n
2-Fourier transform of |k〉 for k ∈ Z

n
2 and

the n vectors {|vi
k〉 : i = 1 . . . n} for each k are the eigenvectors of the matrix Sk ·G,

where Sk is the diagonal n × n matrix with (Sk)lm = δlm(−1)kl .
The symmetric initial state is |�in〉 ⊗ |00 . . . 0〉 := 1√

n

∑n
i=1 |i〉 ⊗ |00 . . . 0〉

(see Def. 2.1). For all k, only two of the n eigenvectors |vi
k〉 have non-zero inner

product with |�in〉 [MR02]. These two eigenvectors are complex conjugates, call
them |wk〉 and |w∗

k 〉 and their corresponding eigenvalues are λk and λ∗
k with λk =

1 − 2|k|
n

+ i 2
n

√|k| (n − |k|) where |k| is the Hamming weight of k. Let λk =
eiω|k| = cos ω|k| + i sin ω|k| where cos ωm = 1 − 2m/n. The entries of |wk〉 are
(wk)l = −i√

2
√

n−|k| if kl = 0 and (wk)l = 1√
2
√|k| if kl = 1. (If k = 0 and k = n

there is only one eigenvector, the uniform superposition over all directions, with
eigenvalue λ0 = 1 and λn = −1. When we write out the general eigenvectors
this special case will be self-understood.) The initial state is a superposition over
2n+1 − 2 eigenvectors [MR02]:

|�0〉 := |�in〉 ⊗ |00 . . . 0〉 =
∑

k∈{0,1}n
(ak|wk〉 + a∗

k |w∗
k 〉) ⊗ |k̃〉 (1)

with ak = 1√
n·2n+1

(
√|k| − i

√
n − |k|). Let us denote by

|�t 〉 = Ut(|�in〉 ⊗ |00 . . . 0〉) =
∑

x∈{0,1}n
αx

t |ux
t 〉 ⊗ |x〉

the state of the system after t iterations, where |ux
t 〉 is a normalized vector in

coin-space. Note that because both the walk U and its initial state preserve the
bit-permutation symmetry of the hypercube, the only consistent coin-state for po-
sition |11 . . . 1〉 is the completely symmetric state over all directions: |u11...1

t 〉 =
1√
n

∑n
i=1 |i〉 = |�in〉. Let us call |f 〉 = |�in〉 ⊗ |11 . . . 1〉 the “target” state. With

these quantities in place, αt , the amplitude at time t of the particle being in |11 . . . 1〉,
the opposite corner, is

αt : = α11...1
t = 〈f |�t 〉 =

∑

k∈{0,1}n
(akλ

t
k〈�in|wk〉 + a∗

k λ∗t
k 〈�in|w∗

k 〉) · 〈11 . . . 1|k̃〉

=
∑

k∈{0,1}n

1√
n · 2n+1

2n cos(ωkt)√
2
√

n

(−1)|k|
√

2n
= 1

2n

n∑

m=0

(
n

m

)

(−1)m cos(ωmt).

(2)
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Claim 1. For all t ∈ [π
2 n − O(nβ), π

2 n + O(nβ)] such that t − n is even, |αt | is

lower bounded by 1 − O(
log n

n1−2β ) for 0 < β < 1/2.

Proof of Claim 1. Let us split the sum (2) into two parts, one where the index
m ∈ M := [(1 − δ)n/2, (1 + δ)n/2] and one where m /∈ M , with δ < 1 specified
later. By standard Chernoff bounds on the tail probabilities of the binomial distri-
bution we can upper-bound the absolute value of all the contributions from m /∈ M

as
∣
∣
∣
∣
∣

1

2n

∑

m/∈M

(
n

m

)

(−1)m cos(ωmt)

∣
∣
∣
∣
∣
≤ 1

2n

∑

m/∈M

(
n

m

)

≤ 2e− δ2n
2 . (3)

Let us set δ =
√

g(n)
n

with g(n) = �(log n), in which case (3) is upper bounded by

2e−�(log n)/2. Let us write t = π
2 n±ε (i.e. ε = O(nβ)). The second term in the sum

will come from contributions m ∈ M , so the terms cos ωm = 1 − 2m/n ∈ [−δ, δ]
will be small. Call νm = π

2 −ωm, so cos ωm = cos(π
2 − νm) = νm −O(ν3

m) which
means νm = 1 − 2m/n ± O(δ3). Then

cos(ωmt) = cos[

(
π

2
− 1 + 2m

n
± O(δ3)

) (π

2
n ± ε

)
]

= cos[

(
t − n

2
+ m

)

π ∓ ε(1 − 2m

n
) ± tO(δ3)]

= (−1)
t−n

2 +m cos[∓ε

(

1 − 2m

n

)

± O(nδ3)]

= (−1)
t−n

2 +m[1 − O(ε2δ2) − O(n2δ6)] (4)

and the second sum 1
2n

∑
m∈M

(
n
m

)
(−1)m cos(ωmt) = (−1)

t−n
2 [1 − O(ε2δ2) −

O(n2δ6)] 1
2n

∑
m∈M

(
n
m

)
. Since 1

2n

∑
m∈M

(
n
m

) ≥ 1 − 2e−g(n)/2 we have

|αt | ≥
∣
∣
∣
∣
∣

1

2n

∑

m∈M

(
n

m

)

(−1)m cos(ωmt)

∣
∣
∣
∣
∣
− 2e−g(n)/2

≥ 1 − O(
g(n)

n1−2β
) − O(

g3(n)

n
) − 4e−g(n)/2 (5)

Set g(n) = 2 log n to prove the claim for 0 < β < 1/2.

To prove Theorem 1 note that the probability of measuring the system in |11 . . . 1〉
is p = |αt |2. Set β = 1

2 (1 − log log n
log n

) and use Eq. (5) with g(n) = 2 log log n to

get p ≥ 1 − O(
log log n

log n
). For β = 0 set g(n) = 2 log n to get a lower bound of

1 − O(log3 n/n).

Remark. Note that if we set T = (2m + 1)nπ/2 we obtain a similar result to the
m = 0 case as long as T is sufficiently small so that O(T 2δ6) terms do not matter,
i.e. m = O(1). We can think of the walk returning to |11 . . .〉 every πn steps, which
is in stark contrast to the classical case where the expected number of times a walk
returns to some node i is 1/πi = 2n (see Sec. 2.1).
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3.2. Concurrent hitting time

Our second result relates to the concurrent version of hitting time. It implies that
even without information on when to measure we retain a polynomial hitting
behavior:

Theorem 2. The symmetric discrete time quantum walk on the hypercube of dimen-
sion n has a (π

2 n, �( 1
n log2 n

)) concurrent (|x〉, |x〉) hitting time.

Amplification: If the probability p in Defs. 3.1 and 3.3 is an inverse polyno-
mial p(n) in the size of the instance, we can use standard classical amplification
to boost this probability to be exponentially close to 1. We just restart the quantum
walk from scratch and repeat it O(1/p(n)) times. With amplification the coined
symmetric discrete-time quantum walk on the hypercube of dimension n has a
(O(n2 log2 n), 1 − 2−O(n)) concurrent (|x〉, |x〉) hitting time.

Remark. To be fair we should compare our results to tail-bounds for the hitting
time in the classical case. It is very easy to show, however, that for the simple
random walk on the hypercube starting in a node i the probability to hit the oppo-
site corner j in a polynomial number of steps is exponentially small since each of
the probabilities rt

ij to be at j at time t (see Sec. 2.1) is exponentially small.

Proof of Theorem 2. The strategy of the proof is to compare the hitting probabili-
ties at time t of the |11 . . . 1〉-stopped walk to the unmeasured walk and to show that
the perturbation caused by the measurement of the walk only gives a polynomial
“loss” in hitting amplitude.

For the |11 . . . 1〉-stopped walk (see Def. 3.2) the same symmetry arguments
as before apply, since the measurement projectors �0 and �1 = I − �0 are also
symmetric with respect to bit permutations. So the only possible “target” state is
again |f 〉 = 1√

n

∑n
i=0 |i〉 ⊗ |11 . . . 1〉 and we may assume that we measure with

{�0 = |f 〉〈f |, �1 = 1 − �0}. As above let |�t 〉 be the states of the unmeasured
walk after t applications of U with |�0〉 = |�in〉 ⊗ |00 . . . 0〉 and αt = 〈f |�t 〉.
Since the walk has non-zero transition amplitude only between nearest neighbors,
the first time αt �= 0 is for t = n and since the walk is 2-periodic αt = 0 whenever
t and n have different parity.

Let us define |�̃t 〉 = (U�1)
t (|�in〉 ⊗ |00 . . . 0〉) as the non-normalised state

we get at time t given the walk has not stopped before t and βt := 〈f |�̃t 〉. Note
that for t ≤ n we have |�t 〉 = |�̃t 〉 and αt = βt . Also note that βn+t = 0 for odd
(t + n), if the initial state of the walk is located in |0..0〉.
Claim 2. The probability to stop at some time t ≤ T is given by pT =
∑T

t=0

∣
∣
∣〈f |�̃t 〉

∣
∣
∣
2 = ∑T

t=0 |βt |2.

Proof of Claim 2. As in previous work [ABN+01] it is easy to see that calculating
with the unnormalized state gives the unconditional probability to stop. If we do
not renormalize our states we get exactly the conditional probability to stop at time
t given we have not stopped before.
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We now want to relate the αt from the unmeasured walk to the actual βt of the
measured walk.

Claim 3. |�̃n+k〉=|�n+k〉−
∑k−1

i=0 βn+iU
k−i |f 〉 andβn+k = αn+k−

∑k
i=1βn+k−i ·

γi with γt =〈f |Ut |f 〉.
Proof of Claim 3. By induction on k. By previous arguments we have |�t 〉 = |�̃t 〉
and αt = βt for t ≤ n. Further |�̃n+1〉 = U |�n〉 − Uαn|f 〉 = |�n+1〉 − βnU |f 〉
so βn+1 = 〈f |�n+1〉 − αn〈f |U |f 〉 = αn+1 − βn〈f |U |f 〉. Write |�̃n+k+1〉 =
U |�̃n+k〉−βn+kU |f 〉 and apply the induction hypothesis to |�̃n+k〉. The claim on
βn+k follows immediately.

Claim 4. Let T = �π
2 n� or �π

2 n� s.t. T − n is even, let 0 ≤ 2t ≤ T − n and define
γ̃2t = (−1)tγ2t .

1. γt = 1
2n

∑n
m=0

(
n
m

)
cos(ωmt) and γ2t+1 = 0,

2.
∣
∣γ̃2t − γ̃2(t+1)

∣
∣ = O(

log n√
n

) ,

3. ∃c s.t. for tc = �c√n� we have
∣
∣αT −2tc

∣
∣ ≤ 1

2 .

Proof of Claim 4. First note that by the symmetry of the states and U we have
that γt = 〈f |Ut |f 〉 = 〈�in| ⊗ 〈11 . . . 1|Ut |�in〉 ⊗ |11 . . . 1〉 = 〈�in| ⊗ 〈00 . . .

0|Ut |�in〉⊗|00 . . . 0〉. To obtain 4.1 adapt Eq. (2) with γt = 〈�in|⊗〈00 . . . 0|�t 〉.
Since γt is the amplitude of the initial state at time t starting with the initial state and
since the walk is 2-periodic, γ2t+1 must be 0 at odd times, which proves Claim 4.1.
For part 4.2 let us write as before νm = π/2−ωm and γ2t = 1

2n

∑n
m=0

(
n
m

)
cos(tπ−

2tνm) = (−1)t 1
2n

∑n
m=0

(
n
m

)
cos(2tνm). Then γ̃2t = 1

2n

∑n
m=0

(
n
m

)
cos(2tνm) and

γ̃2t − γ̃2t+2 = 1

2n

n∑

m=0

(
n

m

)

[cos 2tνm − cos(2t + 2)νm]

= −2

2n

n∑

m=0

(
n

m

)

sin(2t + 1)νm sin νm (6)

As before we split the sum in (6) into two parts (m ∈ M and m /∈ M), and set

δ =
√

2 log n√
n

such that the Chernoff-tails are O( 1
n
). For the part with m ∈ M we use

again that νm = 1−2m/n+O(ν3
m) and define i = n/2−m (i.e. νm = 2i

n
+O( i3

n3 )).

Then up to terms of O( 1
n
) and with |sin(2t + 1)νm| ≤ 1 we get

|γ̃2t − γ̃2t+2| ≤ 2

2n

δn/2∑

i=−δn/2

(
n

n/2 − i

) ∣
∣
∣
∣
2i

n
+ O(

i3

n3 )

∣
∣
∣
∣

= 8

n2n

δn/2∑

i=0

(
n

n/2 − i

)

i + O(δ3)

Note that 1
2n

(
n

n/2−i

) = O( 1√
n
) and

∑δn/2
i=0 i = O(δ2n2), so |γ̃2t − γ̃2t+2| =

O(
log n√

n
).
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For part 4.3 we use expression (2) with νm = π
2 −ωm and follow the reasoning

and notation of Eq. (4)

αT −2t = 1

2n

n∑

m=0

(
n

m

)

(−1)m cos
(
(T − 2t)(

π

2
− νm)

)

= (−1)
T −n

2 −t 1

2n

∑

m∈M

(
n

m

)

cos(2tνm) + O(T δ3)

where we set δ = √
log n/

√
n, so that the Chernoff-tails are O( 1√

n
) and O(T δ3) =

O(
log3/2(n)√

n
). Set i = n/2−m (i.e. νm = 2i

n
+O( i3

n3 )) so that up to terms of O(T δ3)

and with θ = 4tc/n,

∣
∣αT −2tc

∣
∣ = 2

2n

∣
∣
∣
∣
∣
∣

δn/2∑

i=0

(
n

n/2 − i

)

cos(
4tci

n
)

∣
∣
∣
∣
∣
∣
= 2

2n

∣
∣
∣
∣
∣
∣

δn/2∑

i=0

(
n

n/2 − i

)

cos(iθ)

∣
∣
∣
∣
∣
∣
. (7)

Let i1 be the largest integer such that i1θ = 4tci1
n

≤ π
2 , i2 the largest integer such

that i2θ ≤ 2π
2 and so on, so ik = � kπ

2θ
� = � kπn

8�c√n� � implying that kπ
8c

√
n + kπ

8c2 ≥
ik ≥ kπ

8c

√
n − 1. The index k runs from 1 . . . K and iK = �δn/2�, which gives

4c
π

√
log n+ 16c

π
√

n
≥ K ≥ 4c

π

√
log n− 4

√
log n

π
√

n
. This means ik = kπ

8c

√
n±O(

√
log n).

The cosine function in Eq. (7) is non-negative for 0 ≤ i ≤ i1 and i4k−1 < i ≤ i4k+1
and non-positive otherwise. Then the expression in Eq. (7) becomes

2

2n

∣
∣
∣
∣
∣
∣

i1∑

i=0

(
n

n

2 − i

)

cos(iθ) +
K/4∑

k=1




i4k+1∑

i=i4k−1+1

(
n

n

2 − i

)

cos(iθ) −
i4k−1∑

i=i4k−3+1

(
n

n

2 − i

)

|cos(iθ)|




∣
∣
∣
∣
∣
∣

≤ 2

2n




(

n
n

2

) i1∑

i=0

cos(iθ) +
K/4∑

k=1

(
n

n

2 − i4k−1

)
∣
∣
∣
∣
∣
∣

i4k+1∑

i=i4k−1+1

cos(iθ) −
i4k−1∑

i=i4k−3+1

|cos(iθ)|
∣
∣
∣
∣
∣
∣





(8)

We will make use of the following fact:
∑J

i=0 cos iθ = cos Jθ
2 sin (J+1)θ

2
sin θ/2 . So

∑i1
i=0 cos(iθ) ≤ 1

sin θ/2 = 2
θ

+O(θ). Also 1
2n

(
n

n/2−i

) ≤ 1
2n

(
n

n/2

) =
√

2√
πn

+O( 1
n3/2 ).

Putting this together we get for the first sum in Eq. (8)

2

2n

i1∑

i=0

(
n

n
2 − i

)

cos(i
4tc

n
) ≤ 2

√
2√

πn

n

2tc
+ O

(
1

n

)

=
√

2√
πc

+ O

(
1

n

)

.

The second term in Eq. (8) can be bounded above by

2

2n

(
n

n/2

) K/4∑

k=1

i4k+1∑

i=i4k−3+1

cos(iθ)

=
[

2
√

2√
πn

+ O(
1

n3/2 )

]
K/4∑

k=1

cos i4k+1θ
2 sin (i4k+1+1)θ

2 − cos i4k−3θ
2 sin (i4k−3+1)θ

2

sin θ/2
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Note that cos i4k+1θ
2 = cos( (4k+1)π

8c

√
n 2t

n
±O(

√
log n√

n
)) = cos(kπ+π

4 ±O(
√

log n√
n

)) =
(−1)k√

2
± O(

√
log n√

n
) and similarly sin (i4k+1+1)θ

2 = (−1)k√
2

± O(
√

log n√
n

), so

K/4∑

k=1

i4k+1∑

i=i4k−3+1

cos(iθ) =
K/4∑

k=1

1
2 − 1

2 + O
(√

log n/
√

n
)

sin θ/2
= O

(
log n

n

)

.

Putting all the above together we get
∣
∣αT −2tc

∣
∣ ≤

√
2√
πc

+ O(
log3/2 n√

n
) which can be

made smaller than 1
2 with the appropriate choice of c.

We now can give a lower bound on |βt | in terms of the quantities of the unmeasured
walk:

Claim 5. Let tc be as in Claim 4.3. If
∑ T −n

2 −tc

i=0 |βn+2i | = o( 1
log n

) then |βn+2t | ≥
|αn+2t | − |αn+2t−2| − o( 1√

n
) for T − n − 2tc ≤ 2t ≤ (T − n).

Proof of Claim 5. Call β̃n+2t = (−1)tβn+2t and α̃n+2t = (−1)tαn+2t . Adapt
Claim 3 with γ2i+1 = 0 (Claim 4.1.) to get

β̃n+2t = α̃n+2t −
t∑

i=1

β̃n+2t−2i · γ̃2i

= α̃n+2t −
t−1∑

i=0

β̃n+2(t−1−i) · γ̃2i +
t−1∑

i=0

β̃n+2(t−1−i)(γ̃2i − γ̃2i+2)

Note that γ̃0 = 1 and so α̃n+2t−2 = ∑t−1
i=0 β̃n+2(t−1−i) · γ̃2i , which gives the lower

bound

|βn+2t | ≥ |αn+2t | − |αn+2t−2| −
∣
∣
∣
∣
∣

t−1∑

i=0

β̃n+2(t−1−i)(γ̃2i − γ̃2i+2)

∣
∣
∣
∣
∣

≥ |αn+2t | − |αn+2t−2| − O

(
log n√

n

) T −n
2∑

i=0

|βn+2i |

where we used Claim 4.2. Let us split
∑ T −n

2
i=0 |βn+2i | = ∑ T −n

2 −tc

i=0 |βn+2i | +
∑tc−1

i=0 |βT −2i | The first sum is o( 1
log n

) by assumption and to upper bound the
second sum we use

tc−1∑

i=0

|βT −2i | ≤ √
tc ·

√
√
√
√

tc−1∑

i=0

|βT −2i |2 ≤
√

�c√n�√pT .

Now eitherpT =�( 1
log2 n

√
n
), which would prove our theorem, orpT = o( 1

log2 n
√

n
),

which establishes that the second sum is also o( 1
log n

).
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If the assumption of Claim 5 is not true, then

�

(
1

log n

)

=
T −n

2 −tc∑

i=0

|βn+2i | ≤

√
√
√
√
√T − n

2

T −n
2∑

i=0

|βn+2i |2 ≤ √
npT

which means pT = �( 1
n log2 n

).

The rest of Theorem 2 follows from Claim 2 and Claim 5

pT =
T∑

t=n

|βt |2 ≥
T∑

t=T −�c√n�
|βt |2 ≥ 1

c
√

n




T∑

t=T −�c√n�
|βt |





2

≥ 1

c
√

n




T∑

t=T −�c√n�
|αt | − |αt−1| − o(

1√
n
)





2

=
(
|αT | −

∣
∣
∣αT −�c√n�−1

∣
∣
∣ − o(1)

)2

c
√

n
≥ (|αT | − 1/2 − o(1))2

c
√

n
(9)

From Theorem 1 we know |αT | = 1 − O(
log3 n

n
) which establishes pT ≥ 1/4

c
√

n
−

o( 1√
n
) = �( 1√

n
) if the assumption of Claim 5 is true or pT = �( 1

n log2 n
) if it is

not, in both cases proving the theorem.

4. Dependence on the initial state

One might wonder how much this polynomial hitting time depends on the fact that
the walk is from one vertex to exactly the opposite corner of the hypercube. What
if the two states were not exactly in opposite corners? It is not hard to see (using the
methods introduced in [AAKV01], in particular Claim 3.2 and Claim 7.2), at least
in the case of one-shot hitting time, that if we start the walk in a vertex a constant
Hamming distance away from |x〉 we still obtain a polynomial hitting time.

But how large can the “polynomially |x〉 hitting” region around |x〉 be? It turns
out that a polynomial hitting time can not be true in general. We give a limit that
comes from the lower bound on quantum unstructured search ([BBBV97]).

Theorem 3. The number of states |y〉 in a neighborhood of |x〉 on an n-bit hyper-
cube (defined e.g. by a cut-off Hamming distance from |x〉) such that the quan-
tum walk has a (O(poly(n)), �(1/poly(n)) concurrent (|y〉, |x〉) hitting time is
O(poly(n) · √

2n).

Proof of Theorem 3. Let dc be a cut-off distance and define the neighborhood of
a node |x〉 as Nx = {|y〉 : dH (x, y) ≤ dc} where dH is the Hamming distance.
We can think of Nx as a ball around |x〉, but the neighborhood of a node can be
defined in any arbitrary way, the arguments go through for all of them. Assume
that for a ball of size M around |x〉 all |y〉 ∈ Nx have (O(p(n)), �(1/q(n)) con-
current (|y〉, |x) hitting time, where p and q are polynomials. Let us cover the
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hypercube with K balls of size M , where each of the balls is centered around a
node x1, x2, . . . , xK . A simple probabilistic argument shows that we can achieve
this with K = O(n · 2n/M) balls. Define a quantum search algorithm as follows:
starting in |x1〉 launch an |x〉-stopped quantum walk as in Def. 3.2, where |x〉 is the
marked state we are searching for. That means at every step we query the oracle with
the current state of the walk and the question “Is this the marked state or not?”.
(We can adapt the standard oracle in Grover’s algorithm [Gro96] to behave this
way by measuring the auxiliary output qubit of the oracle.) We iterate this quantum
walk for p(n) steps and use classical amplification (repeat q(n) many times). We
repeat the amplified walk for each initial state |xi〉 : i = 1 . . . K . With probability
close to 1 one of the walks will find the marked state. The whole algorithm takes
O(p(n)·q(n)·K) queries. From the query lower bound of �(

√
2n) for any unstruc-

tured quantum search algorithm [BBBV97] it follows that K = �(
√

2n/poly(n))

which yields the upper bound on M .

5. Quantum Routing

We have not yet succeeded to find an algorithm or exhibit an oracle2 that provides
a quantum speed-up using the polynomial hitting time on the hypercube. However
we can give an application of the rapid hitting of the quantum walk to sequential
routing of a packet in a noisy network with a possible adversary trying to prevent
the arrival of the packet. The nodes of the network are bit-strings of length n and
each node is connected to all nodes that differ by exactly one bit, so that the network
has the topology of the hypercube. Consider the scenario in which a packet needs
to be routed from node x to node y. The quantum routing algorithm is as follows:

(1) Let d = dH (x, y) and consider the sub-cube of dimension d spanned by the
support of x ⊕y (i.e. all strings z s.t. zi = xi whenever xi = yi). The packet will be
routed only on this sub-cube. The coin-space of the quantum walk is d-dimensional;
call the corresponding coin operator Cd .

(2) The quantum walk is applied T = d π
2 times (rounded appropriately). At

each time step the coin Cd acts on the appropriate directions followed by the con-
ditional shift.

(3) After T steps the state of the system is measured. With probability 1 −
O(

log3 d
d

) the packet is at y.
(3’) At each time step node y performs the partial measurement to see if it has

received the packet or not. After T steps the probability that the packet is at y is
�( 1

n log2 n
). In case of failure the packet can be resent (O(n log2 n) times) to boost

the success probability close to 1.
We assume that each node v is capable to locally apply Cd ⊗ |v〉〈v|. Cd

can be either given to them (as a black box operation to apply locally) or the

2 See however [CCD+03] for an exponential speed-up in query complexity using a similar
rapid hitting time in the continuous walk model. Their idea can be easily adapted to give a
similar polynomial query complexity using the discrete time walk on the hypercube (in fact
they originally started their work with the hitting time results of the hypercube in mind).
Unfortunately for the hypercube there is also a classical algorithm with polynomial query
complexity.
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bitpositions x ⊕ y of the sub-cube can be broadcast. Further nodes can locally
implement the conditional shift (which requires only interactions between nearest
neighbors). Both operations are local in the topology of the hypercube and can be
implemented in a quantum network. The version using (3’) is advantageous if T

(and d) is not exactly known, like in the black box model.
Let us state the quantum advantages of this algorithm when x and y differ in

�(n) bits (which happens almost surely when x and y are chosen at random). We
are concerned here about both robustness of the algorithm against random noise
(edge deletion, faulty nodes) as well as malicious attacks (adversary choses the
most vulnerable edges/nodes to delete).

Classically we could route the packet deterministically (by fixing the path in
advance). This strategy is fast (T = O(d)) but neither secure against failure of one
of the routing nodes/traversed edges nor against adversarial attacks. It suffices to
affect one node/edge on the fixed path and the routing will fail. A fast randomized
algorithm can flip the necessary bits in some random order. This strategy is robust
against deletion of a subexponential number of random edges or nodes. However
it requires common knowledge of y. This in turn makes it vulnerable to adversarial
attacks (it suffices to delete all the edges incident to y). A fully randomized classical
routing algorithm, corresponding to a simple random walk on the cube, is robust
against adversarial attacks but takes exponential time. It is here that quantum rout-
ing has an advantage. The nodes do not have to know the origin x and destination
y of the packet, only x ⊕y. In the one-shot case even the node at y does not have to
know that it is the target - only at the measurement stage will it receive the packet3.
In the concurrent case y needs to measure at every step and hence to know it is the
target, but no other node (and the adversary) will have this information. Knowledge
of x ⊕ y alone is not sufficent to identify the most vulnerable edges (those incident
or close to x and y) which reduces the adversary to random noise.

Theorem 4. If a subexponential number of edges is deleted at random or a subex-
ponential number of random nodes does not cooperate in the process, the success
probability of the quantum routing algorithm is changed only by an exponentially
small amount.

To account for edge deletion in our model we can assume that the deleted edge
is replaced by a self-loop at each of its incident nodes. A faulty node ν could apply
any local operation Oν ⊗ |ν〉〈ν| (including measurements) instead of Cd ⊗ |ν〉〈ν|.
Almost surely the deleted edges or faulty nodes will be in a region of the hypercube
of Hamming weight d

2 ± O(
√

d). In this region there is an exponential number of
nodes for each Hamming weight. Since the walk spreads symmetrically over all
states of same Hamming weight, the amplitude of each single state is exponentially
small and perturbing a subexponential number of them in each step can induce only
an exponentially small perturbation to the state of the walk. The walk is only O(d)

steps long so these exponential perturbations cannot add up to anything significant.

3 This will presumably enforce a more cooperative behavior of each of the routing nodes
since they all could be the target of a packet.
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Note that the fact that all the adversary can do is essentially random allows us
to use this type of argument. If even an exponentially small change at each step
happens outside the region around Hamming weight d/2 the resulting perturbation
can be large - this is precisely the difficulty in proving Theorem 2 from Theorem 1.

It is important to see the quantum routing algorithm not only in terms of its
advantages over classical routing. It is very conceivable that quantum nets will be
available in the near future and new routing strategies might have to be applied for
instance to distribute qubits to establish secret keys between certain nodes in the
network. Our algorithm is a first step in this spirit.
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A. Continuous - Time Quantum Random Walk

The continuous-time walk has been defined by Farhi and Gutmann [FG98] as a
quantum version of the classical continuous-time walk (see Sec. 2.1). To make
the classical continuous walk with generator Q quantum one simply sets U(t) =
exp(iQt), which is unitary as long as Q = Q† (which is the case for simple random
walks on undirected graphs). This walk works directly with the space formed by
the nodes of the graph and does not require auxiliary coin spaces. In general, how-
ever, it is hard to see how to carry out such a walk in a generically programmable
way using only local information about the graph. Instead the continuous time
walk might correspond to special purpose analog computers, where we build in
interactions corresponding to the desired Hamiltonian Q.

For the hypercube the continuous time quantum walk is described by the fol-
lowing transformation on the space spanned by n-bit strings [MR02]:

Uwalk(t) = ei t
n
(X1+X2+···+Xn) = ei t

n
X1 · ei t

n
X2 · . . . · ei t

n
Xn (10)

where Xi acts only on the ith bit as X|0〉 = |1〉 and X|1〉 = |0〉. The expression
in the exponential corresponds to the adjacency matrix of the hypercube. The uni-
tary transformation Uwalk(t) can be simulated uniformly by a quantum circuit with
O(n) local gates.
One - shot hitting time:

Theorem 5. The continuous time quantum random walk has a (T = πn
2 , 1) and a

(T = πn
2 ± nβ, 1 − O(1/n1−2β)) one shot hitting time for β = const < 1/2.

Proof. From ei t
n
X = cos t

n
1 + i sin t

n
X it is easy to calculate the amplitude αt of

the state |11 . . . 1〉 in the state |�t 〉 := U(t)|00 . . . 0〉. It gives |αt | = (sin t
n
)n. Write

T = πn/2 ± ε with ε = O(nβ). Then sin t
n

= sin(π/2 ± ε/n) = 1 − O(ε2/n2).
This gives |αt | = (1−O(n2β/n2))n which is 1−O(1/n1−2β) forβ = const < 1/2.

��
This corresponds exactly to what we have shown in the discrete case Theorem 1.

Concurrent hitting time:
There is some arbitrariness in defining an |x〉-stopped continuous time walk. If

the walk is to be continuous one could argue that the measurement (“Is the state |x〉
or not?”) should also be continuous. In this case the measurements should not be
projective, but rather “weak” measurements. We do not wish at this stage to intro-
duce a new apparatus of notations and tools, in particular since it is not obvious how
to model weak measurements on a quantum computer generically. To compare the
two models we chose to measure the continuous time walk at discrete time intervals
(t = 1, 2, . . . ).

Definition A.1 (|x〉-stopped walk and concurrent hitting time:).The |x〉-stopped
walk is the iterative process where first a measurement with {�0 = |x〉〈x|, �1 =
1 − �0} is performed. If |x〉 is measured the walk is stopped, otherwise Uwalk(1)

is applied and the procedure is repeated. The walk has a (T , p) concurrent hitting
time if the probability to stop before time T is > p.
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Theorem 6. The continuous time walk on the hypercube has a (T = πn
2 , �( 1√

n
))

concurrent hitting time.

Proof. We adapt the notations and claims of the proof of theorem 2. Let αt and βt

be defined as the amplitudes of the target state |f 〉 = |11 . . . 1〉 in the unmeasured
resp. measured walk at integer times and let the unnormalized state of the unmea-
sured walk at time t be |�̃t 〉. Then Claim 2 and Claim 3 hold without change with
γk = 〈f |U(k)|f 〉.

The quantities here are easy to calculate: αt = in(sin t
n
)n and γt = (cos t

n
)n.

This means that −inαt are monotonically increasing and γt are monotonically
decreasing for t < T = πn

2 . This in turn suffices to prove Claim 5 with the modifi-
cation that now −inβk ≥ 0 and |βt+1| ≥ |αt+1| − |αt |. As in Claim 4.3 we can set
tc = c

√
n and note that

∣
∣αT −tc

∣
∣ = (sin π

2 − c√
n
)n = (1 − c2

n
+ O( 1

n2 ))n = e−c2
up

to exponentially small terms. Pick c such that
∣
∣αT −tc

∣
∣ = 1/2. Then we can adopt

Eq. (9) to

pT =
T∑

t=n

|βt |2 ≥
T∑

t=T −c
√

n+1

|βt |2 ≥
(
∑T

t=T −c
√

n
|βt |)2

c
√

n

≥
(
∑T

t=T −c
√

n
|αt | − |αt−1|)2

c
√

n
= (1 − 1/2)2

c
√

n
= 1

4c
√

n

which proves the theorem. ��


