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Abstract. We consider a one-dimensional random walk in random environment in the Si-
nai’s regime. Our main result is that logarithms of the transition probabilities, after a suitable
rescaling, converge in distribution as time tends to infinity, to some functional of the Brown-
ian motion. We compute the law of this functional when the initial and final points agree.
Also, among other things, we estimate the probability of being at time ¢ at distance at least
z from the initial position, when z is larger than In? ¢, but still of logarithmic order in time.

1. Introduction and notations

Suppose that for all x € Z, we are given two positive numbers, ", ;. Define the
Markov process £¥ = (£;°);>0 on Z starting at x, such that, if currently at site y,
it jumps to y + 1 with rate ", and to y — 1 with rate w, . Then, the transition
probabilities are determined by

Polély, =y £ 118 =yl=ofh+o0).
Poléfy =Y 1 & =yl =1~ (o) +w)h+o(h), ash\O0.

Now, we suppose that o = (0}, @} )¢z is a fixed realization of an i.i.d. sequence
of positive random variables. We refer to w as the environment, and to £ as the
random walk in the random environment w. This model has been much studied
recently in its discrete version. The discrete random walk in random environment
is the Markov chain embedded in the present continuous time process. In this paper
we study only the case of Sinai’s regime, which means that the following condition
is satisfied:
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Condition S. We have
+

En2 =0, o?=En’2 € (0,+00) .

2] i

We will use P, E to denote probability and expectation with respect to w, keeping
Py, Ey for (so-called “quenched”) probability and expectation for random walks in
the fixed environment w.

Solomon [21] proved that the random walk of individual particle is recurrent
if and only if the first part of Condition S is satisfied. In addition to Condition B
below, the second part of Condition S ensures non-degenerate randomness of the
medium, i.e., our random walk in random environment is not a time-change of a
simple random walk. Sinai [20] proved that abnormal diffusion takes place: Under
Condition S, S,O is of order In%¢. Due to strong disorder and traps, this model
has many other remarkable features: ultra-slow relaxation, aging phenomena [13],
complex large deviation properties [22] . . . For surveys on the subject, the reader is
referred to the lecture notes of a recent course by Zeitouni [22], to the very complete
book of Hughes [10], and to the stochastic calculus approach by Shi [19].

In addition to Condition S, for technical reasons we need also the following

Condition B. There exists a positive number « such that
P 560:{ <k, P <y <k as.
As the transitions occur only between nearest neighbors, one can write down
the reversible measure 6 by solving the detailed balanced conditions 6, =

Ort10 41

-1 @iq

i=x wT’ x < 0.
1

Reversibility is a strong tool for estimating probabilities, we will heavily use it
all through the paper. Note the following, elementary consequence of reversibility:
for every x, y, t it holds that

prw[Szx =yl= Qwa[Sty =x].

In this paper, we will obtain sharp estimates on large time transition probabilities
for the random walk in random environment. To give a flavor of our results, let
us briefly indicate our basic statement, Theorem 2.1: The transition probability is
essentially a (random) power of ¢, i.e., for x, y at distance at most In?¢,

Pul§' =yl = exp{—a;(x, y) +o(In1)},

and

exp{—ay (x'In2 ¢, y/ In2 1)} & g ()
where o, (x, y) is identified in terms of the environment (the symbol “Z stands
for the equality in law). This positive process has nice scaling properties, and we
also compute its law when x = y.
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Estimating the quantity P, [ = y] is quite natural, but our main motivation
is that it comes as a crucial ingredient when studying systems of random walks
in random environment. Results in this direction are left for a forthcoming paper.
Our estimates below will be much in the spirit of Freidlin and Wentzell theory [4]
for small random perturbation of a differential equation in the gradient case, and
of symmetric Markov processes with rare transitions. The main difference is that,
here as well as in [14], the primary estimate is available on the invariant measure
itself, and not directly on the probabilities of paths. In this paper, we will use the
sharp spectral estimates obtained in [15] for general birth and death processes on
tree-like graphs. These will allow us to approximate, in some specific situations,
the true law of the walk at time ¢ with the invariant probability of some reflected
random walk in random environment (reflected in a suitable domain depending on
t). Our approach seems to be original and powerful, it is of probabilistic nature
compared to the analytic approach of metastability recently developed in [1].

The paper is organized as follows. The main results are formulated in Section 2.
More specifically, after introducing the notion of ¢-stable point (which is central
in this paper), in Section 2.1 we state the result about the existence of the limit
law for the logarithms of transition probabilities for points which are at distance
of order In?r from each other. For a particular case (the probabilities of z-step
transitions from 0 to 0), we give the density of the law. In Section 2.2, we study
the probability that at time ¢ the particle deviates more than In? ¢ from its initial
position. The moments of first return to the origin are studied in Section 2.3. In
Section 3 we formulate and prove some technical results needed afterwards. The
contents of that section is the following: first we recall an elementary lemma about
hitting probabilities. Then, in Section 3.1 we identify, via estimates on the spectral
gap, the speed of convergence to equilibrium for a finite Markov chain obtained
by placing reflecting barriers at the endpoints of a finite interval. In Section 3.2, it
is shown, by using the results of the previous section, that until the moment ¢ the
particle will hit one of the two neighboring 7-stable points with very large proba-
bility. In Section 3.3 we study the (small) probability of escaping a z-stable well in
a given direction. The proof of the limit law for the transition probabilities is given
in Section 4, and in Section 5 we deal with the results related to moderate devia-
tions and moments of return. Finally, we placed into Section 6 all the arguments
related to explicit calculations for the functionals of the Brownian motion; that is,
in that section we evaluate two parameters needed in the course of the proof of the
theorem about moderate deviations, and also we calculate the exact limit law for
the probabilities of ¢-step transitions from O to O there.

2. Results

First of all, we introduce some notations. Given the realization of the random
environment w, define for x € Z
x—1 w;
Yiopln w—; x >0,
13

Vix)=130, x =0,

+
0 @;

Zi:x-{-l In w_t-_’ x <0.
1
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Note that Condition B implies that
KieV® <0, < Kae VW (D

for all x € Z. Here and in the whole paper, K1, K3, ... denote absolute constants,
which may change from line to line.

In this paper, we focus on estimating the quenched law of the walk, for typ-
ical configurations w of the environment. This enables us to approximate V by
Brownian motion, but it is most convenient to use the well-known Komlds-
Major-Tusnddy [12] strong approximation theorem, as remarked by Hu and Shi [9].
Indeed, it allows to relate the features of long time behavior for the walk to Brown-
ian functionals directly built in the model, simplifying much the proof of limit
properties such as strict positivity: In a possibly enlarged probability space there
exist a version of our environment process @ and a two-sided Brownian motion
(W(x), x € R) with diffusion constant ¢ (i.e., Var W (x) = o%|x|), such that for
some K > 0

P[lim sup Vo) = Wl

x—>=o00 In [x|

< K] —1. (@)

The next definitions are central in the construction. They apply to numerical
functions W defined on Z or to continuous ones defined on R, not only to Brownian
motion.

Definition 2.1. Lett > 1 and, form € R, denote byl = [(t, m) the largest x < m
such that W(x) = W(m) + Int (with the convention | = —o0 if no such x exists),
and by r = r(t, m) the smallest x > m such that W (x) > W(m) + Int (with the
similar convention).

We say that m is a t-stable point if m is the smallest point on the interval [I, r]
which satisfies W (m) = minyep;, .| W(x).

Note that z-stable points are similar to bottoms of valleys of depth ¢ in [20],
except that they are defined in terms of W. We will see below that, typically for
large ¢, the walker spends most of the time interval [0, 7] in sites which are close
to such ¢-stable points.

The fact that lim sup,_, 1 o, W(x) = —liminf,_,+o W(x) = oo implies that
the set S; of ¢-stable points is infinite P-a.s., as well as its traces S; N (x, +00) and
S; N (=00, x). Also, for m # m’ elements of S;, the intervals (I(m), r(m)) and
(I(m"), r(m')) are non-intersecting. For any point x we consider the two z-stable
points which surround x,

mP* =infly>x:ye&}), m F=sup{ly<x:yeS) )

We also define the main passes hti’x between x and m,i’x, i.e., the smallest points
ht* € [x,m*]and b, € [m; ¥, x] such that

Wh )= max W), Wk, *)= max W(y). 4)

yelx,m ] yelm; " ,x]
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Since the open interval (ml_’x, m;hx) contains no 7-stable points, we observe that

min{W(h, *); W)} — min  W(x) < Inr, (5)
xelh, ]
which will ensure that the confinement in space interval [k, ", h,+’x] up to time ¢
is extremely unlikely.
Define at last 7} by

i = WO < Wi ©®)

I L. !
! m; ", otherwise.

A celebrated result of Sinai [20] states that, as t — 00,

& — oy

— 0
2t

In
in P ® P,,-probability. Usually, this result is stated in the discrete time case, but
it is easy to check, using Condition B, that it still applies in our case. It has been
refined by Golosov [5], who proved that the numerator itself has a distributional
limit. Note that, from Brownian scaling, the law of ﬁz? /In? ¢ does not depend on .

All through the paper, we will use the notation (r)* = max{r, 0} for the positive
part of r € R; The reader will make no confusion with superscripts in m;"*, hf’x,
etc. Also, we stress that these quantities are random variables depending on W, but

we do not indicate this dependency in our notations.
2.1. A limit law for the transition probabilities

Our main result gives the leading order of the transition probability P, [£” = z] for
any two points v, z which are at distance of order In®  from the origin. Let

—1,v 0,v 1,v
Si={...m; ",m; om0 ),

where mﬁ’v < mﬁ“’” for all i € Z, be the set of all z-stable points labeled in such
away that m™" < v < m)"", and let AV be the smallest point such that

Wh)y = max W)
xe[mi‘v,miﬂ’v]
forall i € Z (see Figure 1). Note that we have m""" = m; ", m;"” = m;>" in the
notation introduced above, and that one of the points 4, ", h;"" is equal to A",

Definition 2.2. We will refer to the interval [hi_l’v, h;"v] asthet-stablewell ofmi’ Y.

Next, we define the stochastic process o; (v, z) = o (v, z)(W),t > 1 (recall
that we want In7 > 0), postponing explanations and comments on this definition
until Theorem 2.1:

1.Forz e [m?’v, m,l’v], define

o (v, z) = min{S©, sV, gOD g0y
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Fig. 1. On the definition of m"* and h’"".

with
SO = W= Wt )+(Wi ) =W ") +(Wa ) - wa9)
SO = W= Wony+ (Wt -wa )+ (Wb - wara)
SOV = W)~ Womly + (Wi = W)
(Wt = wny )+ (WH = W) ~nt) .
S0 = W) = Wend) + (War ) — wa ™)
+(W(hl_’z) - W(hf’z))Jr + (W(h?’“) —W@mM) —In t) .
2. When z € [m*V, h*] for some k > 1, define

o (v, 7) = min I(W(h;“”) - W(h,_’”)>+; WOy — W) — lnt}
k—1
+3 (W(h;"”) —W@m") —In r) L W@ — W),

i=1

3. Whenz € [hf’v, mf“’”] for some k > 1, define

o (v, 7) = min [(W(h,”) - W(ht_’”))+; W (oY) — W md?) — lnt}

k—1
+y (W(hﬁ’”) — W) —In z) F W) — Wk

i=1

+min {(W(hf’z) - W(hj’z))+; W %) — W(mktY) — lnt}.
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4. When z < v and 7 ¢ [m?’v, mtl’v], define o (z, v) by the symmetric con-
struction.

One readily checks that o; (v, z) is a.s. positive for ¢ > 1 and, from Brown-
ian scaling, that the process «; (v, 7) itself has scaling properties, precisely, for all
A >0,

5 (A2 ’)»2 law
(W)s 1 = (a5 (v, 2))s>1- )

Now, we state the main result of this section.

Theorem 2.1. Fix an arbitrary M > 0. With o; (v, ) defined above, it holds that

InP,[£Y = :
swp | MPelsr =Adr @) e babiliny.

[v],lz|<M In? ¢ Inz

Moreover, for any fixed v, z € R

InP, [é[v In?¢ =z ln2 1]
Int

—> —(v,2)

in law as t — oo. (In this formula, vIn® t and z1n? t stand for their integer part.)

We now comment the definition of (v, z), starting with the case z €
[m>, m!}*]. Note first that, if W (i;"V)— W (h,"")>0and W (h,5)—W (h; %) >0,
then S© = W(z) — W(m?") is larger than S©D and S More generally, when
v and z are attracted (at time horizon ) by the same point in S;, i.e. when m? = m;
(or, equivalently, when [W (h,") — W (h;")I[W (h;”%) — W (h;%)] > 0), then the
definition of o; reduces to o; (v, z) = min{S®, S} In particular, o; (v, v) reduces
to this simple formula, see (8) below. The cases 2) and 3) in the definition of o, (v, z)
above are the formal extension of the case 1) to positive k. In fact, we will see from
the proof of Theorem 2.1, that each one of the four terms SO g g0 ¢10)
corresponds to a different strategy for the walker starting from v to be in z at time
t. The term S© comes from such paths, but which also hit m?’” before time 7. Let
us depict this strategy as v — m?’” > z. Then, the term S corresponds to the

strategy v > m > z, SO to v > m>? > m’ > z (paths which hit m>"?

first, then m, ", before time 1), and S0 to v > m)" > m>’ > 2.
The case v = z = 0 is of special interest. Introduce the shorthand notations

m,jE = m,i’o, h,jE = hti’o, and consider &; = «;(0, 0), i.e. the random process

Gy = min{2(W (h") = W(hy )T = W(m); 2(W () = W)Y = W(m)}.
®)

Clearly, & is a.s. strictly positive for ¢ > 1. The process & is piecewise constant,
non-decreasing with limit 0 as ¢ — 0+ and has finitely many jumps on compact
intervals of (0, 0o). An immediate consequence of Theorem 2.1 is the following
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Corollary 2.1. With &, from (8) it holds

InP, [0 = 0] + &
Int

—> 0, in P-probability.

In particular,

InP,[&) = 0] .
Int ¢

inlaw ast — o0.

This result does not relate to the (annealed) asymptotics in [7] for the time,
after ¢, of return to the starting point.

From the scaling properties of the Brownian motion and (8) it is elementary
to conclude that the times of jumps of the process Bs = @,.s form a stationary
point process. We do not discuss here the questions related to the distribution of
that point process (this is similar to so-called aging properties of random walks in
random environment; cf. e.g. [13, 22]).

In the next theorem, we compute the law of &.. As can be seen from scaling
properties, this law does not depend on o, i.e., it is the same for all the random
walks in random environment satisfying Conditions S and B.

Theorem 2.2. The positive random variable &, has density

_ 2—z—(z+2)e %, ifze(0,1),
P = { ([ — Nz —2)e %, ifz>1,

and Laplace transform

4e=5 4+ 2(s2 4+ 25 — 2)
s2(s +2)?

Ee™% = ©)

2.2. Moderate deviations

The classical result of Sinai [20] shows that at time ¢ the particle, which performs the
random walk in random environment satisfying Condition S, should be at distance
of order In” 7 from its starting point. In [8] Hu and Shi identified the upper limit
for the walk: lim sup ég‘,?/((ln2 n)(Inlnlnn)) = 8/7202, a.s. As for the quenched
probabilities of large deviations Pw[sto > tu], the present model in Sinai’s regime
is covered by [6, 2] and the decay is exponential in ¢, but also different regimes
are considered when Condition S is not satisfied, leading to full variety of behav-
iors (see [22]). Therefore, in the case of Sinai’s regime, there remains a big gap
corresponding to moderate deviations, in spite of partial results in [3, 8]. We hope
to partially close this gap with Theorem 2.3 below. It is strongly believed that the
large deviations rate function is non-analytic at O (cf. [6, 2]), this makes any mod-
erate deviation result interesting and rather hard to predict. Let us introduce some
notations. Fix M > 0, and consider a positive increasing function ¢(¢) such that
@(t) —> oo ast — oo. For all t > ¢°, define the interval R; (¢, M) by

Ri(p, M) =[In’t x Inlnlnz x ¢(r), In*tM 1].
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Theorem 2.3. For any such ¢ and M we have

21nP,[£0 > 7]

— +1| — 0 P-a.s. (10)
eRe,M) o%zIn"'t

as t — oco. The same result holds if one substitutes &0 by max;<; £0.

2.3. On the time of the first return to the origin

We finish this section by stating the following interesting fact.

Theorem 2.4. Lett = inf{t > 0; E) = 0, there exists s < t : £0 # 0} be the time
of first return to the origin. Then, for all a > 0, it holds that E,T% = oo P-a.s.

This result (to be proved in Section 5) shows that, although the Sinai’s random
walk in random environment gives an example of strongly subdiffusive behaviour
(In?  instead of 4/7), it may be nevertheless very difficult to get back to 0.

We end this section with two general, important remarks.

Remark. The results of Section 2 are stated for a continuous-time random walks,
but it can be shown that the same holds for the discrete-time Sinai’s random walk
as well (provided that the analogue of the Condition B is satisfied). We have cho-
sen the continuous time because of the fact that the discrete-time random walk is
periodic, and this provides some additional technical difficulties, especially when
dealing with the spectral properties of the reflected walks.

Warning. Observe that, according to Definition 2.1, the points m, m’ are not gen-
erally integers. Thus, throughout this paper, the statement “the random walk hits a
t-stable point” means that it hits the site x € Z which is closest to the ¢-stable point.
As a rule all through the paper, real points x € R will be replaced, if the context
requires, with the closest integer, that we may still denote by the same symbol x,
if no confusion can occur.

3. Some preliminary facts

First of all, we recall the following basic fact. Define
TA(EY) = inf{t > 0; § € A} (11)

the hitting time of the set A for the process £* (random walk in random environment
which starts from x). For any integers a < x < b, the probability for £&* to reach b
before a can be easily computed:

S g eV OV@

fo:a+l V-V’

Poltp(E") < 1 ()] = 12)

see e.g. Lemma 1 in [20].
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On the other hand from (2), if x is not too far away from the origin, then V (x)
and W (x) are rather close for the vast majority of environments. Hence, it is con-
venient to introduce the following set of “good” environments, and to restrict our
forthcoming computations to this set. Fix an arbitrary My > 0; for any ¢t > e, let

r, = {a) V() = W)| < Kolnlnz , x € [—InMo ¢, 1Mo z]}, (13)

where Ko € (0, 00) is chosen in such a way that for P-almost all w, it holds that
w € I’y for all t large enough.

Before showing existence of such a K, we emphasize an important remark, in
the spirit of the above warning. In the definition (13) of I';, x is a real number, and,
as usual, V (x) is a slight abuse of notations for the value of V at the integer lattice
site closest to x, in contrast with the value W (x) of W at the precise x € R.

Clearly, there exists a finite Ko = Ko(Mp) such that P[there exists s : w €
Iy, t > s] = 1, because of (2) and from the uniform continuity modulus of W on
a bounded interval.

All through, we will repeatedly use that, for w € I';, the estimate

In P, [7(EY) < 7a(E%)] — (max W — max W)

< 2Ko+Mp)Inlnt = o(Int)
(a,x] (a,b]

holds uniformly in a, b € [—InM0 ¢ InMo¢], a < b.
3.1. Spectral properties of reflected random walks in random environment

We will often consider couplings of our random walk in random environment with
reflected ones. In this section, we recall some useful facts. Let I = [a, b], —00 <
a < b < 400, be a finite interval in Z. The random walk in random environment
reflected in I is the Markov process él which has the same jump rates as &£ in the
open interval (a, b), which jumps from a to @ + 1 at rate »; and from b to b — 1
at rate ), . This process is ergodic, with the reversible, invariant measure w! given
by

ul () = 9x<29y)71, xel,

yel

and p! (x) = 0 for x ¢ I. From Condition B it follows that

—1 -1
Kle—vu)[ze—vm] <ul(x) < Kze—voo[ze—vm] (14)

yel yel

for all x € I. Reversibility means that the generator £/ of .f,? I'is symmetric in the
space L2(u'), and it defines a symmetric Dirichlet form £! on this space,

2
EL D) ==L N = 2. (fer+ D= f@) w! o

x€la,b)
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The spectral gap of £! is defined by
D) =inf{E1(f £ Y fAeu 0 = 1. feou’ () = o).
xel xel

The speed of convergence to the equilibrium relates to the spectral gap: forx, y € 1
ands > 0,

I
e LS

n! ()
see Corollary 2.1.5in [18]. Here again, we do not indicate explicitly in our notations,
the dependence of /LI, EL LI () on w.

The spectral gap of a general birth and death process can be precisely estimated
using a result of Miclo. For any A C I define u(A) := erA u(x); letting

Polé] =x 18 = y1— )| = (

BLG) =sup (Y (w0 )u!Lx. b, (16)
Xy

B! (l)—sup<2(u o)™ )il @, 21, a7)
xX<i y=x

and
B! = mi?(Bi (i) v BL (i),
1€

we have, from Proposition 1.3 of [15], that
2
4Bl = Bl
Consider an interval I = [a, b], a < b. The elevation of I (cf. [14]) is defined
as the Brownian functional

<) < (18)

&(I) = max max {W(z) W(x) — W(y) + min W(v)}. (19)
x,yel ze[x, vel
Our convention is that [x, y] denotes the interval with endpoints x, y regardless of
x < yorx > y.lItcanbe easily seen that in the definition of (/) one may assume
that y is the global minimum of W on I, x is one of local minima, and z is one of
local maxima of W(-) in [a, b] (see Figure 2). Clearly, (1) < &J)if I C J.
It follows from (19) and Definition 2.1 that for a ¢-stable point m,

¢[l,r] <Int (20)

with! = I(¢t, m), r = r(t, m). The following result shows the interest of the quantity
defined by (19).

Proposition 3.1. Fix an arbitrary M > 0. Then
. |InAla, b] + €[a, b]|
lim sup

F=00 4, b1cl— InM £,InM 1] Int

=0 P-a.s.
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W(Q)

%

&)

Fig. 2. On the definition of elevation (/) on the interval I = [a, b].

Proof. For fixeda, b € [—In™ ¢, In¥ t] abbreviate I = [a, b]. Using (1) and (14),
we estimate the spectral constants Bf_L(i ) defined in the formulae above (16)—(17):
fori eI,

K { V) — min V{ }
1 exp n,“}’éz[k?[?’}] (k) ler}ljgj D]

< B+(l)

< K2|I|2exp{ max [ max V(k)— min V(l)]]
j>i,jel keli,j] el,l>

and similarly for B! . Using now (13) and (18), we see, denoting

bl i >,
H(”J)_{[a,j], if j <i,
that

(1n)\(1)+min[max[ max W(k) — min W) ):0(lnt) 1)
iel U jel keli,j] leH3,j

uniformly in I = [a, b] C [—In™ ¢, 1nM t], P-a.s. Taking now x to be the global

minimum of W on 7, y and w local minima and z the maximum of W on [x, y], it
is then easy to see that

min{max[ max W(k) — min W(l)]}:QE(I),
iel U jel keli,j] leH, j)

and we finish the proof of Proposition 3.1 by using (21). O
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3.2. Upper bound on the probability of confinement

Let m < m' be two neighboring f-stable points (i.e., (m, m’) NS, = @, where
S; is the set of all 7-stable points). Our first goal in this section is to show that the
random walk starting somewhere in between m and m’ will hit, with extremely high
probability, at least one of the points m, m’ before time ¢ (Lemma 3.1). Suppose
also that m, m’ € [— In™0 ¢, InM0 ¢], with My from (13).

Let 4 € [m, m’] be such that

W(h) = max W(y), (22)
yelm,m’]

and fix some number « > O (in the sequel we will generally suppose that « is a
constant, but this technique can be used with Inx = o(Int) as t — 00).

We study here the probability of confinement P, [t(y ) (§*) > t/k], making
use of the excursions of the random walk from the point 4.

Let étx be the reflected random walk in random environment on the interval
[m, m’] starting from x € [m, m']; clearly, T my (§%) has the same distribution as
Tim’ ,m) (";:x)

We need to consider two other processes, which also are reflected versions of
our random walk in random environment: Let §X*+ be the reflected random walk
in random environment on I T := [k, m’] starting from h, and let éx >~ be the re-
flected random walk in random environment on / = I~ := [m, h] starting from x
(without restricting of generality we suppose that x € [m h]). The process got
has the same jump rates as £ on (h,m'], but jumps from A to h + 1 at rate wh ,
while E" has the same jump rates as E" on [m, h), but jumps from h to h — 1 at
rate y, .

It follows from the excursion theory for Markov processes that our reflected
random walk in random environment can be obtained by mingling these two walks.
Indeed, let S,jf, n > 1 be the n-th excursion time from £ for é" =+ et Zh’i(~) be
its local time at point 4, and ¢F be its n-th excursion. It is well known that the
excursion processes

+
=D dnicshych)

n>1

are Poisson point processes with intensity measure ds ® wfui (seee.g. [17], VI-
43). Here v* is the probability distribution (the so-called excursion law) of our
reflected random walk in random environment starting at 2 & 1 and killed at 4.
Considering the excursion process is equivalent to considering the Markov process
itself, and N, N~ are independent. The superposition N’ 4+ A~ is still a Poisson
point process with intensity ds ® (w;[v’L +w,v)=ds® (w;lr + w, )v, where v
stands for the excursion law of é *_ It then follows that N'* + N~ is the excur-
sion process of our random walk in random environment éx reflected in [m, m'].
(Assuming x € [m, h] as above, we need first to patch é‘x*’ until it reaches £.)
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Therefore, for « > 1,

Poltim.m E) > t/k] < Pol{tw E¥T) > 1/ (2} U {twEV7) > 1/(20)}]
< PoltwE"F) > 1/(26)] + Poltn(EX7) > 1/(26)].
Let n be a positive integer. Since rm/(éx’+) > t/(2k) implies §f+ #+ m', for
s =kt/(2xkn),k =1,2,...,n, we can use the Markov property and (15) to get
Poltw EVF) > 1/(26)]
< sup Pw[é,y)’(’gm) #m']"

yeIt\{m’}

/
= (1 — pp+(m) + [ e (m) ]l/ze—w*)t/(zkn))”
1nfxe1+\{m/} W+ (x)

4 1/2
< exp{ - n(p,,+(m’) - [““—(m)] e—“’*”/@"”))}. (23)
inf 7\ gy g+ ()

Now, denote y1 = maxyepm,m V (X) — mingepn m V(x), Ay =m’ —m, and
take n as the integer part of p2(=€uH s ), which is strictly positive, see (20) for
a similar fact. As, by (13), u+(m') > K1(Ay In?X0 1)~ with this choice of n the

formula (23) implies that

Pyl T (éxHr) > 1/(2K)] <exp { _ t%(17€(1+)ln*l 1) (KI(AI ln2K0 t)71
A+ @(1+)t%(]7€(l+)ln*1t)
e L
K

We have obviously a similar estimate for £~ Hence, we have proved the
following

Lemma 3.1. Lett > 1, and I :=[h,m'] and I~ := [m, h] (which depend on t).
For all x € [m, m’], it holds on T'; that

Pt m) () > 1/k] < exp{ _pa=eaHmtn (Kl(Al 1n2K0 )1

A(IH)e €Uz (1—€U ) I~ 1)
_Kzem/zexp{_ (e & })}
K

“rexp{ _ t%(1_6(17)1n71 1) (Kl (Al 1n2K0 t)_l

A )€U (I=EUI ) I~ 1)
— Kae" eXp{ o 2 })} ’
K

where K1 and K> are absolute constants.

Now we finish this section by considering another typical situation, for which
the probability of confinement is extremely small. Consider an interval [k, h] C
[—InMo ¢ 1nMo ¢] (M is from (13)), and let m be such that

W(m) = min W(x);
x€[h,h]
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Suppose also that

W(h) = max W(x), W(h) = n[laxh]W(x).

x€lh,m]

Now, we assume that
min{W (h), W(h)} — W(m) < (1 — &) Int
for some fixed €1 > 0, implying that [fz, h] is not a t-stable well. Assume also that
Elh,h] < (1 — &) Int

for some ¢, > 0. For any x € [h, h], we are going to study the probability of
confinement Pw[r{;’ h}(Ex) > t/k], and show that it is extremely unlikely for the

walk to stay in the interval [h, h] up to time of order ¢.
Without restricting of generality, suppose that W (h) — W(m) < (1 —¢&1) Int. It
is a fact that the distribution of the random variable LT (&) depends only on the

environment on the interval [ﬁ + 1, h — 1]. So, the first idea would be to consider
the random walk in random environment with reflection in fz, h, and use the same
method as in the proof of Lemma 3.1. This, however, does not work because of the
fact that 1 (1) can be rather small. To get around that difficulty, we use the following
construction. Consider a random walk in random environment £* on the interval
[fz, 2h — m], defined as follows:

e there is reflection in / and in 24 — m;

e on [A, k], this random walk has the same transition rates as £*;

e fori =1,..., h—m—1,wedefine the jump rates J);l:i =y, cT);Jri = cu;l[i,
and @, = c?);“ := wy, , so the part of the potential V (-) on [m, k] is “reflected”
around /& onto [k, 2h — m].

We use symbols with “~” to refer to this new random walk in random environ-
ment ¥, e.g. V denotes its potential on [h,2h — m]. From this construction and
the definition (19) it follows that G[h 2h —m] < (1 —e3)Int, where g3 = €1 A &).
By symmetry, V(2h m) = V(m) and then (2h — m) > K,u(m) by (14). Now,
observe that Tiiony (i—‘ ) < rh(?; ) < Top— m(é;‘x) for any x € [h + 1, h — 1]. Using
this observatlon we proceed analogously to (23) and we get the following estimate:

Lemma 3.2. Let y» = max{V(h), V(h)} — V(m), Ay = 2h —m — h, and &3
defined above. For any x € [h + 1, h — 1] it holds on T'; that

Pw[f{f,’h}(éx) > t/k]

)_»(I)eé(l)t“/2 })}

<exp { — 83/2 (Kl(Az In2K0 =1 — K,er2/? exp { — 3
K

where I := [fz, 2h — m].

To conclude this section, we note that the upper bounds in Lemmas 3.2 and 3.1
are stretched exponential as t — 00, and therefore are negligible compared to any
negative power of ¢, in P-probability.
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3.3. Cost of escaping from a t-stable well

First, we need the following fact:

Lemma 3.3.(i) For some K1 € (0, 00), we have foralls > 0,x,y € Z

s+1
Polty (£%) < 5] < K, fo PolEr = yldu.

(ii) Also, for some K, € (0, 00), we have foralls > 0,x <y € Z

Polty (%) < 51 KaPolr, (&™) = 5] /0 PolE} = yldu

(the extension to the case x >y is straightforward).

This lemma is of interest for us, since it is easier to estimate P, [£} = y] using
reversibility, than to estimate the quantity P,[7,(§*) < 5] of interest.

Proof of Lemma 3.3. Indeed, if Ny(£%, t) denotes the number of visits of the pro-
cess £* at y before time ¢, we have by Fubini’s theorem

s+1 s+1
/ Pyl&) = yldu =E, / Ligr—yydu
0 0

> K3E,Ny(&", 5)
> K3P,[Ny(E*,5) > 1]
= K3P,[1y(§") < 5],

where K3 = K3(y) € (0, 1) is the expectation of the minimum S A 1 between an
exponential random variable S with rate a);r + ) and 1. Using Condition B we see
that K3(y) is bounded from below by some universal constant, which concludes
the proof of the the part (i).

As for the part (ii), first of all, let us place a reflecting (to the right) barrier at
site y; clearly this does not change the distribution of the random variable 7, (§%).
Now, we use Fubini’s theorem, Condition B, and domination by a geometric random
variable to get that

S S
f Pyl = yldu = Ew/ Ligr—yydu
0 0

KSPw[Ty(EX) <s]
= T=Run@ ) <sl

< K4E,Ny(§",5)

which proves the part (ii). O

Again, let m < m’ be two neighboring z-stable points and 4, defined by (22), is
the highest pass between them. In this section we study the cost of escaping the z-sta-
ble well of m in the given direction (all results are stated for the escaping to the right;
their extension for the other case is immediate). Throughout this section we sup-
pose that all the #-stable points in question are within the interval [— In™0 ¢, In0 ]
(with My from (13)), and that w is from I';.
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Lemma 3.4. There is a constant K > 0 such that for any x > h and any s we have
Polte (™) < s] < K(s + 1)e VTV,
Proof. Combining Lemma 3.3 (i) with reversibility and using (1) we obtain
Pyltx(§™) < 51 < Pyltn(§™) < s]

s+1
< K / PolE" = hldu
0

s+1 O P
=& [ Spulsl = midu
0 Om
< Ke(s + D)e™VMFVm, (24)
which proves the lemma. O

To provide an analogous lower bound, first we need to estimate the probability
that a particle which started from a given ¢-stable point will be in this point after a
given time. To this end, let 77 = sup{x € S, : x < m} and denote by A the point
such that W (h) = maxyepn,m] W(y). Define, for a fixed K > 0 and any s > 0

0.k (m, hoh)=(h— ,;)—1 In—2Ko 4 _ p=Mhhls _ Kse—min{V(ﬁ),V(h)HV(m)
(25)

(the constant K is from (13)).

Lemma 3.5. There exists a positive constant K such that, for any s > 0, we have
onT,

P,[E" = m] > gy x(m, h, h).

Proof. Let € be the reflected random walk in random environment on [h, h starting
at m. Then, by a coupling argument,

Pul§)" = ml = Pulés = m] = Poltj , (E™) < sl. (26)
For the first term in right-hand side of the above display we use (15), and obtain
Pulés = ml =y (m) — eI, 27)
Analogously to Lemma 3.4 we can write
PolT; (™) < 5] < Ki(s + 1)e”VPHVEm,
Therefore, the last term in (26) can be bounded by
Pa)[T{ﬁ,h}(gm) <s] =< Pw[ffl(%_m) < 5]+ Pyltn(E™) < 5]
< Kose™ min{V (k). V ()}+V (m) (28)

Note that, by (13), :““[i;,h](m) > (h — h)~'In"2K0¢. So, inserting (27) and (28)
into (26), we finish the proof of Lemma 3.5. |



588 F. Comets, S. Popov

Now we give a lower bound for the probability of escaping from a ¢-stable well.

Lemma 3.6. Suppose that

(m' —m) ' In—2Ko¢

Poltimm) (EM) > s/4] < 5 : (29)

Then there are constants K', K" > 0 such that on T';

K'¢s.x (m, I, h)seV m=V®)

Polmn(§™) < s]= o — 2 Ko7

(1 - 1<”(s+1)ev<m>—v<h>)+
(30)
with the quantity ¢s x (m, h, h) defined by (25).

Note that, for typical w and s < ¢, the positive part in (30) will be larger than
1/2.

Proof of Lemma 3.6. Note that the formula (12) together with Lemma 3.4 imply
that for any s < ¢

Polta ("1 > 51 > Pylun ") < m(E""D)IP,[ta (™) = 5]

+
> K(m' —m)~'(In~2K0 ) (1 - K”(s+1)e"<’")*v<h>) .

By Lemma 3.3 (ii), and by reversibility,

Pulth(E™) < 5] = Pulrp (") > 5] / ' Py[£" = hldu
s/2

> O bl = 5] inf PulE! = m]
20, uely,s]
> I p ) = 5] inf PulE" = m]
- 20, @ - F<uss @tou
X Pltm (E") < T (E"); T (") < 5/41. 31)

Using (29) and (12), we get

Po[Tm (EM) < T (EM); T (€M) < 5/41 = Pultm (€M) < T, (EM)]
— Pyl (") > 5/4]

> —(m' —m)~ ' In~ Koy,

| =

Applying Lemma 3.5 to the infimum in the right-hand side of (31), we then obtain
the desired result. O
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4. Proof of Theorem 2.1

The present section is dedicated to the proof of the first statement in the theorem,
since the last one directly follows from the scaling property (7).

For fixed w and all x € R define the “logarithmic stability index” J(x) = J,(x)
of x, as

J(x) = sup{u > 0 : x is e"-stable}.

Let M > 0 be as in Theorem 2.1. Recall that §; = {... ,mfl’o m? 0 mtl’o, .
is the set of all 7-stable points enumerated in the increasing order and such that
m? 0 <0< m,l’o, and hi’o is the highest pass between mi’o and mi“’o. It will be
convenient to exclude some particular cases for the potential W, including ties and
other pathologies, which happen with small probability.

Definition 4.1. For any fixedt > 1,6 € (0,1), L > 2, A > M, a particular
realization of the random environment w is called (8, A, L, t)-good, if
(i) there exist i, j such that m'°, hi®, m*'0 e (Mn2t, AIn?t] and m?"°,
R0 i “)e[ Aln®t, —M In? r),
(ii) we have |S; N\[—=AIn%¢, Aln®¢]| < L;
(iii) for any x € [—AIn>t, Aln? 1] it holds that 3(x) ¢ [(1 —8)Int, (1 + 8) Int];
(iv) max{|W(x)|;x € [~AIn®7, Aln%¢]} < L1Inz.

The following two lemmas will play a crucial role in the proof of Theorem 2.1.

Lemma4.1. Let w be (8, A, L, t)-good and let k be sucfl that j < k < i, where
i, j are from Definition 4.1 (i); abbreviate m := ml;’o, h = h;‘_l’o, h = hf’o.
Then,

(i) we have €[h, h] < (1 — 8)Int,
(i) min{W (h), W(h)} — W(m) > (1 + 8) Int.

Proof. Starting with (ii), we see that the left-hand side is not smaller than In?,
by definition of h,h.Setm' = mk'H 0 , and argue by contradiction. If W (h) —
W(m) < (1+68)Int,thenm ¢ S;115 orm’ ¢ S,1+5 (Where the first case happens if
W(m) > W(m'), though the last one happens if W(m) < W(m’)), which would,
in turn, imply that J(m) < (1 +8)Int or IJ(m’) < (1 4+ 8) Int, a contradiction (as,
clearly, J(m) > Int and J(m’ ) > Int). We now prove cla1m (i) in the lemma. By
def1n1t10n of h h, we have (’E[h h] < Int. Conversely, QE([h h]) = J(x) for some
X € [h, h] and our claim follows directly from Definition 4.1 (iii). O

Lemma 4.2.(i) Plw is (5, A, L, t)-good] does not depend on t;
(ii) For any fixed M and any ¢ > 0 one can choose A, L large enough and § small
enough in such a way that Plw is (§, A, L, t)-good] > 1 — e.

Proof. First, the part (i) follows directly from the scaling property of the Brownian
motion. As for the part (ii), note that the set of all x which have positive index J is
countable. Moreover, for any a > 0,0 < ¢ < d, the set

{x €e[—a,a]:T(x) € [c,d]}
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is P-a.s. finite, and, finally, observe that P[w is (0, 0o, 0o, f)-good] = 1. Using the
property (i), it is then not hard to get (ii). O

Now, we begin proving Theorem 2.1. Fix arbitrary ¢ > 0; by Lemma 4.2 (ii),
there are A > M, L > 0 and § > 0O such that

Plwis (8, A, L, t)-good] > 1 —¢.

Since the goal is to prove the convergence in P-probability, from now on we restrict
ourselves to the set of (8, A, L, t)-good environments.
For the sake of brevity, in the rest of the proof of Theorem 2.1 we suppress the

@, 9

superscript “v”” and the subscript “¢” in m-s and h-s.
4.1. The case z € [mo, m!]

The following decomposition is the key for our analysis:

Pul§) =z] = Pyl§ =z, T{ml,mo}(";:v) > /3]
+Pulé =2, 1,1 (") <1/3, 7,0 (") < 1,0(5")]
+Pul& =2, 1,0(") <t/3,7,0¢E") < 1,1 ()]
=T +T+ T3, (32)
with 7.(§) defined in (11).

First of all, let us show that the term 77 is negligible. To this end, we use
Lemma 3.1 and note the following:

e By Proposition 3.1, A(1)e€!) = 1° ast — oo forany & > 0, where I denotes
either [m®, 197, or [h°, m!].

e As wis (8, A, L,t)-good, we have that (using the notations of Section 3.2)
Aj <2A1n’¢, and, by Lemma 4.1, 1 — &(I)In~' 7 > §. Also, by definition, for
(8, A, L, t)-good environments in I';, y; < LInt.

Thus, Lemma 3.1 implies that for (§, A, L, t)-good environments in I';, we have
T < Pyt oy (V) > /3] = o(exp{—1*/*}) (33)

ast — oo, uniformly in v, z € [—Mln2 t, M In? t].

Upper estimate for 7'>. Conditioning on the o-field 7,1 ,,0 generated by £ up to
the stopping time ,,1 ,,0y, We get by Markov property and using reversibility that

T2 = Ewpw[g:tv = Z7 Tml(gv) S t/37 tml(év) < Tmo(gv) | fml’mo]
=Eo (Pw[é}" =2 [ Fut oz g0)<t/37,1 (S”)<fmo($”)})

< sup Pu[E" = z] X Pol1,1 (") < /3, 7,1 (€Y) < 7,0 (V)]
s€[0,1]

=< O sup Py[£8 =m'] x Pyl1,1 (E") < 7,0 (EV)]. (34)

m! s€l0,t]
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For s > 0, write

PylEl =m'] < Pyl1,,1 (%) < 1,0(69)]

+Pu[Ef =m', 1,0(6%) < 1,1 (§9)]

= Py 1,1 (£%) < 7,0 (§9)]
+ o (Lt 0t,11,051Pol 5 = m | Fot o)

< PolT,1 (%) <T,0(£9)]
+ Pol0,0(69) < Tyt (E9) A 51X Pyl (E™) <]

< PolT,1 (%) <7,0(£9)]
+ Pol0,0(6%) < Tt (6] X Pol1,0 (™) <. (39)

Finally, from (34), (35) and from Lemma 3.4 we obtain that, on I';,

92 v v
T2 S Epa)[fml(g ) < ‘Cmo(é )]

m

x (pw[fml (%) < T,0(€9)]

+ Pl (69) <7, (€91 [ K3+ D’ ™=V 36)
Combining this with (13) and (12), we obtain that
In7> < —min{SDV, s19} 4+ o(Int) (37)

as t — oo, uniformly in v, z, for (8, A, L, t)-good environments w € T';.

Lower estimate for 7',. A calculation similar to (34) yields

= O Pul&f = m'] X Pylr,1 (") < 1/3, 7,1 (6Y) < 7,0(EM)]. (38)
!

9_ se[2t/3,t]

For the last term in (38) we use the estimate

Pult,1 (") <1/3, 7,1 (") < 7,0(E")]
= PylT,1 (") < 7,0(§")]
—PulT,1 (§") < 7,,0(8"), Tyt 10y (§7) > /3]
> Pult,1 (") < 1,0(§")] = Poltpy oy (") > /3], (39)

Analogously to (33), using Lemma 3.1 we show that the last term in (39) can be
neglected for all ¢ large enough on the set of environments which are (8, A, L, )-
good and belong to T';.
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For the second term in the right-hand side of (38) we use the estimate

PolEl =m'] = P[EF = m', 1,1 (%) < 1,,0(%), Ty oy (%) < 1/3]
+PolEf =m', 1,0(E%) < 1,1 (E°), Tt 0y (E°) < 1/3]

=Ey (l{r(ml,mo,<sZ><(t/3>Armo@Z)}Pw[ff =m'| fml,mo])

+ E“’(1{f<m1,mo,<51><(z/3>m (e)Polty =m' | fml,m"])

m

. 1
> inf  Pul&)" =m'] x Po[7,1 (%) < 1,0(E%), Tyt 0y (E°)
uelt/3,t]

1
t/3 inf P " =m'
< /]+ME%}1/6J] ol m']

X Ppl0 < 7,1 (§%) — 7,0(§%) <1/6, T 10y (%) < 1/3]

1
> inf P,[E" =m'
Z ,ank wl&) ]

X (PulT (6%) < 1,0(69)] = PulTy1 oy € > 1/31)

+ inf PIEM = m'] X Pylr, (") < 1/6]
uelt/6,t]
x (Pw[rmo(gZ) < Tt (E)] = ol Tyt oy () > I/S]).
(40)

Again, as before, Lemma 3.1 implies that for all # large enough on the set of
(8, A, L, t)-good environments in I';, we can neglect the two terms with a negative
sign in this lower bound.

To get a more explicit lower bound on 75, we now estimate the (second) inf-
imum in (40). We apply Lemma 3.5 to Pw[g,’fl =m!]withu € [t/6, t], taking
into account that, from Lemma 4.1 (i), the second term in (25) is negligible in
comparison with the first one, and that, from Lemma 4.1 (ii), the third term in (25)
is negligible. Hence we get that, for all ¢ large enough and all (8, A, L, t)-good
environments w € Iy,

1 1
inf P,[E" =m']> ~(AIn%¢) ! In"2Koy, 41
uegl/é,t] wl&, m]> 2( n“t)" In (41)

Now, coming back to (40), we first use, in the right-hand side, the first summand
only. Applying (12) to (39) and (40) and using (41), one gets from (38) that, if w is
(8, A, L,t)-good and w € Ty, then

InT, > V(m') = V(@) — (V(hH) = V()T
— (V(h™%) = V(h*) T +o(lnt)
= -5 4+ o(n1), (42)

with hT = h®?, b+ defined in (4), and S defined before Theorem 2.1. Now,
we only take care of the second summand in the right-hand side of (40), and we
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need to estimate the following quantity:

0
PylT,1 (™) <t/6]
> Pyl (E™) < /121 (1,1 (€"7) < 1/12]. 43)
Since (29) holds for (8, A, L, t)-good w € I';, we obtain from Lemma 3.6 that
In Pw[rml(fg"”o) <t/6]>Int — V(™) + V(mo) + o(Int), (44)

estimating the term ¢ g (m, h, h) in the right-hand side of (30) as in (41). Pro-
ceeding similarly to (42) from second summand in the right-hand side of (40), we
derive

InT > —S19 4+ o(lnt), (45)
for (6, A, L, t)-good w € TI';.

Final step. From (37), (42) and (45), we see that for (8, A, L, t)-good environments
from I,

In7> = — min{SP, $19} + o(In1).

Clearly, a similar result holds for the term 73, and we get from (32) and (33) that
for (6, A, L, t)-good environments from I';

InP,[& =z] = a(v, 2) + o(lnt) (46)

as t — oo, uniformly in v, z, with «(v, z) = min{S(O), s gOn S(lo)}. Since
P-almost all @ belongs to I'; for large enough 7, and from Lemma 4.2 (ii), the proof
of this case is complete.

4.2. The case z € [m*, m**+1]

Let us suppose that z € [mk, mk‘H] for some 1 < k < L. We have, by the Markov
property,

t
PolE! = 2] = fo PIE™. = Z1dPu [T, (EY) < 5]. 47)

First, we are going to obtain an upper bound on the right-hand side of (47). The
formula (47) together with the reversibility imply that
k
Pa)[gtv =z] < Pa)[ka (EU) < t]sup Pw[é}m =z]

s<t

OZ k
= Q_Pw[fmk (EY) < t]supP,[&F = m"]. (48)
k s<t

m

To bound Py, [7,,«(§") < t] from above, let us write

PolT, (EY) < 1] < Pyl (V) < tIP[T,2(E™ ) < 1].. . Pulr,u €™ ) <1].
(49)
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First, note that, by Lemma 3.4
PolTyist (E™) < 1] < Pylr, (™) < 1]
< K(t + e VTV, (50)
i=1,...,k— 1. As for the first term in the right-hand side of (49), we have
PulT,1 (") < 1] < Polt,0(6") < 7,1 (6")1PulT,1 (™) < 1]
+Polr,1(§") < 7,0 (EV)],

so, again using Lemma 3.4 to bound P,[7,,1(§"°) < ¢] from above (analogously
to (50)), together with (12), one gets that on I';

InP,[7,1 (") <] < max{—(V(AH=VH N Int+Vm®) =V h°)} + o(Inr).
In view of (49) and (50) this means that

InP,[7,c (") <t] < max{—(V(h") = V()" ;Int + V(m®) — V(ho)}

k—1
+ ) (nt+ V(m') = V(h')) + o(In1). (51)
i=1
Now, if z € [m*, h*], then we simply bound the supremum in the right-hand
side of (48) by 1, and use (13) to get that on I';
InPy[& = z] < max{—(W(h*) = Wh™)*;Int + Wm®) — W(h)
k—1
+ ) (nt + Wm') — W(h)) + W(m*) — W(z) + o(Int).
i=1
(52)

Suppose that z € [h*, m**1]. For s < r we bound Pyl = m*] from above
analogously to what was done in (35) to get that

Polt? = mM] < Pult,u (69 < Tt (ED] + Polre €™ ) < s;
using (12) for the first term and Lemma 3.4 for the second one, we derive

InP,[£7 = m*] < max{—(V(h %) — V(ho)T;
Inz + V() — v(h ™9} + o(Int). (53)

So, if z € [hF, m**1], using (51), (53) and (13), we get from (48) that

InPy[¢) = z] < max{—(W(h™) = Wh™ ) i Int + W) — W(i°)}
k—1
+ 3 (nt+ W(m') — W(h') + W(m*) — W ()
i=1
+ max{—(W(h™%) — W(hT)T;
Int + W — W9} + o(In ). (54)
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Now, we need to find the respective lower bounds. Using reversibility, one gets
from (47) that

PolE) = 2] > Polr,u (%) < /2] inf P& =
t/2<s<t

_ 92 v : z _ .k
= ﬂpw[tmk (&%) <1/2] t/zlggz Pyl =m"]. (55)

m

Analogously to (49), we have

Pult,(§Y) < t] > Pyl1,,1(§") < 1/(2k)]
XPolT,2(E™) < 1/Q2K)].. . Pult,« (E™ ") < 1/(2k)]. (56)

We first deal with the time that it takes to go from one #-stable point to the next one.
Write

Pttt (E™) < 1/(20)] = Pylti (B™) < t /(4P [T, (") < 1/(4K0)].
(57)

Now, from the fact that w is (§, A, L, t)-good, we obtain that (29) holds on I';. So,
from Lemma 3.6 one gets that (the term ¢; g (m, h, h) in the right-hand side of (30)
can be treated quite analogously to (41)) for (8, A, L, t)-good environments and
onI’;

In Pyl (E™) < t/(4k)] = Int — V() + V(m') + o(In ). (58)
As for the second term in the right-hand side of (57), it holds
ol Tpist (E" ) < t/(4h)] = Pyl T, (£ < T (E" ) z+1(~§hi) < t/(4k)]

= P mH»l (é;' ) < ‘le (S )
—Pw[f{mi,miJrl}(E ) > t/(4k)]

and Lemma 3.1 shows that on I';, the second term in the above display can be
neglected for (8, A, L, t)-good environments.
Since, by (12),

[0 E") < T, (E")] A Pyl (€M) < T (€7

oV )( 3 eV(y))

mi <y<mi+!

Z K(mi+l _mi)—l 1n—2Ko t

and since (m'T! —m') < 24 In2 ¢, we deduce from (57), (58) that for environments
which are (8, A, L, t)-good and belong to I';

InPylc,i+1 (E™) < 1/(2K)] = Int — V(h') + V(m') + o(nt).  (59)
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Then, we write

Pl (EY) < 1/(2K)] = PulT,0(E") <71 (EY): T,0(EY) <1/(4k)]
Polt, (E") < t/(4K)]
P11 (£%) <T,0(EY); 7,1 (V) <1/(K)].  (60)

Again, (12) and Lemma 3.1 show us that the last term [respectively, first term]
in the right-hand side of (60) is essentially e~ (VIHD=VHT)T [respectively,
e_(V(h_)_V(h+))+] for (8, A, L, t)-good environments from I';, and the second
term can be treated quite analogously to (59), so we see that

InPy[r,1 (") < t/(2k)]
> max{—(V(h") = V(h")T;
Int—(V(h™) = VDT = vn®) + vim® + o(n 1)
=max{—(V(hY) =V )T Int — V() + Vim®)} + o(nr),  (61)

observing in the last line, that the second term in the maximum is relevant only when
the first one is nonzero. Now, we have to deal with the last term in the right-hand
side of (55). First, suppose that z € [m*, h*]. Write

Poltl = m"] = Polr,e(6%) < 5/2] | inf Pl = m"],

and since /2 < s < ¢, using Lemma 3.1 and (12) for the first term in the right-hand
side of the above display, and Lemma 3.5 for the second one, it is not difficult to
get that

In inf P[5 =m*]=o(nr). (62)
1/2<s<t

Using this fact together with (59), (61) and (13), we obtain from (55) that, if
z € [mk, hk], then for (8, A, L, t)-good environments from I';

InP,[£ = z] > max{—(W(hT) = W) Inr + Wim®) — w(i°))
k—1 . '
+ ) (nt+ Wm') = W(hD) + Wm") = W) + o).
i=1
(63)

Consider now the case z € [h¥, m**1]. The Markov property implies that

Pol6l = m*] = Pyl (69) < Teet (69): e (6) < 5/2] inf Pyl&)" = mh]
5<us<s

+ Pol Tt (6%) < T,k (6%); Ty (%) < 5/3]
X Polt,k ™) < 5/3] inf Pylgr" = mhl. (64)
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Now, by (12) and Lemma 3.1 (note that if z € (A%, m*+1] then h—% = h*), we
have, as s > /2,

InPy[T,,« (&9 < ‘L’mk+1(§Z); T,k (&9 <s/2]1= V(h+’z) — V(™% +o(nt)
and, clearly,
InPg,[7,6+1 (%) < T,k (§%); T+1(E%) < 5/3]1 = o(Int),

for (8, A, L, t)-good environments from [';. By means of Lemma 3.6, the proba-

bility P, [7,,« (§ mit! ) < /2] can be bounded from below quite analogously to (59),
s0, taking (62) into account, we obtain from (64) that

In inf P,[£7 =mK]
1/2<s<t |

> max{V(hT?) — V(h~%);Int — V(h %) + Vm T} + o(n ).

Finally, using the last formula, (59), (61) and (13), one gets from (55) that, for the
case z € [hK, mkt1,

InP, (&' = z] > max{—(W (") = Wh )T Int + Wm®) — W)}
k—1
+ ) (nt+ Wm') = WhD) + Wm") - W)
i=1
+ max{—(W(h™%) — W)™
Inz + Wkt — W(h™%) 4 o(In 1), (65)

for (8, A, L, t)-good environments from I';. Combining now (52), (54), (63), (65),
(46), (37), we get

InP,[& =zl = a(v, 2) + o(lnt)

as t — oo, uniformly in v, z, for (§, A, L, t)-good w € T';. This completes the
proof of Theorem 2.1. O

5. Proof of Theorems 2.3 and 2.4

In this section we give a proof of the results concerning the “moderate deviations”
and the nonexistence of the moments of the time of the first return to 0.

Proof of Theorem 2.3. First, let us describe informally the main idea of the proof.
If mé’o and m§'° are two neighboring e-stable points and h};o is the highest
pass between them (recall the notation from the beginning of Section 2.1), then
define

i =Emg® —m,”); (66)

B2 =EWHL) — wiml%) —1 (67)
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(recall that W (-) is the Brownian motion with the diffusion constant o). Fix ¢; by
the scaling property of the Brownian motion, the mean distance between two neigh-
boring z-stable points is equal to 8 In” 7 (in the typical case, i.e., when the 7-stable
points under consideration are not those which are neighbours of 0), so there are
roughly B, lzIn2¢ points between 0 and z which are z-stable. By Lemmas 3.4
and 3.6, to go from mﬁ’o to mi“’o, we pay essentially exp{—W(hﬁ’O) + W(mﬁ’o) +
In¢}. From (67) and the scaling property, we have E(— W(hi’o) + W(mi’o) +Int) =
—pB21nt, so the total cost is approximately exp{— B, '8yzIn~ 11} by the law of large
numbers for independent, identically distributed random variables. In the follow-
ing, we make the above argument rigorous, but this requires some care. We begin
by providing an

Upper bound for P,,[£" > 7] Recall from Section 2 that m; " and m;"* are the

two ¢-stable points which surround z. Let N, (¢, z) be such that mﬁv“’(t’Z)’O =m,; .

w(£,2),0

To get from O to z, one has to pass through m, , SO we have

Polé! = 2] < Pult, mu.00(E”) <1]

Ny (t,2)—1 0
<Polr,0@E) <11 [ Polr,moE™) <1]

i=1
Ny (t,2)—1

< ] rolgueEm)=a (68)

i=1

Fix arbitrary ¢’ > 0. Using (13) and Lemma 3.4, one gets from (68) that for all ¢
large enough, on I';

No(t,2)—1
InPul&) >zl <— > (Wh")—Wm®) = (1 +e)nr).  (69)

i=1

Fix § > 0 and divide the time interval [e, +00) into a countable collection of
intervals I, := [e1 9", e(”‘”nﬂ), n=20,1,2,....As S; C Sy fort' <t, we
have

No@ "™ 2) < No(t,2) < NV, 2) (70)
for any z, w and all ¢ € I,. Define also

r® = inf U R/(¢, M) = inf (n’t x Inlnlnt x @(1))
tel,

tel,

= (14 89" In(n1n(1 + 5)).
For any ¢ > 0, denote by BZ the event

BE = {Ny(t,2) > (1 —&)B; ' 2(1+8)7", forallt € I, and z > r™}.
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For all i € Z, define the random variable ¢;(¢) := mi“’o — mﬁ’o. Note that, by the
Brownian scaling and Definition 2.1 it holds that

Gi(e'):i € Z) = (s%¢i(e)s i € I (71)
where the symbol “=” stands for the equality in law. Abbreviate gg = go(z) =

(1—e)B; 21 +8)"2", 50 2/g0 = (1 +8)>* (1 — &)~' B1. Using (70) and (71), we
get

PIBE] > PNy (e 2) > go(2). forall 7 > r™]

_ 80
=P Z & (e(1+‘3)n+1) <z, forall z > r(")]
Ci=1
_g0(2)
— B[ 371 +8*"Dgi(e) < z, forallz > r(")]

i=1

_ 80
—P[L 3 i) < (1—o) (1 +8) 28,
-804
forall go > (1 — &)y (e ™" ) In(n In(1 + 5))]. (72)

Now, define ;(t) = W(h"") — W(m®) — Inz; by Definition 2.1 and the
Brownian scaling,

(i(e"):i € Z) = (smji(e);i € 7). (73)
Again, as S; C Sy for ¢’ < ¢, we get from (69) and (70) that on T’

1
Nop (19" 7)1

WPl =2l<— Y ) —ga ot (74
i=1

for all t € I,,, where n is large enough. Define the sequence of events

-1
1 § n+1
D, = {g Y 0@ = g1 — ey (1 +8)"H!
i=1

forall g > (1 — )87 (e ) In(n In(1 + 5))}.

Note that, on D () BZ, it follows from (74) that

go—1

n+1 P
InPy[&) > 21 <= > (") —&'(1 48"
i=1

IA

IA

B B2l — &) —&'lzIn 1 (75)

forallt € I,z € Ri (o, M).
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Observe now that for i # 0, 81 = E¢(e), Bo = En;(e), that both se-
quences (& (e));ez+ and (n;(e));ez+ are i.i.d., and also that the random variables
¢i(e), ni(e) have finite exponential moments (this last observation may not seem
obvious; see the discussion in Section 6). It follows from Cramér theorem that, for
(11— 8)_1(1 + 8)2 > 1, there exist finite constants K1, K7, - - - > 0 such that

| &
P [g ZCi(e) >(1—e) '+ 8)_2,31:| <exp{—Kig0},

i=1
for all go > 1, and, in view of (72),
P(Bf)“] < K3 exp{—Kap(e" ") Inn} .
and similarly,
P[(D5)] < Ky exp{—Ksp(e" ") Inn)

for all n. Therefore, by the Borel-Cantelli lemma and since ¢ — o0, all but a
finite number of events DZ () B occur, implying (75). Since ¢, § are arbitrary, we
conclude that

InP,[° >
limsup sup InPol§ =21 < _

— == 1 P-a.s. (76)
100 zeRi(p.M) By PozIn 1

Lower bound. Fix an arbitrary &9 > 0. From now on we work with the set of all
t1~#0_stable points {... , mt_lf’go, m?{?SO, mtll’(_)go, ...} and the respective mountain
passes; for the sake of brevity in the sequel we suppress the subscript “¢1 =20 and
the superscript “0” in m-s and h-s. Define

N2 (1, z) =min {i cml > m min{W i~ WHRD) — Wm') > (1 + o) lnt}.
Define also

AP = {w: mle 62 < Jp3+M 4 NE(t,z) < In'™™ ¢, forall z € R, (p, M)};

from the fact that the random variable ¢ (e) = mg’o — mi’o has exponential tail, it is
. ~ €0
not hard to get that w € A;° for all ¢ large enough, P-a.s. Abbreviate it = m™Ne (-2,

Write
PulE) > 21 > Polt;(60) < t1Pu[T:(E™) > 1]
0 ! i
> Pw[fml(s ) < m]law[fz@ ) > t]
N (1,2)

mi—1 t
<11 Pofe ") = e | an
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Foralli =1,..., N:°(z, z) we have
P [r <L ]
eLm T NQ(t,2)

‘ mi—l t kil t
Pof5i1 6" = s Po[ e €D = s =] 08)

Now, analogously to (39), we obtain

Puf 7 (" 76" ) <7 6]

1t
)Sm]ipw[

P Tty ") > (79)

t
2N (1, z)]'

Note that, with A] , y1 from Lemma 3.1, we have A| < m, and,' by Condition B,
y1 < KmonTy ﬂA for some K > 0. Note also that, as m' !, m’ are ¢! ~0-stable
points, it holds that

'~ BV €T mf] < (1 — eg) Int. (80)

So, by Lemma 3.1 and (12), we get from (79) that on A;° N T it holds that
i—1 t
P [‘L’ i (g < —]
o C ) = NE

~_1 ~_1 *

m _ 2 m_ - 172 { _%}}

where 17 = min{)‘[miilihiil]e*c”:[m"’l,h"’l],)L[hifl’mi] —&[hi~n } Thus,
from Proposition 3.1 and (81) it follows that

NL(t,2)

: inf Z InP, [tm,- (EhH

4 ltweA nre 5

t
) < —2N50(t,z)] 50 (82)

ast — oo, uniformly in z € R; (¢, M).
To get a lower bound for the first term in the right-hand side of (78), we are
going to consider two cases.

Case 1: min{W (h'=2); W(hi=))} = W(m'=!) > (1 — 2)Inz.
Suppose that ¢ is so large that -7 <t/(2N;X(t,z)) forall z € R; (¢, M) on A°.
This means that

Pw[th1_| G > Pw[rh,-_l €' < tl—%‘)]. (83)

t
< -
)= 2N (1, z)]
We are going to use Lemma 3.6 to bound the right-hand side of the above dis-
play from below. By (80), one gets that (29) holds for all ¢ large enough on A;°.
Again by (80), we get that the quantity defined by (25) is bounded from below by
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const x In"VInt x In"G+M ¢ on A N T;. Applying (30), we obtain from (83)
that

In Pw[‘thifl(%'miil) < m]
> _(V(hi—l)—V(ml'—l) . (1—%0) lnt) +o(lnr) (84)

on AJ°NT,.

Case 2: min{W (h'=2); W(h'"H} = W(m'™") € [(1 — go) Inz, (1 — ) In1).
Analogously to (39), we write

P i (6" |z Palzi @) < mae™ )

1 t
< -
)= 2N (1, 2)

[t E ) | @5

t
T ANE (. 2)

and then proceed as follows. Using the fact that Jm'~Y > (1 —go)Iny, it is
straightforward to get that on I';

(VEH —vr 2T < v = v — (1 = o) Int + o(In1).
Thus, by (12), on A;° N T,
Pyt 1 (E" ) <12 (E™ )= —(VH )=V 2)T +o(nt)

>—VH Y+ vm' ™Y +A—ep) Int+o(nr).
(86)

Applying now Lemma 3.2 to the second term in the right-hand side of (85) and
taking (84) and (86) into account, we obtain that in both cases

1npw[rh,»_1(sm" ] > —VHEY + Vi) +(1—eo) In4o(n 1)

-1 t
) —| =
2N, (2, 2)
(87)

on A° N T.

Now, let us consider the first two terms in (77). As, by definition, m is a tlteo.
stable point, and z is not in the ' +%0-stable well of 7, by Lemma 3.4 it is straight-
forward to get that on I';

Pylr.(E™) > 1] = % (88)

for all ¢ large enough and all z, w. Then, we bound

Po T (69) = 53mi— |

2N,0(1,2)

> Polt, (69) < T-1(6)] = Po[ 7y ) 6°) > o]

2N (1,2)
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The first term in the right-hand side of the above display is essentially eV,
and the second one can be treated by using Lemma 3.1; from the existence of

exponential moments of fo(e) it is not difficult to get that

. t
inf  InP, [zml(so) < svma ) 0 (89)

zIn™'t pea®nr, (1, Z)]

ast — oo, uniformly in z € R; (¢, M).
Now, we insert (82) and (87) into (78), and then use (13), (78), (88), (89) to
obtain from (77) that

No(1,2)
P&’ > 21> — Y (Wh®) = Wimy®) — (1 —go)Int) + o(Int)  (90)
i=2

for all ¢ large enough on A%° N T;.

Note that the lower bound (90), to which we arrived, is essentially the same as
the upper bound (69). Analogously to what was done to derive (76) from (69), one
can obtain that

InP,[£0 >
liminf inf AnFelsr =2l

— =1 P-a.s.; 91
=00 zeRi(0.M) B B2z In~!¢

details are omitted. Combining (76) and (91), we get that

InP,[£0 >
WPl 22 4| o Paas
zeR(p.M) ' By PozIn" 1

In Section 6, we compute the value of the constants 81 and 8>, and together with
the previous limit, this proves (10):

Proposition 5.1 (to be proved in Section 6). For the constants 1, By defined in
(66) and (67), we have

Br=20"2 pr=1.

As for the proof of the corresponding statement for max;<; SSO , note that, anal-
ogously to (68)

Ny(t,z)—1 0
0 . mb
Po[max§; > z] < | |1 Polz,io(§™ ) =11,
1=

so the derivation of the upper bound for max;, <, ESO goes through with practically
no changes. Since, on the other hand,

Pw[r?gtx £) > 21> P,lg > 21,

the lower bound is straightforward. O
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Proof of Theorem 2.4. First, let us introduce some notations. For all n > 1, we
define

v, = min{x € Ry : W(x) < —2n},
and let u, be such that

W(u,) = max W(z).
z€[0,v,]

Then, define U, = W (u,)/n. Using a well-known formula about the hitting prob-
abilities of the Brownian motion, we write for any » > 0

P[U, < b] = P[Brownian motion hits (—2#n) before hitting bn]
b
b+ 2’

so the distribution of the random variable U,, does not depend on 7.
Now, for any ¢ < ¢, we have

Pyl > 1] > KPy[t, (6 < 10(E)IPylT, (6') > 1], (93)

where K = K(w) = Pyl1 (€% < 11 (€D Tt is elementary to get that for P-
almost all environments it holds that v, < n3 for all n large enough. By definition
of u,, vy, it is true that W(u,,) — W(v,) > 2n; from (2) we get that for P-almost
all environments

92)

3n
‘/ p— ‘/ > —
Zét[l()&}i(n] @ (Wn) = 2

for all n large enough. This shows that, by Lemma 3.4, the last term in (93) is greater
than 1/2 for all n large enough. Applying (12) to the first term, we get from (93)
that for all n large enough
Ige—nU,,

2n3
for all t < ¢". Now, integrating by parts, we get from (94) that

Pol[f > t] > (%94)

+00
E,T¢ / x4dP,[T < x]
0

+00
= a/ x4, [ > x]dx
0

¢ ke—nU,,
a/ x¢1 3 dx
0 2n

v

Izen(ann)

=3 95)

for all n large enough.

AsU,,n =1,2,...,1is an ergodic sequence and by (92), there exist an increas-
ing sequence n; such that U,, < a/2,i = 1,2, .... Thus, from (95) we get that
E,T¢ > I?n;3e“"i/2/2 for all i, and so E, 7% = oo P-a.s. O
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6. Values of 1, B2, and proof of Theorem 2.2

In this section we deal with the results which require explicit calculations of the
laws of some functionals of the Brownian motion. Namely, here we calculate the
constants 81, B from (66), (67), in the proof of Theorem 2.3, and prove Theo-
rem 2.2. For that, we need first to recall some known facts. Let B(¢), t > 0, be the
standard Brownian motion starting from 0. We define a stopping time 7' by

T =inf(t > 0: B() ~ inf B(s)=1)
<s<t

and two random variables R;, R, by

Ry =— inf B(t), Ry= sup B(1),
0<t<T 0<t<T’

where T’ = inf{r : B(t) = —R}.
Lemma 6.1. For the random variables T, Ry, Ry it holds that

(i) R1 > 0,0 < Ry <1 a.s., and the joint density f(x,y) of the pair (R2, R1) is
given by

Yy

fl,y)y =1 x+y?
(I—x)exp{—(y—1+x)}, ifx+y=1

ifx+y<lI,

for0<x<1,y>0;
(ii) Ry has the exponential distribution with mean 1;
(iii) ET = 1.

Proof of Theorem 2.4. The part (i) is Corollary 2.12 from [11]. As for the part (ii),
one can deduce it directly from (i) (but it is quite simple to prove it directly; see
e.g. the proof of Lemma 2.5.18 in [22]). To prove the part (iii), note that, by Levy’s
Theorem (cf. [16], Chapter VI, Theorem 2.3) the process B(t) — infs<; B(s) is the
reflected Brownian motion, and so

T Zinf{t > 0:|B@)| = 1}.
Applying Proposition 3.7 of Chapter II of [16], we conclude the proof. O

Proof of Proposition 5.1. To evaluate 81, 2, we need to introduce some notations.
Let

v = inf{r > mb0: W) — w0 =1},
vy = inf{t > K10 Wl —w@) =1},
v3 = inf{t > m>0: W) = Wm>0) = 1}.

As vy — m;‘o = vz — mg‘o, we get that 81 = E(vz — v;). Using that v — h;’o =
vy — mz’o and mz’o — v = hé’o — v, we obtain that §; = 2E(v3 — v3). Now,
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Wi(x)

Fig. 3. On the definition of auxiliary random variables.

using the fact that W/ (¢) := W (o ~2¢) is the standard Brownian motion we see that
V3 — U2 = 62T, and from Lemma 6.1 (iii), we derive that 8; = 20 -2

As for the value of 85, note that 8, = E[W(hi’o) — W(v1)], and that W(hé’o) —
W (v1) = Ry (as the process W (1) = —(W (o 2t + v1) — W(v1)) is the standard
Brownian motion). Thus, Lemma 6.1 (ii) implies that 8, = 1. |

Proof of Theorem 2.2. Let us consider a set of 14 random variables Toi, Tli, Tzi,
Hoi, Hli, MSE, Mli, defined in the following way (see Figure 3):

To" =inf{t > 0: W(t) — inf W(s) = 1},
0<s<t

T, =sup{t <0: W()— inf W(s) =1},
t<s<0

T1+ = inf{t > TO+ :osup W(s)— W) =1},

Th<s<t
T =sup{t <T, : sup W(s)— W() =1},
t<s<Ty
Tt =inf{t > T;" : W(@t) — inf W(s) = 1},
TF<s<t
T, =sup{t <T; : W()— inf W(s) =1},
tSSSTf
M{ =inf{t € [0, T,F1: W) = inf  W(s)},
OSSSTO+

My =sup{t € [T, ,0]: W() = inf W(s)},

Ty <s <0
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M =inf{t e [T]", T,'1: W) = inf  W(s)},

T"<s<T,
M; =supl{t € [T, , T, 1: W)= inf W(s)},
Ty, <s<T_
Hf =inf{r € [0, M{]1: W(t) = sup W(s)},
0§S§MJ'
Hy =sup{t € [M,,0]: W)= sup W(s)},
My <5=<0
H =inf{r e [T)", T 1: W)= sup  W(s)},
Th<s<T;"
H =sup{t [T, , Ty 1: W)= sup W(s)}.
T <s<Ty

Now, we need to compute the law of the random variable &, defined by (8). Clearly,
m} e {Mg, MY, m; e {My, M{},and {m$, m;} N {Mg, M} # @, and also
hi e {Hy ,H'}, hy € {Hy, H; },and {h], h;} N {HS", Hy '} # 9. Introduce a
partition Ay, A, Az of the sample space, with

Ay = {m; =My, mf = M)
={m, =My ,m} =M, h, =Hy h} =H}

= [ max (W (Hg s W(H ) = max(W (M) WM} = 1},
Ay ={m

={m

=My, m =M}
=My ,m} =M h; =Hy hl =H)

1%

= [ max(W (Hg): W(H) = WMD) < 1 W) < W),
Az ={m

:{m

=M, m; =M}
- + - - +
=M .m}=M; . h; =H h =H)}

e
e_ 1%

= [ max(W(Hy): W(H) = WMg) < 1. W) > W),
On A1, we may rewrite (8) as

Qe = min{2(W(H, ) =W (Hy )T =W (M ); 2(W (Hy ) —W(H N =W (M)}
(96)

Using the fact that on A, it holds that W(H;") > max{W(H;), W(H;)} >
W (H, ), we get that

& = min{2(W (H;") =W (Hy DT =W (M;H); 2(W(Hy ) —W(HH) T =W (M)}
= min{2W (H") — 2W(Hy) — W(M{); =W (M)} o7

on A, and, analogously,
Qe = min2W (H;) — 2W(H;) — W(M[); =W (M)} (98)

on Aj.



608 F. Comets, S. Popov

Thus, it is a fact that the law of &, depends only on the law of the random
vector (W(Hoi), W(Hli), W(M(;—L), W(Mli)). At this point it is important to note
that, since ¢ — W (o ~2%¢) is a standard Brownian motion, from the definitions it
follows that the law of this random vector is the same for all o € (0, +00). Hence,
it suffices to prove the result in the case 0 = 1. In this case, with the help of
Lemma 6.1 (i)~(ii), the joint distribution of (W (H;"), W (H;"), W (M), W (M)
can be described as follows:

e the two random vectors (W(H(;L), W(H1+), W(MSL), W(M1+)) and (W(H; ),
W(H), W(M, ), W(M,)) are independent and identically distributed;

e the joint distribution of (W(H(;“), —W(Mar)) is that given in part (i) of
Lemma 6.1;

e the random variables W (H;") — (W (M )+1) and (—W (M{")+ W (H;")—1) are
independent of the pair (W(H(;|r ), — W(MS' )), and have exponential distribution
with mean 1.

Using this together with (96)—(98), we get (after some tedious but elementary
computations) the formula (9). Furthermore, it is easy to check that the Laplace
transform of the function p defined in the theorem coincides with formula (9), and
therefore, p is the density of .. O
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