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#### Abstract

A percolation problem on Sierpinski carpet lattices is considered. It is obtained that the critical probability $\overrightarrow{p_{c}}$ of oriented percolation is equal to 1 . In contrast it was already shown that the critical probability $p_{c}$ of percolation is strictly less than 1 in Kumagai [9]. This result shows a difference between fractal-like lattice and $\mathbb{Z}^{d}$ lattice.


## 1. Introduction

Percolation is studied as an important subject in statistical mechanics because this is one of the simplest models which contains phase transitions of disordered media. Percolation has close relations to disordered electrical networks, ferromagnetism, epidemic models and so on. Percolation models were proposed by Broadbent and Hammersley [1], and have been well studied in the last thirty years. See Grimmett [7] to view the whole of this field.

Percolation problems had been studied mostly on $\mathbb{Z}^{d}$ lattice until recent years. We note that $\mathbb{Z}^{d}$ lattice has translation-invariances. In this paper we consider percolation on fractal-like lattices. Fractal-like lattices are graphs which correspond to fractals. All of them have a kind of self-similarity, but most of them have no translation invariances. The Sierpinski gasket and the Sierpinski carpet are wellknown examples of fractals. The former is a finite ramified fractal (that is, it can be disconnected by removing a finite number of points) and the latter is an infinite ramified fractal. See Mandelbrot [12] for details of fractals. In a previous paper [14] we have analysed percolation on the Sierpinski gasket lattice, which has no phase transition. The non-existence of phase transition is induced by the character of finite ramified fractals. Now we focus on the Sierpinski carpet lattice. The Sierpinski carpet lattice is a graph which corresponds to the Sierpinski carpet.

Let us define the Sierpinski carpet on $\mathbb{R}^{2}$ as follows. For $(i, j) \in\{0,1,2\}^{2}$ we set an affine map $\Psi_{(i, j)}$ from $[0,1]^{2}$ to $[i / 3,(i+1) / 3] \times[j / 3,(j+1) / 3]$ which preserves the directions. Set $T=\left\{(i, j) \in\{0,1,2\}^{2} \mid(i, j) \neq(1,1)\right\}$. It is well-known (see Falconer [6] for example) that there exists a unique nonempty compact set $K \subset[0,1]^{2}$ which satisfies the equation that $K=\bigcup_{t \in T} \Psi_{t}(K)$. We call this $K$ the Sierpinski carpet. Let us define the graph corresponding to $K$. Set
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Fig. 1.1. The Sierpinski carpet lattice
$F^{n}=\bigcup_{t_{1}, t_{2}, \cdots, t_{n} \in T} \Psi_{t_{1}} \circ \Psi_{t_{2}} \circ \cdots \circ \Psi_{t_{n}}\left([0,1]^{2}\right)$. We note that $K$ can be constructed as the limit of $F^{n}$. We write $k A=\{k a \mid a \in A\}$. Set $V^{n}=\mathbb{Z}^{2} \cap 3^{n} F^{n}$. We denote by $\|x\|$ the Euclidean norm of $x$. For a vertex set $W$ we define a bond set $E(W)=\{\langle u, v\rangle \mid u, v \in W,\|u-v\|=1\}$. Here we wrote $\langle u, v\rangle$ as a bond with endvertices $u$ and $v$. Set a graph $G^{n}=\left(V^{n}, E\left(V^{n}\right)\right)$. Note that $V^{n}$ and $E\left(V^{n}\right)$ are increasing sequences with respect to $n$. Set $G=\bigcup_{n=1}^{\infty} G^{n}$, that is $G=(V, E)$ where $V=\bigcup_{n=1}^{\infty} V^{n}$ and $E=\bigcup_{n=1}^{\infty} E\left(V^{n}\right)$. We call this $G$ the Sierpinski carpet lattice. We will define a family of Sierpinski carpet lattices in Section 3.

We consider bond percolation and oriented bond percolation on $G$. Let $0 \leq$ $p \leq 1$. Each $e \in E$ is declared to be open with probability $p$ and closed with probability $1-p$ independently. We denote by $P_{p}$ the product measure. Next let us consider a sequence of vertices $\pi=\left(v_{0}, v_{1}, \cdots, v_{m}\right)$ where $v_{i} \in V$ for $0 \leq i \leq m$. We say $\pi$ is a path when $\left\langle v_{i-1}, v_{i}\right\rangle \in E$ for $1 \leq i \leq m$ and $v_{i} \neq v_{j}$ for $i \neq j$. We give a partial order on $\mathbb{Z}^{2}$ such that $\left(x_{1}, x_{2}\right) \leq\left(y_{1}, y_{2}\right)$ if and only if $x_{1} \leq y_{1}$ and $x_{2} \leq y_{2}$. We say $\pi$ is an oriented path when $\pi$ is a path and $v_{i-1} \leq v_{i}$ for $1 \leq i \leq m$. We write $u \leftrightarrow v$ if and only if there exists a path $\pi$ with $v_{0}=u, v_{m}=v$ and $\left\langle v_{i-1}, v_{i}\right\rangle$ are open for $1 \leq i \leq m$. We denote $C(v)=\{u \in V \mid v \leftrightarrow u\}$. We call $C(v)$ the open cluster containing $v$, and we denote by $C$ the open cluster containing the origin. We define $\theta(p)=P_{p}(|C|=\infty)$ where $|C|$ means the number of vertices in $C$. Set $p_{c}=\inf \{p \mid \theta(p)>0\}$. We write $u \rightarrow v$ if and only if there exists an oriented path $\pi$ with $v_{0}=u, v_{m}=v$ and $\left\langle v_{i-1}, v_{i}\right\rangle$ are open for $1 \leq i \leq m$. We define $\vec{C}(v)=\{u \in V \mid v \rightarrow u\}, \vec{C}, \vec{\theta}(p)$ and $\overrightarrow{p_{c}}$ in the same way as $\bar{C}(v)$, $C, \theta(p)$ and $p_{c}$. We write $p_{c}(S . C$.$) and \overrightarrow{p_{c}}(S . C$.$) for p_{c}$ and $\overrightarrow{p_{c}}$ respectively when we want to emphasize its dependence on the graph (the Sierpinski carpet lattice in this case).

We explain studies of percolation on Sierpinski carpet lattices. Kumagai [9] showed that $p_{c}<1$ for a family of Sierpinski carpet lattices (which includes the Sierpinski carpet lattice) and studied under an assumption its critical phenomena and uniqueness of infinite cluster for $p>p_{c}$. Lü [11] gave an alternative proof of $p_{c}<1$ using a Peierls argument. Shinoda [15] gave sufficient conditions and necessary conditions to have $p_{c}<1$ for generalized Sierpinski carpet lattices. Murai [13] studied an asymptotic behavior as $d \rightarrow \infty$ of the critical probability
of $d$-dimensional Sierpinski carpet lattices. Dekking and Meester [5] studied the fractal percolation process (Mandelbrot percolation) on the Sierpinski carpet.

In this paper we study oriented percolation on Sierpinski carpet lattices. Oriented percolation is significant as a model of disordered media because it has close relations to media of semiconductors, contact processes and so on. On $\mathbb{Z}^{2}$ we may regard this model as a one-dimensional contact process in discrete time. See Durrett [4] and [7] for details. On $\mathbb{Z}^{d}(d \geq 2)$, it is well-known that the critical probability $p_{c}\left(\mathbb{Z}^{d}\right)$ of percolation and that $\overrightarrow{p_{c}}\left(\mathbb{Z}^{d}\right)$ of oriented percolation are strictly less than 1 . In particular, $p_{c}\left(\mathbb{Z}^{2}\right)=1 / 2$ has been shown by Kesten [9] and $\overrightarrow{p_{c}}\left(\mathbb{Z}^{2}\right) \leq 2 / 3$ has been shown by Liggett [10]. We shall determine the critical probability $\overrightarrow{p_{c}}(S . C$.$) of oriented percolation on the Sierpinski carpet lattice. By$ definition $p_{c}(S . C.) \leq \overrightarrow{p_{c}}(S . C$.$) is clear. We obtain the following result.$
Theorem 1.1. The critical probability $\overrightarrow{p_{c}}(S . C$.$) of oriented percolation on the$ Sierpinski carpet lattice is equal to 1.
This result is interesting because it shows a difference between the Sierpinski carpet lattice and $\mathbb{Z}^{2}$ lattice. Theorem 1.1 says that there exists no phase transition of oriented percolation on the Sierpinski carpet lattice, in spite of the existence of phase transition of percolation on it. This kind of extinction of phase transition had been shown by Chayes [2] and Chayes, Pemantle and Peres [3] in the case of the fractal percolation process on the unit square. Theorem 1.1 says also that the contact process will die out if $p<1$ on the Sierpinski carpet lattice.

We give a proof of Theorem 1.1 in Section 2. In Section 3 we consider this problem on a family of Sierpinski carpet lattices, and give sufficient conditions for non-existence of phase transition.

## 2. Proof of main theorem

In this section we shall prove the main theorem. In this proof, events of a crossing in a rectangle play important roles. For a rectangle $R \subset \mathbb{R}^{2}$, we say left-right crossing (respectively bottom-top crossing) of $R$ exists if $u \rightarrow v$ for some $u$ on the left (respectively lower) side of $R$ and some $v$ on the right (respectively upper) side of $R$. We write $L R(R)$ (respectively $B T(R)$ ) for the event. This event depends on the configuration of $\{\langle u, v\rangle \mid u, v \in R\}$. For a positive integer $k$, we write $x_{k}^{n}(p)=P_{p}\left(L R\left(\left[0, k \cdot 3^{n}\right] \times\left[0,3^{n}\right]\right)\right)$. Note that $x_{k}^{n}(p)$ is non-increasing with respect to $k$. In order to show Theorem 1.1 it is enough to prove

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{2}^{n}(p)=0 \tag{2.1}
\end{equation*}
$$

because for any $n$

$$
\{|\vec{C}|=\infty\} \subset L R\left(\left[0,2 \cdot 3^{n}\right] \times\left[0,3^{n}\right]\right) \cup B T\left(\left[0,3^{n}\right] \times\left[0,2 \cdot 3^{n}\right]\right)
$$

which implies $\vec{\theta}(p) \leq 2 x_{2}^{n}(p)$ by symmetry. We will use the following lemmas.
Lemma 2.1. Let $p<1$. There exist $k_{0} \geq 1$ and $\varphi>0$ such that

$$
\begin{equation*}
x_{k_{0}}^{n}(p) \leq \mathrm{e}^{-3^{n} \varphi} \tag{2.2}
\end{equation*}
$$

for any $n$.

Lemma 2.2. Let $k \geq 3$. For any $n$ and $p$,

$$
\begin{equation*}
x_{k}^{n+1}(p) \leq 2 x_{k+1}^{n}(p) \tag{2.3}
\end{equation*}
$$

Lemma 2.3. For any $n$ and $p$,

$$
\begin{equation*}
x_{2}^{n+1}(p) \leq x_{2}^{n}(p)^{2}+2 x_{5}^{n}(p) . \tag{2.4}
\end{equation*}
$$

Lemma 2.4. For any $n$ and $p$,

$$
\begin{equation*}
x_{2}^{n}(p) \leq\left\{1-(1-p)^{2^{n+1}}\right\}^{2} . \tag{2.5}
\end{equation*}
$$

We give a proof of these lemmas one by one.
Proof of Lemma 2.1. For $m \geq 1$ we define a random variable

$$
\begin{equation*}
X_{m}^{n}=\inf \left\{j \mid \text { there exists } w \text { such that } 0 \leq w \leq 3^{n} \text { and }(0, w) \rightarrow(m, j)\right\} \tag{2.6}
\end{equation*}
$$

For convenience we set $X_{0}^{n}=0$, and we set $X_{m}^{n}=\infty$ if the right-hand of (2.6) is empty. $X_{m}^{n}$ is non-decreasing with respect to $m$. Set $V_{m}=([0, m] \times[0, \infty)) \cap V$ and $E_{m}=E\left(V_{m}\right)$. Note that $X_{m}^{n}$ is determined by the configuration of $E_{m}$. For any configuration $\omega_{m}$ of $E_{m}$ we have

$$
\begin{align*}
P_{p}\left(X_{m+1}^{n}=X_{m}^{n} \mid \omega_{m}\right) & \leq p,  \tag{2.7}\\
P_{p}\left(X_{m+1}^{n} \geq X_{m}^{n}+1 \mid \omega_{m}\right) & \geq 1-p . \tag{2.8}
\end{align*}
$$

It is clear that

$$
x_{k}^{n}(p)=P_{p}\left(X_{k \cdot 3^{n}}^{n} \leq 3^{n}\right)
$$

by definition. Let $\left\{Y_{i}\right\}_{i=1,2, \ldots}$ be the sequence of independent random variables with $P\left(Y_{i}=1\right)=1-P\left(Y_{i}=0\right)=1-p$ for any $i$. Then we have

$$
P_{p}\left(X_{k \cdot 3^{n}}^{n} \leq 3^{n}\right) \leq P\left(\sum_{i=1}^{k \cdot 3^{n}} Y_{i} \leq 3^{n}\right)
$$

by (2.7) and (2.8). The event of right-hand side has been studied well as a sum of independent random variables, such as random walks (see Spitzer [16] for example). If $1 / k<1-p$ then the probability decays exponentially with respect to $3^{n}$.

Remark. Lemma 2.1 is true also on $\mathbb{Z}^{2}$ lattice. In case of $\mathbb{Z}^{2}$ lattice the conditional probabilities in (2.7) and (2.8) are equal to $p$ and $1-p$ respectively.
Proof of Lemma 2.2. We set $s=\lfloor(k-1) / 2\rfloor$ where $\lfloor x\rfloor$ means the greatest integer not greater than $x$. Note that $2 s+1 \leq k$. We observe that

$$
L R\left(\left[0, k \cdot 3^{n+1}\right] \times\left[0,3^{n+1}\right]\right) \subset A_{1}^{n} \cup A_{2}^{n}
$$

where

$$
\begin{aligned}
& A_{1}^{n}=\operatorname{LR}\left(\left[0,(3 s+2) 3^{n}\right] \times\left[0,3^{n}\right]\right), \\
& A_{2}^{n}=L R\left(\left[(3 s+1) 3^{n},(2 s+1) 3^{n+1}\right] \times\left[2 \cdot 3^{n}, 3^{n+1}\right]\right) .
\end{aligned}
$$

Here we used the property of $G$ that there exists a hole with size $3^{n} \times 3^{n}$ centered at $\left[(2 s+1) 3^{n+1} / 2,3^{n+1} / 2\right]$. Thus $x_{k}^{n+1}(p) \leq 2 x_{3 s+2}^{n}(p)$ follows. We note that $k+1 \leq 3 s+2$ when $k \geq 3$, and we have completed the proof.

Proof of Lemma 2.3. We observe that

$$
L R\left(\left[0,2 \cdot 3^{n+1}\right] \times\left[0,3^{n+1}\right]\right) \subset\left(A_{3}^{n} \cap A_{4}^{n}\right) \cup A_{5}^{n} \cup A_{6}^{n}
$$

where

$$
\begin{aligned}
& A_{3}^{n}=\operatorname{LR}\left(\left[0,2 \cdot 3^{n}\right] \times\left[0,3^{n}\right]\right), \\
& A_{4}^{n}=\operatorname{LR}\left(\left[4 \cdot 3^{n}, 2 \cdot 3^{n+1}\right] \times\left[2 \cdot 3^{n}, 3^{n+1}\right]\right), \\
& A_{5}^{n}=\operatorname{LR}\left(\left[0,5 \cdot 3^{n}\right] \times\left[0,3^{n}\right]\right), \\
& A_{6}^{n}=\operatorname{LR}\left(\left[3^{n}, 2 \cdot 3^{n+1}\right] \times\left[2 \cdot 3^{n}, 3^{n+1}\right]\right) .
\end{aligned}
$$

We have (2.4) immediately from this relation.
Proof of Lemma 2.4. Set $E_{m}^{n}=\left\{\langle(m, w),(m+1, w)\rangle \mid 0 \leq w \leq 3^{n}\right\} \cap E$. If $\operatorname{LR}\left(\left[0,2 \cdot 3^{n}\right] \times\left[0,3^{n}\right]\right)$ occurs, then at least one bond in $E_{\left(3^{n}-1\right) / 2}^{n}$ must be open and so as in $E_{\left(3^{n+1}-1\right) / 2}^{n}$. We obtain (2.5) immediately because $\left|E_{\left(3^{n}-1\right) / 2}^{n}\right|=$ $\left|E_{\left(3^{n+1}-1\right) / 2}^{n}\right|=2^{n+1}$.

We give a proof of Theorem 1.1 by using of these lemmas.
Proof of Theorem 1.1. For $p<1$ we pick $k_{0}$ and $\varphi>0$ which satisfy (2.2). By (2.3) we obtain

$$
x_{5}^{n}(p) \leq 2 x_{6}^{n-1}(p) \leq \cdots \leq 2^{k_{0}-5} x_{k_{0}}^{n-k_{0}+5}(p) \leq 2^{k_{0}-5} \mathrm{e}^{-3^{n-k_{0}+5} \varphi}
$$

for $n \geq k_{0}-5$. By this inequality and (2.4) we have

$$
\begin{equation*}
x_{2}^{n+1}(p) \leq x_{2}^{n}(p)^{2}+c \mathrm{e}^{-3^{n} \psi} \tag{2.9}
\end{equation*}
$$

for some $c<\infty$ and $\psi>0$. If $\liminf _{n \rightarrow \infty} x_{2}^{n}(p)<1$ then (2.1) follows because $\lim _{n \rightarrow \infty} c \mathrm{e}^{-3^{n} \psi}=0$. Suppose that $\lim _{n \rightarrow \infty} x_{2}^{n}(p)=1$. Pick $N$ such that $x_{2}^{n}(p) \geq 1 / 2$ for any $n>N$. By (2.9) and (2.5) we have

$$
\begin{aligned}
x_{2}^{n+1}(p) & \leq x_{2}^{n}(p)^{3 / 2}\left\{x_{2}^{n}(p)^{1 / 2}+2^{3 / 2} c \mathrm{e}^{-3^{n} \psi}\right\} \\
& \leq x_{2}^{n}(p)^{3 / 2}\left\{1-(1-p)^{2^{2+1}}+2^{3 / 2} c \mathrm{e}^{-3^{n} \psi}\right\}
\end{aligned}
$$

for $n>N$. So we can pick $N^{\prime}$ such that $x_{2}^{n+1}(p)<x_{2}^{n}(p)^{3 / 2}$ for any $n>N^{\prime}$. This contradicts to $\lim _{n \rightarrow \infty} x_{2}^{n}(p)=1$.

## 3. On generalized Sierpinski carpet lattices

In this section we consider oriented percolation on a family of Sierpinski carpet lattices in $\mathbb{Z}^{d}, d \geq 2$. Let $a$ and $b$ be positive integers. We write $L=2 a+b$. For $\mathbf{i}=\left(i_{1}, i_{2}, \ldots, i_{d}\right) \in\{0,1, \ldots, L-1\}^{d}$ we set an affine map $\Psi_{\mathbf{i}}$ from $[0,1]^{d}$ to $\left[i_{1} / L,\left(i_{1}+1\right) / L\right] \times\left[i_{2} / L,\left(i_{2}+1\right) / L\right] \times \cdots \times\left[i_{d} / L,\left(i_{d}+1\right) / L\right]$ which preserves the directions. Set

$$
T_{a, b}^{d}=\left\{\left(i_{1}, i_{2}, \ldots, i_{d}\right) \in\{0,1, \ldots, L-1\}^{d}| |\left\{j \mid a \leq i_{j} \leq a+b-1\right\} \mid \leq 1\right\} .
$$



Fig. 3.1. The graph of $G_{2,2}^{2}$
We take the unique nonempty compact set $K_{a, b}^{d} \subset[0,1]^{d}$ which satisfies the equation that $K_{a, b}^{d}=\bigcup_{\mathbf{i} \in T_{a, b}^{d}} \Psi_{\mathbf{i}}\left(K_{a, b}^{d}\right)$. We note that $K_{1,1}^{d}$ is called $d$-dimensional Menger sponge (see [12] for example). Set $F_{a, b}^{d, n}=\bigcup_{\mathbf{i}_{1}, \mathbf{i}_{2}, \cdots, \mathbf{i}_{n} \in T_{a, b}^{d}} \Psi_{\mathbf{i}_{1}} \circ \Psi_{\mathbf{i}_{2}} \circ \cdots \circ$ $\Psi_{\mathbf{i}_{n}}\left([0,1]^{d}\right)$. Set $V_{a, b}^{d, n}=\mathbb{Z}^{d} \cap L^{n} F_{a, b}^{d, n}$ and $G_{a, b}^{d, n}=\left(V_{a, b}^{d, n}, E\left(V_{a, b}^{d, n}\right)\right)$. We define a graph $G_{a, b}^{d}=\bigcup_{n=1}^{\infty} G_{a, b}^{d, n}$, that is $G_{a, b}^{d}=\left(V_{a, b}^{d}, E_{a, b}^{d}\right)$ where $V_{a, b}^{d}=\bigcup_{n=1}^{\infty} V_{a, b}^{d, n}$ and $E_{a, b}^{d}=\bigcup_{n=1}^{\infty} E\left(V_{a, b}^{d, n}\right)$. As an example, the graph of $G_{2,2}^{2}$ is illustrated in Figure 3.1.

We consider bond percolation and oriented bond percolation on $G_{a, b}^{d}$. We give a partial order on $\mathbb{Z}^{d}$ such that $\left(x_{1}, x_{2}, \ldots, x_{d}\right) \leq\left(y_{1}, y_{2}, \ldots, y_{d}\right)$ if and only if $x_{i} \leq y_{i}$ for $1 \leq i \leq d$. We define $\theta_{a, b}^{d}(p), p_{c}\left(\bar{G}_{a, b}^{d}\right), \vec{\theta}_{a, b}^{d}(p)$ and $\overrightarrow{p_{c}}\left(G_{a, b}^{d}\right)$ in a similar fashion as in Section 1. In case of percolation, $p_{c}\left(G_{a, b}^{d}\right)<1$ has been shown for all $a$ and $b$ in [9]. In contrast we obtain two theorems in case of oriented percolation.

Theorem 3.1. Let $d=2$ and $a \leq b$. Then $\overrightarrow{p_{c}}\left(G_{a, b}^{2}\right)=1$.
Theorem 3.2. Let $2 \leq d \leq b$. Then $\overrightarrow{p_{c}}\left(G_{1, b}^{d}\right)=1$.
Theorem 3.1 says that on two-dimensional Sierpinski carpet lattices if the ratio of its hole in $T_{a, b}^{2}$ is not smaller than $1 / 3^{2}$ then there is no phase transition. Theorem 3.2 says that for any $d \geq 2$ there exist $d$-dimensional Sierpinski carpet lattices on which there is no phase transition. We do not know whether $\overrightarrow{p_{c}}\left(G_{a, b}^{d}\right)=1$ for all $d, a$ and $b$ or not.

Remark. We may define generalized Sierpinski carpet lattices in a different manner. Set $L=3$ and $T_{s c}^{d}=\{0,1,2\}^{d} \backslash\{(1,1, \ldots, 1)\}$. Let $K_{s c}^{d}$ be the unique nonempty compact set which satisfies the equation that $K_{s c}^{d}=\bigcup_{\mathbf{i} \in T_{s c}^{d}} \Psi_{\mathbf{i}}\left(K_{s c}^{d}\right)$. $K_{s c}^{d}$ is called d-dimensional Sierpinski carpet. Both $K_{1,1}^{d}$ and $K_{s c}^{d}$ are a generalization of the Sierpinski carpet in $d$ dimensions. Let $G_{s c}^{d}$ be the graph corresponding to $K_{s c}^{d}$. We note that $G_{s c}^{d}$ contains $\mathbb{Z}^{d-1}$ lattice as a subgraph, and we observe that $\overrightarrow{p_{c}}\left(G_{s c}^{d}\right) \leq \overrightarrow{p_{c}}\left(\mathbb{Z}^{d-1}\right)<1$ when $d \geq 3$.

For a rectangle $R=\left[s_{1}, t_{1}\right] \times\left[s_{2}, t_{2}\right] \times \cdots \times\left[s_{n}, t_{n}\right] \subset \mathbb{R}^{d}$ we denote by $L R(R)$ the event $\left\{u \rightarrow v\right.$ for some $u, v \in R$ with $\left.u_{1}=s_{1}, v_{1}=t_{1}\right\}$ where $u_{1}$ and $v_{1}$ mean the first coordinate of $u$ and $v$ respectively. Set $x_{k, l}^{n}(p)=P_{p}\left(L R\left(\left[0, k L^{n}\right] \times\right.\right.$ $\left.\left[0, l L^{n}\right]^{d-1}\right)$ ). We notice that $x_{k, l}^{n}(p)$ depends on $d, a$ and $b$ but we omit to write them. Note that $x_{k, l}^{n}(p)$ is non-increasing with respect to $k$ and non-decreasing with respect to $l$.

First we shall prove Theorem 3.1. Recall that $d=2$ and $a \leq b$ in this case. It is enough to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} x_{a+b, a}^{n}(p)=0 \tag{3.1}
\end{equation*}
$$

We have already shown this theorem in case of $a=b=1$ in Section 2. Also in case of $a=1$ and $b \geq 2$ we can prove (3.1) in exactly the same way. Hereafter we assume that $2 \leq a \leq b$. We will use the following lemmas.
Lemma 3.3. Let $p<1$. There exist $k_{0} \geq 1$ and $\varphi>0$ such that

$$
\begin{equation*}
x_{k_{0}, 2 a}^{n}(p) \leq \mathrm{e}^{-L^{n} \varphi} \tag{3.2}
\end{equation*}
$$

for any $n$.
Lemma 3.4. (i) Let $k \geq 2 a+3$. For any $n$ and $p$,

$$
\begin{equation*}
x_{k, a}^{n+1}(p) \leq 2 a x_{k+1, a}^{n}(p) \tag{3.3}
\end{equation*}
$$

(ii) Let $k \geq 4 a+2$. For any $n$ and $p$,

$$
\begin{equation*}
x_{k, 2 a}^{n+1}(p) \leq 2 x_{3 a+2 b, a}^{n}(p)+(2 a-1) x_{k+1,2 a}^{n}(p) . \tag{3.4}
\end{equation*}
$$

Lemma 3.5. For any $n$ and $p$,

$$
\begin{equation*}
x_{a+b, a}^{n+1}(p) \leq x_{a+b, a}^{n}(p)^{2}+2\left\{x_{3 a+2 b, a}^{n}(p)+(a-1) x_{4 a+3 b, 2 a}^{n}(p)\right\} . \tag{3.5}
\end{equation*}
$$

Lemma 3.6. For any $n$ and $p$,

$$
\begin{equation*}
x_{a+b, a}^{n}(p) \leq\left\{1-(1-p)^{(2 a)^{n+1}}\right\}^{a+b} \tag{3.6}
\end{equation*}
$$

Lemma 3.3 and Lemma 3.6 are obtained in exactly the same way as Lemma 2.1 and Lemma 2.4 respectively. We give a proof of Lemma 3.4 and Lemma 3.5 briefly.

Proof of Lemma 3.4. Let $\alpha_{1}=\lfloor\lfloor(k-1) / a\rfloor / 2\rfloor$ and $\alpha_{2}=\lfloor(k-1) / a\rfloor$. Note that $2 \alpha_{1}+(a-1) \alpha_{2}+1 \leq k$. We have the following relation:

$$
L R\left(\left[0, k L^{n+1}\right] \times\left[0, a L^{n+1}\right]\right) \subset \bigcup_{j=0}^{a} B_{j}^{n}
$$

where

$$
\begin{aligned}
B_{0}^{n}= & L R\left(\left[0,\left(\alpha_{1} L+a+b\right) L^{n}\right] \times\left[0, a L^{n}\right]\right), \\
B_{j}^{n}= & L R\left(\left[\left(\alpha_{1} L+(j-1) \alpha_{2} L+a\right) L^{n},\left(\alpha_{1} L+j \alpha_{2} L+a+b\right) L^{n}\right]\right. \\
& \left.\times\left[(j L-a) L^{n},(j L+a) L^{n}\right]\right) \text { for } 1 \leq j \leq a-1, \\
B_{a}^{n}= & L R\left(\left[\left(\alpha_{1} L+(a-1) \alpha_{2} L+a\right) L^{n},\left(2 \alpha_{1}+(a-1) \alpha_{2}+1\right) L^{n+1}\right]\right. \\
& \left.\times\left[(a L-a) L^{n}, a L^{n+1}\right]\right) .
\end{aligned}
$$

Thus we obtain

$$
x_{k, a}^{n+1}(p) \leq 2 x_{\alpha_{1} L+a+b, a}^{n}(p)+(a-1) x_{\alpha_{2} L+b, 2 a}^{n}(p) .
$$

We note that $x_{k, 2 l}^{n}(p) \leq 2 x_{\lfloor k / 2\rfloor, l}^{n}(p)$ holds for any $k$ and $l$. So we have

$$
x_{k, a}^{n+1}(p) \leq 2 x_{\alpha_{1} L+a+b, a}^{n}(p)+2(a-1) x_{\left\lfloor\left(\alpha_{2} L+b\right) / 2\right\rfloor, a}^{n}(p) .
$$

We note that $\alpha_{1} L+a+b \geq\left\lfloor\left(\alpha_{2} L+b\right) / 2\right\rfloor$ holds for any $k, a$ and $b$ by the definition of $\alpha_{1}$ and $\alpha_{2}$. If $k \geq 2 a+3$ then $\left\lfloor\left(\alpha_{2} L+b\right) / 2\right\rfloor \geq k+1$ because

$$
\begin{aligned}
\left\lfloor\frac{\alpha_{2} L+b}{2}\right\rfloor-(k+1) & \geq \frac{1}{2}\left\{\left\lfloor\frac{k-1}{a}\right\rfloor L+b-1\right\}-(k+1) \\
& \geq \frac{k-a}{2 a} L+\frac{b-1}{2}-(k+1) \\
& =\frac{b k-2 a^{2}-3 a}{2 a}
\end{aligned}
$$

and $a \leq b$. Thus we have proved (3.3). Let us prove (3.4) in a similar fashion. Let $\beta_{1}=\lfloor\lfloor(k-1) /(2 a)\rfloor / 2\rfloor$ and $\beta_{2}=\lfloor(k-1) /(2 a)\rfloor$. Note that $2 \beta_{1}+(2 a-$ 1) $\beta_{2}+1 \leq k$. We obtain

$$
x_{k, 2 a}^{n+1}(p) \leq 2 x_{\beta_{1} L+a+b, a}^{n}(p)+(2 a-1) x_{\beta_{2} L+b, 2 a}^{n}(p) .
$$

We observe that $k \geq 4 a+1$ implies $\beta_{1} \geq 1$ and $b k \geq 4 a^{2}+2 a$ implies $\beta_{2} L+b \geq$ $k+1$. Thus we have obtained (3.4).

Proof of Lemma 3.5. Let $\gamma=\lfloor(a+b-2) /(a-1)\rfloor$. We have

$$
x_{a+b, a}^{n+1}(p) \leq x_{a+b, a}^{n}(p)^{2}+2\left\{x_{3 a+2 b, a}^{n}(p)+(a-1) x_{\gamma L+b, 2 a}^{n}(p)\right\} .
$$

We observe that $a \leq b$ implies $\gamma \geq 2$, and we have obtained (3.5) similarly to the proof of Lemma 2.3.

Proof of Theorem 3.1. Let $p<1$. If we prove that there exist $c<\infty$ and $\psi>0$ such that

$$
\begin{equation*}
x_{3 a+2 b, a}^{n}(p)+(a-1) x_{4 a+3 b, 2 a}^{n}(p) \leq c \mathrm{e}^{-L^{n} \psi} \tag{3.7}
\end{equation*}
$$

then by (3.5) and (3.6) we can prove (3.1) in the same way as the proof of Theorem 1.1 in Section 2. Let us prove (3.7). Let $k_{0}$ and $\varphi>0$ satisfy (3.2). By using (3.3) repeatedly we have

$$
\begin{equation*}
x_{3 a+2 b, a}^{n}(p) \leq(2 a)^{q} x_{k_{0}, a}^{n-q}(p) \leq(2 a)^{q} x_{k_{0}, 2 a}^{n-q}(p) \leq(2 a)^{q} \mathrm{e}^{-L^{n-q} \varphi} \tag{3.8}
\end{equation*}
$$

where $q=k_{0}-3 a-2 b$. We have also $x_{4 a+3 b, 2 a}^{n}(p) \leq c^{\prime} \mathrm{e}^{-L^{n} \varphi^{\prime}}$ for some $c^{\prime}<\infty$ and $\varphi^{\prime}>0$ in the same way by (3.4),(3.2) and (3.8).

We turn to prove Theorem 3.2. Recall that $d \geq 2, a=1$ and $L=2+b \geq d+2$ in this case. It is enough to show that $\lim _{n \rightarrow \infty} x_{1+b, 1}^{n}(p)=0$. Theorem 3.2 follows immediately from the following two lemmas.

Lemma 3.7. Let $p<1$. There exist $k_{0} \geq 1$ and $\varphi>0$ such that

$$
\begin{equation*}
x_{k_{0}, 1}^{n}(p) \leq \mathrm{e}^{-L^{n} \varphi} \tag{3.9}
\end{equation*}
$$

for any $n$.
Lemma 3.8. Let $k \geq d+1$. For any $n$ and $p$,

$$
x_{k, 1}^{n+1}(p) \leq d!x_{k+1,1}^{n}(p) .
$$

Proof of Lemma 3.7. Recall that $G_{1, b}^{d, n}=G_{1, b}^{d} \cap\left[0, L^{n}\right]^{d}$, and we regard $G_{1, b}^{d} \cap$ $\left(\left[0, k L^{n}\right] \times\left[0, L^{n}\right]^{d-1}\right)$ as a subset of $\left[0, k L^{n}\right] \times G_{1, b}^{d-1, n}$. We denote by $\Pi$ the set of the oriented paths on $G_{1, b}^{d-1, n}$ starting at the origin. For $\pi \in \Pi$ we define $H(\pi)=\left\{v \in V_{a, b}^{d} \mid 0 \leq v_{1} \leq k L^{n}\right.$ and $\left(v_{2}, v_{3}, \ldots, v_{d}\right)$ is a vertex of $\left.\pi\right\}$. We have

$$
\begin{aligned}
& L R\left(\left[0, k L^{n}\right] \times\left[0, L^{n}\right]^{d-1}\right) \\
& \quad=\bigcup_{\pi \in \Pi}\left\{u \rightarrow v \text { in } H(\pi) \text { for some } u, v \text { with } u_{1}=0, v_{1}=k L^{n}\right\} .
\end{aligned}
$$

Note that the length of $\pi \in \Pi$ is not more than $(d-1) L^{n}$. The number of the paths in $\Pi$ is not more than $d^{(d-1) L^{n}}$. We have

$$
x_{k, 1}^{n}(p) \leq d^{(d-1) L^{n}} P\left(\sum_{i=1}^{k L^{n}} Y_{i} \leq(d-1) L^{n}\right)
$$

where $Y_{i}$ is the random variable defined in the proof of Lemma 2.1. We can pick $k_{0}$ sufficiently large to satisfy $P\left(\sum_{i=1}^{k_{0} L^{n}} Y_{i} \leq(d-1) L^{n}\right) \leq \mathrm{e}^{-L^{n} \varphi}$ and $\mathrm{e}^{-\varphi}<d^{-(d-1)}$. Then (3.9) follows.

Proof of Lemma 3.8. Let $\Xi$ be the set of the oriented paths from $(0,0, \ldots, 0)$ to $(1,1, \ldots, 1)$ on $\mathbb{Z}^{d-1}$ : that is, $\xi=\left(\xi^{1}, \xi^{2}, \ldots, \xi^{d}\right) \in \Xi$ if and only if $\xi^{1}=$ $(0,0, \ldots, 0), \xi^{d}=(1,1, \ldots, 1)$ and $\xi^{i} \leq \xi^{i+1}$ for $1 \leq i \leq d-1$ with respect to the partial order on $\mathbb{Z}^{d-1}$. We write $A+x=\{a+x \mid a \in A\}$. For $\xi \in \Xi$ we set $R_{\xi, i}=\left[0, L^{n}\right]^{d-1}+(L-1) L^{n} \xi^{i}$. Let $s=\lfloor(k-1) / d\rfloor$. Note that $s \geq 1$ and $d s+1 \leq k$. We observe that

$$
L R\left(\left[0, k L^{n+1}\right] \times\left[0, L^{n+1}\right]^{d-1}\right) \subset \bigcup_{\xi \in \Xi}\left(\bigcup_{i=1}^{d} A_{\xi, i}\right)
$$

where $A_{\xi, i}=L R\left(\left[((i-1) s L+1) L^{n},(i s L+1+b) L^{n}\right] \times R_{\xi, i}\right)$. We have

$$
x_{k, 1}^{n+1}(p) \leq(d-1)!\cdot d \cdot x_{s L+b, 1}^{n}(p)=d!x_{s L+b, 1}^{n}(p)
$$

because the number of the paths in $\Xi$ equals ( $d-1$ )!. Let us prove that $s L+b \geq k+1$ to complete this proof. If $k \geq 3 d / 2$ then

$$
\begin{aligned}
s L+b-(k+1) & =\left\lfloor\frac{k-1}{d}\right\rfloor L+b-(k+1) \\
& \geq \frac{k-d}{d} L+b-(k+1) \\
& =\frac{(b+2-d) k-3 d}{d} \\
& \geq \frac{2 k-3 d}{d} \\
& \geq 0 .
\end{aligned}
$$

Suppose that $d+1 \leq k<3 d / 2$. Then $s=1$, and $s L+b=2 b+2 \geq 2 d+2 \geq$ $k+1$.

Acknowledgements. The author would like to thank the referee for his/her careful reading and helpful remarks.

## References

1. Broadbent, S.R., Hammersley, J.M.: Percolation processes I. Crystals and mazes. Proc. Cambridge Philos. Soc. 53, 629-641 (1957)
2. Chayes, L.: On the absence of directed fractal percolation. J. Phys. A 28, L295-L301 (1995)
3. Chayes, L., Pemantle, P., Peres, Y.: No directed fractal percolation in zero area. J. Statist. Phys. 88, 1353-1362 (1997)
4. Durrett, R.: Oriented percolation in two dimensions. Ann. Prob. 12, 999-1040 (1984)
5. Dekking, M., Meester, R.: On the structure of Mandelbrot's percolation process and other random cantor sets. J. Statist. Phys. 58, 1109-1126 (1990)
6. Falconer, K.J.: The geometry of fractal sets. Cambridge: University Press, Cambridge 1986
7. Grimmett, G.: Percolation. Springer, Berlin, 2nd edition, 1999
8. Kesten, H.: The critical probability of bond percolation on the square lattice equals $1 / 2$. Comm. Math. Phys. 74, 41-59 (1980)
9. Kumagai, T.: Percolation on Pre-Sierpinski carpets. New Trend in Stochastic Analysis, (Proceedings of a Taniguchi International Workshop, Eds. K.D. Elworthy et al.), World Scientific, 288-304 (1997)
10. Liggett, T.M.: Survival of discrete time growth models, with applications to oriented percolation. Ann. Appl. Probab. 5, 613-636 (1995)
11. Lü, J.: Bond percolation on lattice Sierpinski carpet and its critical phenomena (in Chinese). Acta Math. Sinica 42, 545-550 (1999)
12. Mandelbrot, B.B.: Fractal geometry of nature. W.H. Freeman, San Francisco 1982
13. Murai, J.: Percolation in high-dimensional Menger sponges. Kobe J. Math. 14, 49-61 (1997)
14. Shinoda, M.: Percolation on the pre-Sierpinski gasket. Osaka J. Math. 33, 533-554 (1996)
15. Shinoda, M.: Existence of phase transition of percolation on Sierpinski carpet lattices. J. Appl. Probab. 39, 1-10 (2002)
16. Spitzer, F.: Principles of Random Walk. Springer, New York-Heidelberg 1976

[^0]:    M. Shinoda: Department of Mathematics, Nara Women's University, Kitauoya-Nishimachi, Nara city, Nara 630-8506, Japan. e-mail: shinoda@cc. nara-wu. ac.jp
    Mathematics Subject Classification (2000): Primary: 60K35, 82B43; Secondary: 82B26

