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Abstract
We memorize our daily life experiences, which are often multisensory in nature, by segmenting them into distinct event 
models, in accordance with perceived contextual or situational changes. However, very little is known about how multisensory 
boundaries affect segmentation, as most studies have focused on unisensory (visual or audio) segmentation. In three experi-
ments, we investigated the effect of multisensory boundaries on segmentation in memory and perception. In Experiment 1, 
participants encoded lists of pictures while audio and visual contexts changed synchronously or asynchronously. After each 
list, we tested recognition and temporal associative memory for pictures that were encoded in the same audio-visual context 
or that crossed a synchronous or an asynchronous multisensory change. We found no effect of multisensory synchrony for 
recognition memory: synchronous and asynchronous changes similarly impaired recognition for pictures encoded at those 
changes, compared to pictures encoded further away from those changes. Multisensory synchrony did affect temporal associa-
tive memory, which was worse for pictures encoded at synchronous than at asynchronous changes. Follow up experiments 
showed that this effect was not due to the higher dimensionality of multisensory over unisensory contexts (Experiment 2), 
nor that it was due to the temporal unpredictability of contextual changes inherent to Experiment 1 (Experiment 3). We argue 
that participants formed situational expectations through multisensory synchronicity, such that synchronous multisensory 
changes deviated more strongly from those expectations than asynchronous changes. We discuss our findings in light of 
supportive and conflicting findings of uni- and multi-sensory segmentation.

Introduction

We temporally segment our everyday experiences into dis-
tinct episodic events in memory (Brunec et al., 2018; Rad-
vansky & Zacks, 2017; Zacks, 2020). Segmentation cru-
cially depends on perceived changes in contextual features, 
which constitute deviations from situational predictions and 
thereby act as event boundaries separating previous from 
current event models in working memory (Radvansky & 
Zacks, 2017; Richmond & Zacks, 2017). Temporal seg-
mentation occurs in many different situations, from cross-
ing a doorway segmenting experiences to different spatial 
environments (Radvansky & Copeland, 2006; van Helvoort 

et al., 2020) to narrative changes in space, time, perspec-
tive or action goals segmenting our memory of film or story 
materials (Newtson, 1973; Radvansky & Copeland, 2010; 
Schwan & Garsoffky, 2004; Schwan et al., 2000; Swallow 
et al., 2018; Zacks et al., 2009). How we segment our experi-
ences influences how we perceive and remember them. The 
detection and processing of contextual boundaries comes at 
an attentional cost (Huff et al., 2012), but can also enhance 
recognition memory for information presented near those 
boundaries relative to information away from boundaries 
(Aly & Turk-Browne, 2016; Newtson & Engquist, 1976; 
Swallow et al., 2009). Further, experiences from the same 
situational context become more strongly associated in 
memory, such that experiences sharing a common contex-
tual segment in memory can be more readily or accurately 
retrieved than experiences from different contextual seg-
ments (Radvansky & Copeland, 2006; Smith, 1985; van Hel-
voort et al., 2020). As such, boundaries help shape memory 
and understanding of temporally structured experiences.

Segmentation has often been studied using movie clips, 
in which the contextual changes are typically multisensory 
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(i.e., audio and visual) (Baldassano et al., 2017; Ben-Yakov 
& Henson, 2018; Boltz, 1992; Chen et al., 2017; Cutting, 
2019; Furman et al., 2007; Huff et al., 2014; Newtson, 1973; 
Schwan & Garsoffky, 2004; Schwan et al., 2000; Zacks et al., 
2009). Segmentation studies that used unisensory contex-
tual features showed comparable segmentation effects in the 
visual (Ezzyat & Davachi, 2011; Newberry & Bailey, 2019; 
Zacks et al., 2009) and auditory domain (Baldassano et al., 
2018; Huff et al., 2018; Sridharan et al., 2007), suggest-
ing that segmentation is independent of sensory modality. 
However, the contribution of multisensory dimensionality 
to temporal segmentation has remained under-investigated. 
Recently, Meitz et al. (Meitz et al., 2020) compared the 
detection of film cuts occurring between or within scenes 
(i.e., at or away from filmic boundaries) when movie clips 
were presented with or without their audio tracks. They 
found that participants better detected film cuts at bound-
aries than cuts away from boundaries, irrespective of the 
audibility of the audio track. Likewise, recognition memory 
was better for between-scene changes than for within-scene 
changes, irrespective of whether the audio track was played 
during encoding. The authors suggested that segmentation 
followed semantically congruent boundaries, rather than 
multisensory complexity or integration. Possibly, the seman-
tic associations between the audio and visual tracks made the 
multisensory information redundant in segmenting percep-
tion and memory. This suggestion is in line with a previous 
finding (Meyerhoff & Huff, 2016) that reversing the visual 
track of movie clips did not decrease subsequent recogni-
tion performance compared to synchronous audio and visual 
tracks, indicating that event memory depended on semantic 
rather than multisensory congruency.

The lack of a multisensory effect in segmentation appears 
at odds with observations that boundary detection increases 
with increasing number of changing narrative dimensions, 
such as space, time or action goal (Zacks et al., 2009). Event 
segmentation theories postulate that more concurrently 
changing contextual features would constitute a larger devia-
tion of situational predictions in working memory (Zacks, 
2020). Likewise, an effect of audio-visual integration on 
boundary processing would be expected from the perspec-
tive that multisensory synchronization facilitates stimulus 
encoding (Chen & Spence, 2010; ten Oever et al., 2013) and 
memory formation of individual items (Botta et al., 2011; 
Thompson & Paivio, 1994). Indeed, audio-visually pre-
sented movie clips are subsequently better recognized than 
audio-only or visual-only clips (Meyerhoff & Huff, 2016). 
Further, visual (or auditory) information is better encoded 
when semantically congruent auditory (resp., visual) infor-
mation is presented synchronously rather than asynchro-
nously with the other modality (Bushara et al., 2003; Miller 
& D’Esposito, 2005; Van Atteveldt et al., 2007; Chen & 
Spence, 2010; ten Oever et al., 2013).

Another point of contention is that the (lack of) effect of 
multisensory boundaries in previous studies was obtained 
from recognition memory, rather than associative memory. 
The enhanced recognition of items encoded at contextual 
boundaries (as opposed to those away from boundaries) 
may come with the trade-off of impaired temporal binding 
between items crossing a boundary in associative memory 
(DuBrow & Davachi, 2013; Heusser et al., 2018; van de Ven 
et al., 2021). The context dependence of associative memory 
could thus be more sensitive than recognition memory to the 
effect of multisensory boundary processing and segmenta-
tion (Clewett & Davachi, 2017), but this scenario remains 
to be tested.

To investigate these issues, we conducted three experi-
ments in which participants encoded lists of random, unre-
lated visual objects while audio and/or visual contextual 
features changed after a number of objects. Previous studies 
using this design showed that visual (DuBrow & Davachi, 
2013, 2014; Heusser et al., 2018) or temporal boundaries 
(van de Ven et al., 2021) impaired temporal order memory 
judgments for picture pairs crossing a boundary during 
encoding relative to temporal memory judgments for pic-
ture pairs coming from the same context. The contextual 
changes thus mimicked the effect of boundaries in narra-
tive segmentation (Ezzyat & Davachi, 2011; Lositsky et al., 
2016). In our experiments, we used continuously presented 
audio and visual contexts in the form of, respectively, ambi-
ent soundscapes and colored frames. The audio and visual 
contexts were not semantically related, and neither were 
the pictures semantically related to the audio or visual con-
texts. In Experiment 1, we manipulated the synchrony of 
audio-visual boundaries and assessed its effect on temporal 
order memory performance. We hypothesized that, if mul-
tisensory synchronicity affects segmentation, then temporal 
order memory performance for items crossing a synchronous 
multisensory boundary would be worse than performance 
for items crossing an asynchronous multisensory bound-
ary. In this experiment, the contexts were continuously 
multisensory. The perceptual expectations would therefore 
likely differ from a unisensory context, such that an asyn-
chronous multisensory boundary (e.g., changing audio but 
continuous visual context) may affect segmentation differ-
ently than a unisensory boundary (changing audio in the 
absence a visual context). If boundary processing is sensitive 
to perceptual dimensionality, then multisensory boundaries 
would impair across-context temporal order judgments more 
than unisensory boundaries. We tested this hypothesis in 
Experiment 2. Finally, the mix of synchronous and asyn-
chrous boundaries in Experiment 1 could be experienced 
as irregular or unpredictable, and thereby affect boundary 
processing independently of perceptual dimensionality. 
We investigated this issue in Experiment 3, in which we 
manipulated temporal expectancy of unisensory contextual 
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changes, such that audio or visual changes occurred at regu-
lar or irregular intervals. If boundary processing depends on 
temporal expectations about when a boundary occurs, then 
across-context temporal order memory judgments would be 
worse for irregularly than regularly distributed boundaries.

Experiment 1

In Experiment 1, we tested the hypothesis that synchronous 
multisensory boundaries would impair temporal order pro-
cessing in memory more than asynchronous boundaries. To 
this end, we manipulated the synchronicity of multisensory 
contextual boundaries during the encoding of a series of 
visual objects and assessed its effect on subsequent recogni-
tion or temporal memory performance. While audio and vis-
ual contexts were continuously and concurrently presented, 
the contextual changes occurred in synchrony (multisen-
sory audio and visual context change) or out of synchrony 
(unisensory change of either audio or visual context).

Methods

Participants

We initially recruited 34 participants in the age range of 
18–40 years from the academic environment of Maastricht 
University. Participants were recruited via social media plat-
forms and were required to have at-home access to a com-
puter or laptop, headphones, Internet access to download 
and install the experiment software and a quiet place without 
distractions (see below for further details). Participants who 
could not or were not willing to install the experiment soft-
ware were excluded from participation in the study. Of the 
recruited sample, 24 participants (16 females; mean ± SD 
age = 21.2 ± 2.0 years, range 18 to 27) successfully installed 
and completed the experiment (the other 10 participants 
could not install, run or complete the experiment for tech-
nical reasons). All participants provided informed consent 
before participating in the experiment and were monetarily 
compensated. The study was approved by the ethical com-
mittee of the Faculty of Psychology and Neuroscience of 
Maastricht University.

Procedure

Due to national regulations in response to the COVID-
19 pandemic during 2020–2021 in The Netherlands, we 
designed the experiment so that it could be completed at 
home. We programmed the experiment in Psychopy (Peirce, 
2007), which has been shown to operate reliably at high tem-
poral precision and with limited variations across operating 

systems (Bridges et al., 2020; Garaizar & Vadillo, 2014). We 
asked participants to download and install the latest version 
of Psychopy from the website. After successful installation, 
participants downloaded, unpacked and ran the experiment 
code. Participants were instructed to use headphones in 
order to maximize audibility of the sound stimuli and mini-
mize distracting environmental sounds. Participants were 
further instructed to reduce distractions to a minimum by 
turning their mobile phone or social media apps off during 
the experiment. Prior to starting the experiment, participants 
were contacted via online conference call by one of us (JS or 
GK) to verify correct software installation and compliance 
to task instructions. After completion of the experiment, 
participants were asked to return the data files by email to 
the investigators.

Materials and task design

Participants saw 12 lists of 36 visual items, which were ran-
domly selected for each participant from a publicly available 
image set (Kovalenko et al., 2012). Each item was presented 
for 2.5 s, with a 2 s interval between consecutive items. 
Items were presented on an audio-visual background that 
comprised audioscapes of continuous ambient sounds (audio 
context) and a colored frame (visual context; Fig. 1). To 
motivate active encoding of the stimuli (Sheldon, 2020), par-
ticipants considered for each item how pleasant they found 
its combination with the audio and the visual contexts (that 
is, including both the ambient sound and the frame color) 
during the time the item was presented on the screen. For 
each list, the audio and visual contexts changed at different 
rates. In half of the lists, the audio context changed every 
six items while the visual context changed every nine items. 
This resulted in two synchronous and six asynchronous 
audio-visual contextual changes. The asynchronous changes 
comprised four audio changes (while visual context did not 
change) and two visual changes (while audio context did not 
change). In the other half of the lists, the ratio of visual to 
audio changes was reversed. Note that all contextual changes 
were multisensory, and that multisensory contexts were con-
tinuously presented throughout the encoding of the items.

For each list, frame color was randomly selected from 
a color set (red, yellow, blue, green, purple, black, white, 
pink) without repetition. The audioscapes were generated 
from the soundtracks of publicly available online ambi-
ence videos and were chosen to be perceptually different 
from one another in terms of spectral distribution (Fig. 1B) 
and perceived environment, and to contain no intelligible 
speech or resemblance of music. The selected soundtracks 
included continuous natural sounds from different envi-
ronments (oceanside beach sounds, cave water drops and 
rustling, fireplace crackle, office buzz, rainfall and under-
water bubbling). The ambient samples were individually 
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edited to match volume, while different frequencies were 
pronounced in each soundtrack to exaggerate the perceived 
differences. Sound samples were also stereo separated and 
minor reverb was added to increase the feeling of immer-
sion. Processed audiofiles were cut to 41 s duration.

After each list, item recognition and temporal order 
memory were tested in two separate tasks. In the recogni-
tion task, participants were presented with items that were 
either shown during the preceding list or not and had to 
indicate whether they thought they saw it during the pre-
ceding list (Old judgment) or not (New judgment). Items 
that were drawn from the preceding list were taken directly 
after a contextual change (boundary item) or three items 
away from a contextual change, provided that it did not 
overlap with a following contextual change (non-boundary 
item; see Fig. 1A). Lure items were drawn from a set of 
items that were never presented during any of the encod-
ing lists. Each recognition test trial ended upon button 
response, with a maximum response window of 6 s.

In the temporal order memory test, participants saw 
pairs of items that were drawn from the preceding list and 
had to indicate which item of the pair was presented first. 
The items of a temporal order pair were presented on the 
left and right side of the center of the screen. The item 
that was presented first during the encoding phase was 
shown on the left in half of the trials, and shown on the 
right in the other half of the trials. The order of trials with 
left or right-sided presentation of the first encoded item 
was randomized across lists and participants. Pairs were 
either drawn from the same audiovisual context (Within 
pair) or from opposite sides of a contextual change (Across 
pair), with the number of items spanning between those of 
the pair being equal for Within and Across trials. Further, 
Across trials included pairs that were drawn across syn-
chronous or asynchronous audiovisual context changes. 
Each trial ended upon button response, with a maximum 
response window of 6 s.

Fig. 1   Experimental design. A In Experiment 1, lists of pictures 
are shown on an audiovisual background of audio soundscapes and 
colored frames. In half of the lists, frame color changed every six 
pictures while soundscapes changed every nine pictures (vice versa 
for other half of lists), such that audio and visual contexts sometimes 
changed synchronously (Sync) or asynchronously (Async). After each 
list, recognition memory for boundary (Sync or Async) and non-
boundary items (Non) was tested, as well as temporal order memory 

for items drawn from the same audiovisual contexts (Within) or cross-
ing a Sync or Async boundary (Across). This design was also used in 
Experiments 2 and 3, in which audio and visual contexts were pre-
sented simultaneously or separately (Experiment 2) or at regular or 
irregular intervals (Experiment 3). B Audio spectrograms of the six 
soundscapes. Memory for the presented pictures was assessed using a 
visual object recognition task (C) and a temporal order memory task 
(D)



587Psychological Research (2023) 87:583–597	

1 3

Analysis

For the recognition task, we calculated d’ from the hit 
rates and false alarm rates (Macmillan & Creelman, 2005; 
Stanislaw & Todorov, 1999) for each of the three types of 
boundary (non-boundary, asynchronous boundary and syn-
chronous boundary). We then calculated statistical effects 
using a one-way repeated measures ANOVA with Bound-
ary as within-subject factors. Average response times for 
correct trials were also analysed using the same ANOVA 
model.

For the temporal order task, we calculated hit rate for 
the three types of context (within the same context, across 
asynchronous contexts and across synchronous contexts) 
and calculated statistical effects using a one-way repeated 
measures ANOVA with Context as within-subject factors. 
The same ANOVA model was used for analysis of the 
response times (correct trials only).

All ANOVA models included a full-factorial interac-
tion term, using Type III sum of squares. Post hoc paired 
comparisons were conducted to parse significant main 
or interaction effects (p < 0.05). We report partial eta-
squared, �2

p
 , as effect size for significant ANOVA main or 

interaction effects, unless otherwise stated. Post hoc com-
parisons are reported as F-tests and �2

p
 to facilitate com-

parison with ANOVA outcomes. All statistical analyses 
were conducted using the open-source freeware package 
JASP (JASP Team, 2018), which runs on all three major 
operating systems.

Results

Recognition task

Performance on the recognition task was relatively high 
across the three boundary types, with recognition accuracy 
around 0.9 and false alarm rates around 0.1 (see Table 1 for 
average hit and false alarm rates per condition). Figure 2A 
shows the means and 95% confidence intervals of d’ for 
each of the three boundary conditions. A one-way repeated 
measures ANOVA revealed a significant effect of Bound-
ary (F(2,46) = 5.44, P = 0.0076, �2

p
=0.19), with significantly 

higher performance for non-boundary items (mean ± SE 
d’ = 3.00 ± 0.17) compared to asynchronous boundary 
items (2.78 ± 0.19; F(1,23) = 7.21, P = 0.013, �2

p
=0.24) and 

synchronous boundary items (2.75 ± 0.16; F(1,23) = 9.99, 
P = 0.004, �2

p
=0.30). Performance for the asynchronous 

boundaries did not significantly differ from the synchronous 
boundaries (F(1,23) = 0.10, P = 0.76).

The asynchronous boundary trials included two types of 
unisensory contextual changes: audio but no visual changes 
and visual but no audio changes. To explore whether these 
two asynchronous boundaries affected recognition perfor-
mance differently, we conducted a post hoc paired sam-
ples T test and found no significant effect (F(1,23) = 1.92, 
P = 0.18).

Figure 2B shows the means and 95% confidence inter-
vals of response times (correct trials only) for each of the 
three boundary items. Repeated measures ANOVA of 

Table 1   Mean (SE) hit and false 
alarm rates of the recognition 
tests for all three experiments

HR hit rate, FAR false alarm rate, Exp experiment, AV audio-visual context

Exp AV Pos HR FAR

M SE M SE

1 AV Within 0.92 0.01 0.10 0.02
AV Async 0.90 0.02 0.14 0.02
AV Sync 0.86 0.02 0.10 0.02

2 A P1 0.92 0.01 0.08 0.01
P4 0.94 0.01 0.07 0.01

V P1 0.91 0.02 0.06 0.01
P4 0.94 0.01 0.08 0.02

AV P1 0.95 0.01 0.06 0.01
P4 0.93 0.01 0.08 0.01

3 A P1 0.86 0.04 0.10 0.03
P4 0.89 0.02 0.08 0.01

V P1 0.90 0.03 0.09 0.02
P4 0.91 0.02 0.09 0.02

A P1 0.88 0.04 0.10 0.02
P4 0.89 0.03 0.08 0.02

V P1 0.89 0.03 0.10 0.02
P4 0.89 0.02 0.08 0.01
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recognition response times yielded no significant effect 
of Boundary (F(2,46) = 1.60, P = 0.21), with comparable 
average response times for each of the three boundary items 
(mean ± SE non-boundary = 963.96 ± 26.54 ms; asynchro-
nous boundary = 971.08 ± 29.29 ms; synchronous bound-
ary = 1008.53 ± 42.19 ms). Post hoc comparison between 
the two asynchronous boundary items yielded no significant 
difference (F(1,23) = 1.92, P = 0.18).

Temporal order task

Figure 2C shows mean hit rate and 95% confidence inter-
vals for each of the three contexts. A one-way repeated 
measures ANOVA yielded a significant effect of Con-
text (F(2,46) = 8.97, P < 0.001, �2

p
=0.28). Temporal order 

judgments for pairs crossing a synchronous boundary 
(mean ± SE = 0.50 ± 0.02) were significantly less accurate 
than judgments for pairs crossing an asynchronous boundary 
(0.58 ± 0.02; F(1,23) = 2.68, P = 0.013, �2

p
=0.24), as well as 

for judgments for pairs drawn from the same audiovisual 
context (Within Context pairs; 0.62 ± 0.02; F(1,23) = 12.11, 
P = 0.002, �2

p
=0.34). The lower accuracy for temporal order 

judgments from asynchronous Across compared to Within 
context pairs did not reach significance (F(1,23) = 3.61, 
P = 0.07, �2

p
=0.14). Post hoc comparison between tempo-

ral order judgments crossing the two types of asynchro-
nous boundary yielded no significant effect (F(1,23) = 1.86, 
P = 0.19).

Figure 2D shows the means and 95% confidence inter-
vals of response times (correct trials only) for each of the 
three temporal order contexts. Repeated measures ANOVA 
of recognition response times yielded no significant effect of 
Context (F(2,46) = 0.02, P = 0.98), with comparable average 
response times for each of the three boundary conditions 
(mean ± SE No Boundary = 2010.59 ± 103.60 ms; asynchro-
nous boundary = 2016.10 ± 107.35 ms; synchronous bound-
ary = 2025.53 ± 135.83 ms). Post hoc comparison between 
the two asynchronous boundary types yielded no significant 
difference (F(1,23) = 0.29, P = 0.60).

Discussion

We observed two main findings. First, we found that recog-
nition memory was worse for items that were presented at 
multisensory boundaries compared to non-boundary items, 
regardless of multisensory synchrony. This finding suggests 
that synchronous boundaries affected recognition memory 
in a similar way as asynchronous boundaries. The superior 
performance for non-boundary items contrasts findings from 
previous movie segmentation studies (Meitz et al., 2020; 
Schwan & Garsoffky, 2004; Schwan et al., 2000; Swallow 
et al., 2009), in which filmic information at boundaries is 
commonly better recognized than non-boundary informa-
tion. Interestingly, studies using a similar segmentation task 
as ours, in which series of face pictures were interspersed 
with a semantic boundary of visual objects (or vice versa) 
(DuBrow & Davachi, 2013, 2014), reported recognition 
performance (hit and false alarm rates) comparable to our 
results, with no significant difference between boundary and 
non-boundary items. These results, in combination with 
ours, could indicate that the effect of contextual boundaries 
on recognition performance of picture series may defer from 
recognition of movie stimuli.

Second, we found that multisensory synchronicity of 
contextual changes affected temporal order memory, with 
synchronous boundaries impairing temporal associative 
processing more than did asynchronous boundaries. This 
finding supports the suggestion that synchronous multisen-
sory boundaries are better processed than asynchronous 
changes, which, in keeping with the proposed encoding-
memory trade-off, comes at a greater expense of temporal 
memory interference (Heusser et al., 2018). Synchronous 
multisensory boundaries may constitute a higher sensory 
dimensionality that may more likely lead to event model 
updating. This reasoning is in line with previous findings 
that reading times of narrative texts increased at bounda-
ries of higher narrative dimensionality, e.g., co-occurring 
changes in time, space or perspective (Meyerhoff & Huff, 
2016; Radvansky & Copeland, 2010).

Fig. 2   Results of Experiment 1. A, B Mean d’ (A) and response time 
(RT) in seconds (B) for non-boundary (Non), asynchronous boundary 
(Async) and synchronous boundary (Sync) items in the recognition 
task. C, D Mean hit rate (C) and RT in seconds (D) for the Within- 
and Across-context conditions of the temporal order memory task 
(TOMT). Error bars indicate 95% confidence intervals (Masson & 
Loftus, 2003). p < 0.1, *p < 0.05, ***p < 0.005
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A previous study found that event perception and memory 
of audiovisual movie clips did not differ between synchro-
nous and asynchronous audio-visual tracks (Meyerhoff & 
Huff, 2016). The authors reasoned that participants seg-
mented the audiovisual clips in all conditions similarly 
because the audio and visual manipulations did not alter 
the semantic predictions derived from the clips. That is, the 
semantic overlap between the audio and visual tracks made 
mismatching sensory-level information redundant in event 
segmentation. In our experiment, the pictures were not con-
ceptually related to the visual or audio contexts, suggesting 
that segmentation involved expectations at sensory rather 
than semantic levels.

A limitation of Experiment 1 was that all boundaries 
constituted multisensory changes. Therefore, we could not 
investigate whether asynchronous multisensory contexts 
affected memory differently from truly unisensory contexts, 
in which only one sensory modality would provide contex-
tual boundaries in the complete absence of the other modal-
ity. Further, as Experiment 1 is, to our knowledge, the first 
to use arbitrary audio and visual contexts to induce event 
boundaries, the recognition and temporal order memory 
effects require conceptual replication. These two issues were 
addressed in Experiment 2.

Experiment 2

Experiment 2 was designed to test if (synchronous) multi-
sensory boundaries affected memory performance more than 
unisensory boundaries. Importantly, in contrast to Experi-
ment 1, unisensory boundaries in Experiment 2 constituted 
contextual changes in one sensory context while the other 
context was entirely absent. The outcome of this experiment 
could further elucidate the results of Experiment 1. Finding 
a larger temporal memory impairment for multisensory as 
opposed to unisensory boundaries would indicate that the 
effect of a boundary on memory increases with increasing 
perceptual dimensionality of the contextual changes. This 
finding would then suggest that the results of Experiment 1 
arose from increased perceptual dimensionality of the syn-
chronous multisensory boundaries. However, finding that 
uni- and multi-sensory boundaries similarly affected tem-
poral order memory would indicate that perceptual dimen-
sionality per se cannot explain the results of Experiment 1.

Methods

Participants

We recruited 20 new participants (9 females; mean ± SD 
age = 22.4 ± 1.6 years, range 20–26) from the same academic 

environment and using the same procedures. All participants 
gave informed consent before participating in the experiment 
and were monetarily compensated. The study was approved 
by the ethical committee of the Faculty of Psychology and 
Neuroscience of Maastricht University.

Procedures

We used a similar design as Experiment 1, with the follow-
ing changes. First, pictures were presented in one of three 
contexts: audio only (A, playing the soundscapes without 
any frame color), visual only (V, changing frame color with-
out playing any soundscape) or audio-visual (AV, simultane-
ous presentation of soundscapes and colored frames). Sec-
ond, in each context condition, a context changed after every 
six pictures. Further, in the audio-visual context, the frame 
changed color simultaneously with a change in soundscape. 
Figure 3A shows a schematic representation of the design 
of Experiment 2.

Previous studies found that contextual changes resulted in 
slower response times during encoding (Heusser et al., 2018; 
Radvansky & Copeland, 2010; Zacks et al., 2009), possibly 
due to the increased load that event model updating puts 
on working memory processing (Zacks, 2020). To assess 

Fig. 3   Design and results of Experiment 2. A Experiment 2 included 
unisensory audio (A) and visual (V) boundaries, and multisensory 
audiovisual (AV) boundaries. B Encoding response time (RT) for 
the boundary item (P1) was significantly slower than encoding time 
for non-boundary items at subsequent positions. Relatively slower 
boundary item response time was larger for AV compared to V con-
text. C Pooled across contexts (audio in black, visual in dark gray, 
audiovisual in light gray), recognition sensitivity (d’) was higher for 
the middle non-boundary item (P4) compared to the boundary item 
(P1). D Pooled across contexts, temporal order memory accuracy (hit 
rate, Hr) for Within-context judgments was higher than for Across-
context judgments. Error bars represent 95% confidence intervals 
(Masson & Loftus, 2003). p < 0.1, *p < 0.05, ***p < 0.005
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whether multisensory boundaries taxed encoding processes 
more than unisensory boundaries, we logged and analysed 
encoding response times in Experiment 2. At the start of 
each list, participants were instructed to overtly report their 
perceived pleasantness about the combination of each visual 
item and the audio, visual or audio-visual context by press-
ing either key “1” (“Pleasant”) or key “2” (“Unpleasant”) 
on the computer keyboard while the respective item was 
available on the screen. The item did not disappear after 
key press, so that presentation time remained the same for 
all items.

Results

Encoding

Encoding responses of one participant were not properly 
logged, leaving 19 datasets for the analysis of encoding 
responses. Figure 3B shows the mean encoding time for 
all six positions in the three contexts of the remaining 19 
participants. To test whether boundary item responses were 
slower than non-boundary item responses, we averaged 
response times across non-boundary items for each context 
and calculated a repeated measures ANOVA with Position 
(boundary vs. non-boundary positions) and Context (audio, 
visual, audio-visual) as within-subject factors. This analysis 
yielded significant main effects for Position (F(1,18) = 19.57, 
P < 0.001, �2

p
=0.52) and Context (F(2,36) = 11.42, P < 0.001, 

�
2

p
=0.39), and a significant Position × Context interac-

tion effect (F(2,36) = 4.41, P = 0.019, �2
p
=0.20). Post hoc 

comparisons showed significantly slower response times 
for boundary items compared to non-boundary items for 
the audio (F(1,18) = 10.40, P = 0.005, �2

p
=0.37), visual 

(F(1,18) = 6.97, P = 0.017, �2
p
=0.28) and audiovisual con-

texts (F(1,18) = 19.63, P < 0.001, �2
p
=0.52).

The significant Position × Context interaction effect sug-
gested that the slower encoding time associated to bound-
ary items differed between contexts. To assess whether this 
was the case, we used post hoc comparisons to compare the 
slower boundary response times relative to the non-boundary 
response times between the various uni- and multi-sensory 
contexts. The relatively slower boundary response times 
(compared to non-boundary response times) for visual con-
text was marginally significantly smaller than for auditory 
context (V minus A: F(1,18) = 3.26, P = 0.088, �2

p
=0.15) and 

significantly smaller than for audiovisual context (V minus 
AV: F(1,18) = 7.48, P = 0.014, �2

p
=0.29). Relatively slower 

boundary response times did not differ between auditory and 
audiovisual contexts (A minus AV: F(1,18) = 1.06, P = 0.32). 
Thus, audio and audiovisual boundaries led to slower bound-
ary encoding times than did visual boundaries.

Could this difference in response slowing be related to 
increased difficulty in rating audio contexts (uni- or multi-
sensory) over visual contexts? To address this issue, we 
conducted a post hoc one-way repeated measures ANOVA 
on the non-boundary encoding times of the three sensory 
contexts. We found no significant effect (F(2,56) = 0.34, 
P = 0.99), suggesting that difficulty of non-boundary judg-
ments was comparable between the uni- and multi-sensory 
contexts.

Recognition

As in Experiment 1, recognition accuracy was again rela-
tively high, with accuracy around 0.9 for both boundary and 
non-boundary positions in the auditory, visual and audio-
visual contexts. False alarm rates were below 0.1 across all 
conditions (see Table 1 for average hit and false alarm rates 
across all conditions). Figure 3C shows mean sensitivity (d’) 
for each condition, with the 95% confidence interval plotted 
as error bars. A two-way repeated measures ANOVA with 
Position (P1, P4) and Context (audio, visual, audiovisual) as 
within-subject factors yielded a significant effect for Position 
(F(1,19) = 4.46, P = 0.048, �2

p
 = 0.19), with higher recog-

nition for middle items (P4 items, pooled across contexts; 
mean ± SE d’ = 3.2 ± 0.14) compared to boundary items (P1 
items, 3.0 ± 0.15). We found no significant main effect for 
Context (P = 0.15) or the Position × Context interaction term 
(P > 0.9).

A two-way repeated measures ANOVA for recognition 
response times revealed a significant effect for Position 
(F(1,19) = 9.35, P = 0.006, �2

p
=0.33), with faster response 

times for middle items (1117.6 ± 45.8 ms) compared to 
boundary items (1189.0 ± 55.5 ms). We found no significant 
effect for Context (P = 0.45) or the Position × Context inter-
action (P = 0.42). These findings suggest better performance 
for middle items compared to boundary items, in line with 
the recognition accuracy results.

Temporal order memory

Figure 3D shows mean hit rate for temporal order memory 
in each context, with the 95% confidence interval plotted as 
error bars. The two-way repeated measures ANOVA with 
Event (within, across) and Context (audio, visual, audio-
visual) as within-subject factors yielded a significant effect 
for Event (F(1,19) = 20.59, P < 0.001, �2

p
=0.52), but no sig-

nificant effect for Context (F(1,19) = 0.75, P = 0.48) or the 
Event × Context interaction term (F(2,38) = 0.66, P = 0.53). 
Post hoc comparisons showed that hit rates for Within trials 
were significantly higher than those for the Across trials of 
all three sensory contexts (see Table 2).

Experiment 1 showed that temporal order accuracy 
differed for item pairs crossing the synchronous and 
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asynchronous boundaries. To test for a similar effect in 
Experiment 2, we first conducted a one-way repeated meas-
ures ANOVA of the Across trials, with Context (audio, vis-
ual, audiovisual) as within-subject factor. The main effect 
of Context was not significant (F < 1). To mimick the asyn-
chronous condition of Experiment 1, we pooled the Across 
trials of the two unisensory conditions of Experiment 2 and 
compared it to the Across trials of the multisensory condi-
tion (one-way repeated measures ANOVA). We again found 
no significant effect (F < 1), suggesting that uni- and multi-
sensory boundaries in Experiment 2 similarly affected tem-
poral order accuracy.

Finally, a repeated measures ANOVA of the temporal 
order memory response times showed a significant effect 
for Event (F(1,19) = 8.37, P = 0.009, �2

p
=0.31), with faster 

response times for Within trials (2445.1 ± 0.13 ms) than 
Across trials (2618.4 ± 0.12 ms). There was no significant 
effect for Context (P = 0.17) or the Event × Context interac-
tion (P = 0.12).

Discussion

Our finding of slower encoding times for boundary com-
pared to non-boundary items replicated previous findings 
in unisensory segmentation (Zacks et al., 2009; Radvan-
sky & Copeland, 2010; Heusser et al., 2018; Huff et al., 
2018; van de Ven et al., 2021). However, we also found that 
audio-related boundaries affected encoding more than (uni-
sensory) visual boundaries, which was not due to increased 
overall difficulty in rating audio contexts. One explain-
ing factor is that changes in audio contexts take time to 
be processed, as the soundscapes are perceptually defined 
over time, while the color change in the visual context is 
instantaneous.

Despite this modality-dependent difference in perceptual 
identification, we did not find evidence for sensory dimen-
sionality (i.e., uni- vs. multi-sensory contextual changes) 
affecting perceptual boundary processing. That is, synchro-
nous multisensory contextual changes were processed in a 
similar way as unisensory contextual changes. This finding 
is in agreement with a previous multisensory segmentation 

study of movie clips (Meitz et al., 2020), in which partici-
pants detected across-scene boundaries better than within-
scene boundaries regardless of whether the audio track was 
audible. More generally, our finding may weigh in on the 
inconsistent results of encoding time of boundary items 
increasing (Zacks et al., 2009) or not changing with higher 
dimensional complexity [Experiment 3 in (Huff et  al., 
2018)], with our findings supporting the latter. In another 
study, reading times during story reading were analysed 
when contextual changes occurred in one or more narra-
tive dimensions, such as spatial, temporal, goal-directed and 
protagonist-related contexts (Zwaan et al., 1998). Results 
showed that reading times were systematically slower for 
non-spatial contextual changes. However, reading times for 
spatial contextual changes only slowed when participants 
had learned the spatial environment of the story prior to 
reading it, regardless of whether the spatial changes were 
clearly demarcated or not. The authors suggested that the 
familiarization prior to reading could have made the spatial 
context more relevant to understanding the story, thereby 
enhancing its role in segmentation. In our Experiment 1, 
the synchronous multisensory changes may have become 
more relevant when offset to the asynchronous changes, 
while in Experiment 2, the multisensory changes offered no 
new boundary information with respect to the unisensory 
changes.

In the memory domain, we again found better recogni-
tion memory for non-boundary compared to boundary items, 
thus replicating our finding in Experiment 1. Further, we 
found no recognition difference between uni- and multi-
sensory contexts, which contrasts previous findings of bet-
ter multisensory than unisensory recognition of movie clips 
(Meitz et al., 2020; Meyerhoff & Huff, 2016). However, an 
important difference with these studies is that in our task, 
the items were not semantically related to the contextual 
information, allowing separation of context-induced bound-
ary processing from item memory.

Finally, we found worse temporal memory performance for 
items crossing a boundary compared to items from the same 
context, regardless of sensory modality or complexity of the 
boundary or context. This finding fits with the suggestion that 
contextual boundaries impair temporal associative processing 

Table 2   Temporal order 
memory results of Experiment 2

Mean (SE) of Within and Across temporal order memory trials and post hoc comparison statistics (degrees 
of freedom = 19)
A audio, V visual, AV audiovisual, Cd Cohen’s d

Within Across

M SE M SE T P Cd

A 0.66 0.03 0.58 0.02 2.35 0.03 0.52
V 0.67 0.02 0.55 0.03 3.94  < 0.001 0.88
AV 0.64 0.03 0.55 0.02 2.81 0.011 0.63
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similarly for different sensory modalities or complexity. In 
sum, these findings suggest that synchronous multisensory 
boundaries affect memory in similar ways as unisensory 
boundaries. By extension, the effect of synchronous multisen-
sory boundaries on temporal memory in Experiment 1 does 
not seem to be the result of multisensory dimensionality per se.

An alternative explanation could be that boundary pro-
cessing in Experiment 1 was augmented by the uncertainty 
about when a boundary would occur, due to the mix of syn-
chronous and asynchronous boundaries during a list. Previ-
ous studies have shown that rhythmic stimulus presentation 
enhances attentional processing, compared to non-rythmic 
presentation (Rohenkohl et al., 2011; Jones & Ward, 2019; 
ten Oever & Sack, 2019). In Experiment 1, the decreased 
predictability of boundary occurrence could have impaired 
the temporal deployment of attention, resulting in less 
efficient processing of the asynchronous boundaries and 
subsequently less impaired temporal order memory. In 
Experiment 2, the regular occurrence of both uni- and multi-
sensory boundaries could have led to comparable boundary 
effects on temporal order memory, thereby obscuring a pos-
sible effect of temporal uncertainty on boundary processing. 
The possible role of boundary predictability was investigated 
in Experiment 2.

Experiment 3

In Experiment 3, unisensory audio or visual contexts 
changed regularly or irregularly during encoding, such that 
boundary occurrence was temporally predictable or unpre-
dictable, respectively. We included only the two unisensory 
contexts to maximize the statistical power of the design, as 
Experiment 2 indicated no explanatory power of synchro-
nous multisensory over unisensory boundaries. Finding a 
larger temporal memory impairment for regular boundaries, 
compared to non-regular boundaries, would indicate that 
temporal expectancy about when contextual changes will 
occur affects encoding and memory formation. It would then 
explain the results of Experiment 1 by the temporal irregu-
larity of the occurrence of the synchronous and asynchro-
nous boundaries. However, finding comparable effects of 
regular and irregular boundaries would suggest that temporal 
expectancy about boundary occurrence does not modulate 
temporal segmentation in perception and memory.

Methods

Participants

We recruited 20 new participants (8 females; mean ± SD 
age = 22.6 ± 2.2 years, range 20–26) from the same academic 
environment. Recruitment and exclusion criteria were the 

same as for Experiment 1. All participants gave informed 
consent before participating in the experiment and were 
monetarily compensated. The study was approved by the 
ethical committee of the Faculty of Psychology and Neuro-
science of Maastricht University.

Procedure

The experiment instructions and procedure were the same 
as in Experiment 2, including the overt encoding responses, 
the recognition and the temporal order memory tasks, but 
with the following exceptions. In Experiment 3, we only 
used the unisensory contextual conditions. Participants 
completed six visual-only and six audio-only context lists. 
In each unisensory condition, the contextual changes either 
occurred consistently and regularly after the 6th image (regu-
lar condition), or occurred irregularly after three, six or nine 
objects (irregular condition). Figure 4A depicts the temporal 
structure of unisensory contextual changes in the regular and 
irregular conditions. In both conditions, the visual or audio 
context changed five times. The order of contextual intervals 

Fig. 4   Design and results of Experiment 3. A Audio or visual bound-
aries were presented regularly or irregularly throughout a list of pic-
tures. Recognition memory sensitivity (B) and temporal order accu-
racy (C) for the regular and irregular conditions (audio boundaries in 
black and visual boundaries in gray bars)
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in the irregular condition varied across different lists. At 
the start of each list, the participant saw a cue specifying 
whether the contextual changes of the list would be regular 
or irregular. The order of lists with visual or audio contexts, 
and regular or irregular context changes was randomized for 
each participant.

Results

Encoding

Encoding response times were incomplete or missing for 
eight participants, possibly due to these participants acci-
dentally pressing the wrong keys during encoding. To 
assess the effect of regularity of the contextual changes 
on encoding response times, we compared response times 
between the boundary and (the pooled) non-boundary items. 
A repeated measures ANOVA with Position (boundary, 
non-boundary), Context (A, V) and Regularity as within-
subject factors yielded a significant main effect of Posi-
tion (F(1,11) = 40.28, P < 0.001, �2

p
=0.79) and of Context 

(F(1,11) = 9.27, P = 0.011, �2
p
=0.46), and a significant Posi-

tion × Context interaction term (F(1,11) = 7.66, P = 0.018, �2
p

=0.41). The effects related to Context resulted from slower 
boundary response times for audio contextual changes, 
compared to visual contextual changes, in the Irregular 
(F(1,11) = 7.98, P = 0.017, �2

p
=0.42) and the Regular condi-

tion (F(1,11) = 4.22, P = 0.065, �2
p
=0.28). More importantly, 

none of the effects related to Regularity were significant 
(main effect P > 0.9, first-order interaction effect Ps > 0.6, 
second-order interaction effect P = 0.23). Thus, the slower 
encoding times for boundary items did not differ between 
regular and irregular contextual changes.

Recognition

As in Experiments 1 and 2, recognition performance was 
relatively high, with overall hit rate around 0.9 and overall 
false alarm rate around 0.1 (see Table 1 for average hit and 
false alarm rates across all conditions). Figure 4B shows 
recognition sensitivity (d’) for the boundary (P1) and non-
boundary items (P4) in the regular and irregular unisensory 
conditions. A repeated measures ANOVA with Position, 
Context and Regularity as within-subject factors revealed no 
significant main or interaction effects (all Ps > 0.20). Thus, 
neither regularity nor modality of the contextual changes 
affected recognition performance.

Analysis of response times (correct responses only) 
using a similar repeated measures ANOVA model yielded 
no significant main effects (Ps > 0.31) or interaction 
effects (Ps > 0.40). Average ± SE response times across all 

conditions was 1084.17 ± 45.67 ms, comparable to that of 
the previous experiments.

Temporal order memory

Figure 4C shows the performance accuracy on the tempo-
ral order memory test. Accuracy for within-context tem-
poral order judgments was higher than for across-context 
judgments for both audio and visual contextual changes. 
A repeated measures ANOVA with Event (within, across), 
Context and Regularity revealed a significant main effect of 
Event (F(1,18) = 14.48, P = 0.0013, �2

p
=0.45), thus statisti-

cally supporting superior within-context performance. Other 
main or interaction effects were not significant (Ps > 0.36).

To assess whether irregular unisensory boundaries 
affected temporal order memory differently than regular 
boundaries, Across trial data was pooled across the audio 
and visual modalities and analysed using a one-way repeated 
measures ANOVA with Regularity as within-subject factor. 
We found no significant effect (F < 1).

Analysis of responses times (correct responses only) 
using a similar repeated measures ANOVA model yielded no 
significant main (Ps > 0.14) or interaction effect (Ps > 0.26). 
Average ± SE response times across all conditions was 
2477.14 ± 183.59 ms, which was also comparable to the 
previous experiments.

Discussion

We found no evidence that temporal irregularity of boundary 
occurrence affected recognition or temporal memory, which 
suggests that temporal irregularity did not modulate bound-
ary processing in terms of event model updating (Zacks, 
2020) or encoding instability (Clewett & Davachi, 2017). 
Temporal segmentation may depend on the occurrence or 
presence of a contextual boundary, rather than the temporal 
regularity by which they occur. Further, these findings sug-
gest that temporal irregularity does not explain the synchro-
nous multisensory boundary effect of Experiment 1.

General discussion

Our findings can be summarized as follows. Synchronous 
multisensory contextual changes during encoding inter-
rupted temporal associative memory processing more than 
asynchronous multisensory changes. This effect could not be 
explained by higher sensory dimensionality of multisensory 
over unisensory contexts, nor by the temporal irregularity 
of boundary occurrence during encoding. Instead, we argue 
that the synchronous multisensory boundaries constituted 
a stronger deviation from multisensory expectations than 
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asynchronous boundaries. Further, the effect of multisen-
sory synchronicity was not found in recognition memory, 
similarly to a previous multisensory segmentation study, in 
which asynchronous audio and visual tracks of movie clips 
did not alter memory performance with respect to synchro-
nous movie clips (Meyerhoff & Huff, 2016). Our findings 
underscore the suggestion that temporal associative mem-
ory tests may be more sensitive to the effect of contextual 
boundaries on memory formation than recognition memory 
(Clewett & Davachi, 2017; Heusser et al., 2018). Notably, 
in Meitz et al., movie clip asynchrony was obtained by play-
ing the visual track in reverse. This approach differs from 
our implementation of multisensory asynchrony by tempo-
ral onset difference, which is more comparable with imple-
mentations in multisensory integration research [e.g., (Van 
Atteveldt et al., 2007; Chen & Spence, 2010; ten Oever et al., 
2013)]. Reversing the visual track may have biased seman-
tic processing over perceptual processing in segmentation, 
whereas our paradigm favoured perceptual processing in the 
absence of semantic relatedness.

The results of Experiment 2 indicated that, in the absence 
of asynchronous boundaries, the unisensory and multisen-
sory boundaries affected encoding and memory in a similar 
way. This result appears at odds with findings that multi-
sensory stimuli are better encoded or remembered than 
unisensory stimuli (Botta et al., 2011; Thompson & Paivio, 
1994). However, in such studies, participants had to detect 
or memorize the multisensory items themselves, whereas in 
our case, participants did not have to detect or remember the 
uni- or multi-sensory backgrounds. Further, the audio and 
visual contexts were not semantically related to the encoded 
pictures, thereby limiting the interaction between picture 
encoding and uni- or multi-sensory background features.

In Experiment 3, the finding that memory did not depend 
on the temporal regularity of boundaries aligns with event 
segmentation models that propose that a contextual bound-
ary violates expectations of the currently active event model 
in working memory (Radvansky & Zacks, 2017; Zacks, 
2020). From this perspective, the irregularity of bound-
ary occurrence across events will not violate expectations 
of individual events, unless temporal context is a defining 
feature of those events (van de Ven et al., 2021). Further 
evidence for this notion comes from segmentation studies 
using naturalistic stimuli (Meyerhoff & Huff, 2016; Schwan 
& Garsoffky, 2004; Sridharan et al., 2007; Zacks et al., 
2009), in which participants segment those stimuli despite 
a substantial variation in scene length that causes temporal 
irregularity of the contextual boundaries.

The results provide further insight into how contextual 
changes lead to temporal segmentation. Several theories 
have proposed that segmentation depends on event models 
that provide situational predictions, which are derived from 
the temporal integration of previous experiences or prior 

semantic or schematic knowledge (Radvansky & Zacks, 
2017; Richmond & Zacks, 2017; Zacks, 2020). A perceived 
contextual change violates event-based predictions, which 
triggers prediction error and prompts updating of the event 
model in working memory to better accommodate the new 
context. Prediction error in segmentation is processed in pre-
frontal and striatal areas (Sridharan et al., 2007; Zacks et al., 
2011), which also process prediction error in reward-based 
learning (Garrison et al., 2013; Gershman & Uchida, 2019). 
In our experiments, participants could have formed percep-
tual expectations about the multisensory backgrounds, for 
which the synchronous multisensory boundaries posed the 
largest deviation from those expectations. However, it is 
unclear if violations of perceptual expectations would elicit 
prediction error in working memory or reward processing 
areas. The lack of semantic relation between pictures and 
background features argue against a prominent role of event-
level prediction error. Other studies have also found that 
changes in semantically unrelated contextual features dur-
ing encoding, such as frame color (Heusser et al., 2018) or 
timing (Logie & Donaldson, 2021; van de Ven et al., 2021), 
affect memory formation. These findings arguably better 
fit to the alternative suggestion that segmentation is based 
on encoding instability that arises from changing contex-
tual features without a conceptual event model (Clewett & 
Davachi, 2017). In this view, uni- or multi-sensory bounda-
ries could segment information in memory without requiring 
event-level prediction error in working memory. However, 
an unresolved issue in this view is that the monitoring of 
encoding stability requires some comparison between cur-
rent and previous perceptual states, which may re-introduce 
prediction error-like processing (de Lange et al., 2018; Kel-
ler & Mrsic-Flogel, 2018), albeit for perceptual rather than 
conceptual features, and therefore in lower level (sensory) 
brain areas rather than working memory.

An important consideration is that we implicitly inferred 
boundary processing from performance on encoding or 
memory tasks, rather than having participants explicitly 
report on their observed contextual changes. In “unitization 
tasks”, participants watch a movie or read a narrative and 
are asked to overtly indicate (e.g., via button press) when 
they think a meaningful event has ended or a new one has 
started (Huff et al., 2014; Lassiter & Slaw, 1991; Newtson 
& Engquist, 1976; Newtson et al., 1977). What is consid-
ered “meaningful” is inherently subjective, which can lead 
to substantial variability in unitization across participants 
(Sargent et al., 2013). The temporal co-occurrence of a 
boundary across participants can be regarded as the seg-
mentation magnitude of that boundary, with higher segmen-
tation magnitude indicating that participants tend to show 
more similar unitization (Huff et al., 2014). Previous stud-
ies have suggested that increased contextual dimensionality 
may increase segmentation magnitude, which in turn may 
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facilitate memory formation (Flores et al., 2017; Huff et al., 
2014; Sargent et al., 2013). Extrapolating from our find-
ings, it may be synchronicity of contextual feature changes, 
rather than dimensionality, influencing segmentation magni-
tude. However, this notion remains to be tested. Further, it is 
unknown if unitization for items that lack semantic related-
ness, as in our task, is different than for semantically related 
informations, such as in narratives. Combining the two tasks 
could reveal new insights in how contextual changes drive 
segmentation and support memory formation.

A possible limitation of our study is that participants 
completed the task outside of a controlled laboratory. We 
aimed to control technical aspects of the study by using 
freely available and well-tested software that has been veri-
fied to run on all major operating systems without major dif-
ferences in software performance (Bridges et al., 2020). We 
also provided instructions to limit environmental distractions 
as much as possible. Further, we replicated previous findings 
from laboratory settings of slower encoding response times 
in our design, as well as the typical observation of worse 
temporal order memory performance for items crossing a 
boundary. Finally, the high recognition performance in all 
three experiments suggests that participants effortfully and 
attentively completed the tasks. We therefore think that our 
results provide a reliable contribution to the understanding 
of event segmentation in perception and memory.

In conclusion, we found that the synchronicity of multi-
sensory contextual boundaries affected temporal order mem-
ory. Further, neither multisensory dimensionality nor the 
temporal regularity of boundary occurrence affected tem-
poral or recognition memory. Our findings provide further 
insight into how contextual changes affect the organization 
of perceptual and mnemonic processing of our experiences.

Author contributions  VV and JS designed the experiments; VV pro-
grammed the experiments; JS designed the audioscapes; GK and JS 
collected the data; all authors contributed to data analysis, interpreta-
tion and writing the manuscript; VV supervised the study.

Funding  No external funding was obtained for this study.

Data sharing  Experimental data and audio stimuli are publicly avail-
able via an Open Science Foundation (OSF) project page at https://​
osf.​io/​rcx56/.

Declarations 

Conflict of interest  The authors declare no conflict of interest.

Ethical statement  All procedures performed in the experiments 
involved human participants, and were conducted in accordance with 
the ethical standards of the institutional and/or national research com-
mittee and with the 1964 Helsinki Declaration and its later amendments 
or comparable ethical standards. The ethical review board of the Fac-
ulty of Psychology and Neuroscience approved the study.

Informed consent  All participants provided informed consent prior 
to participation.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Aly, M., & Turk-Browne, N. B. (2016). Attention promotes episodic 
encoding by stabilizing hippocampal representations. Proceed-
ings of the National Academy of Sciences of the United States 
of America, 113, E420–E429.

Baldassano, C., Chen, J., Zadbood, A., Pillow, J. W., Hasson, U., & 
Norman, K. A. (2017). Discovering event structure in continu-
ous narrative perception and memory. Neuron, 95, 709-721.e5.

Baldassano, C., Hasson, U., & Norman, K. (2018). Representation of 
real-world event schemas during narrative perception. Journal 
of Neuroscience, 38, 9686–9699.

Ben-Yakov, A., & Henson, R. N. (2018). The hippocampal film edi-
tor: Sensitivity and specificity to event boundaries in continuous 
experience. Journal of Neuroscience, 38, 10057–10068.

Boltz, M. (1992). Temporal accent structure and the remembering of 
filmed narratives. Journal of Experimental Psychology: Human 
Perception and Performance, 18, 90–105.

Botta, F., Santangelo, V., Raffone, A., Sanabria, D., Lupiáñez, J., 
& Belardinelli, M. O. (2011). Multisensory integration affects 
visuo-spatial working memory. Journal of Experimental Psy-
chology: Human Perception and Performance, 37, 1099–1109.

Bridges, D., Pitiot, A., MacAskill, M. R., & Peirce, J. W. (2020). The 
timing mega-study: Comparing a range of experiment genera-
tors, both lab-based and online. PeerJ, 8, e9414.

Brunec, I. K., Moscovitch, M., & Barense, M. D. (2018). Boundaries 
shape cognitive representations of spaces and events. Trends in 
Cognitive Sciences, 22, 637–650.

Bushara, K. O., Hanakawa, T., Immisch, I., Toma, K., Kansaku, K., 
& Hallett, M. (2003). Neural correlates of cross-modal binding. 
Nature Neuroscience, 6, 190–195.

Chen, J., Leong, Y. C., Honey, C. J., Yong, C. H., Norman, K. A., 
& Hasson, U. (2017). Shared memories reveal shared structure 
in neural activity across individuals. Nature Neuroscience, 20, 
115–125.

Chen, Y. C., & Spence, C. (2010). When hearing the bark helps 
to identify the dog: Semantically-congruent sounds modulate 
the identification of masked pictures. Cognition, 114, 389–404.

Clewett, D., & Davachi, L. (2017). The ebb and flow of experience 
determines the temporal structure of memory. Current Opinion 
in Behavioral Sciences, 17, 186–193.

Cutting, J. E. (2019). Sequences in popular cinema generate incon-
sistent event segmentation. Attention, Perception, Psychophys, 
81, 2014–2025.

de Lange, F. P., Heilbron, M., & Kok, P. (2018). How do expectations 
shape perception? Trends in Cognitive Sciences, 22, 764–779.

https://osf.io/rcx56/
https://osf.io/rcx56/
http://creativecommons.org/licenses/by/4.0/


596	 Psychological Research (2023) 87:583–597

1 3

DuBrow, S., & Davachi, L. (2013). The influence of context bounda-
ries on memory for the sequential order of events. Journal of 
Experimental Psychology: General, 142, 1277–1286.

DuBrow, S., & Davachi, L. (2014). Temporal memory is shaped by 
encoding stability and intervening item reactivation. Journal of 
Neuroscience, 34, 13998–14005.

Ezzyat, Y., & Davachi, L. (2011). What constitutes an episode in 
episodic memory? Psychological Science, 22, 243–252.

Flores, S., Bailey, H. R., Eisenberg, M. L., & Zacks, J. M. (2017). 
Event segmentation improves event memory up to one month 
later. Journal of Experimental Psychology. Learning, Memory, 
and Cognition, 43, 1183–1202.

Furman, O., Dorfman, N., Hasson, U., Davachi, L., & Dudai, Y. 
(2007). They saw a movie: Long-term memory for an extended 
audiovisual narrative. Learning & Memory, 14, 457–467.

Garaizar, P., & Vadillo, M. A. (2014). Accuracy and precision of 
visual stimulus timing in PsychoPy: No timing errors in stand-
ard usage. PLoS One, 9, 112033.

Garrison, J., Erdeniz, B., & Done, J. (2013). Prediction error in rein-
forcement learning: A meta-analysis of neuroimaging studies. 
Neuroscience and Biobehavioral Reviews, 37, 1297–1310.

Gershman, S. J., & Uchida, N. (2019). Believing in dopamine. 
Nature Reviews Neuroscience, 20, 703–714.

Heusser, A. C., Ezzyat, Y., Shiff, I., & Davachi, L. (2018). Perceptual 
boundaries cause mnemonic trade-offs between local bound-
ary processing and across-trial associative binding. Journal of 
Experimental Psychology. Learning, Memory, and Cognition, 
44, 1075–1090.

Huff, M., Maurer, A. E., Brich, I., Pagenkopf, A., Wickelmaier, F., 
& Papenmeier, F. (2018). Construction and updating of event 
models in auditory event processing. Journal of Experimental 
Psychology. Learning, Memory, and Cognition, 44, 307–320.

Huff, M., Meitz, T. G. K., & Papenmeier, F. (2014). Changes in situ-
ation models modulate processes of event perception in audio-
visual narratives. Journal of Experimental Psychology. Learn-
ing, Memory, and Cognition, 40, 1377–1388.

Huff, M., Papenmeier, F., & Zacks, J. M. (2012). Visual target 
detection is impaired at event boundaries. Visual Cognition, 
20, 848–864.

JASP Team (2018). JASP (Version 0.14)[Computer software].
Jones, A., & Ward, E. V. (2019). Rhythmic temporal structure at 

encoding enhances recognition memory. Journal of Cognitive 
Neuroscience. https://​doi.​org/​10.​1162/​jocn_a_​01431

Keller, G. B., & Mrsic-Flogel, T. D. (2018). Predictive processing: 
A canonical cortical computation. Neuron. https://​doi.​org/​10.​
1016/j.​neuron.​2018.​10.​003

Kovalenko, L. Y., Chaumon, M., & Busch, N. A. (2012). A pool 
of pairs of related objects (POPORO) for investigating visual 
semantic integration: Behavioral and electrophysiological vali-
dation. Brain Topography, 25, 272–284.

Lassiter, G. D., & Slaw, R. D. (1991). The unitization and memory 
of events. Journal of Experimental Psychology: General, 120, 
80–82.

Logie, M. R., & Donaldson, D. I. (2021). Do doorways really matter: 
Investigating memory benefits of event segmentation in a virtual 
learning environment. Cognition, 209, 104578.

Lositsky, O., Chen, J., Toker, D., Honey, C. J., Shvartsman, M., Pop-
penk, J. L., Hasson, U., & Norman, K. A. (2016). Neural pattern 
change during encoding of a narrative predicts retrospective 
duration estimates. eLife, 5, 1–40.

Macmillan, N. A., & Creelman, C. D. (2005). Signal detection the-
ory: A user’s guide (2nd ed.). Lawrence Erlbaum Associates.

Masson, M. E. J., & Loftus, G. R. (2003). Using confidence intervals 
for graphically based data interpretation. Canadian Journal of 
Experimental Psychology, 57, 203–220.

Meitz, T. G. K., Meyerhoff, H. S., & Huff, M. (2020). Event related 
message processing: Perceiving and remembering changes 
in films with and without soundtrack. Media Psychology, 23, 
733–763.

Meyerhoff, H. S., & Huff, M. (2016). Semantic congruency but not 
temporal synchrony enhances long-term memory performance for 
audio-visual scenes. Memory and Cognition, 44, 390–402.

Miller, L. M., & D’Esposito, M. (2005). Perceptual fusion and stimulus 
coincidence in the cross-modal integration of speech. Journal of 
Neuroscience, 25, 5884–5893.

Newberry, K. M., & Bailey, H. R. (2019). Does semantic knowledge 
influence event segmentation and recall of text? Memory and Cog-
nition, 47, 1173–1187.

Newtson, D. (1973). Attribution and the unit of perception of ongo-
ing behavior. Journal of Personality and Social Psychology, 
28, 28–38.

Newtson, D., & Engquist, G. (1976). The perceptual organization of 
ongoing behavior. Journal of Experimental Social Psychology, 
12, 436–450.

Newtson, D., Engquist, G. A., & Bois, J. (1977). The objective basis 
of behavior units. Journal of Personality and Social Psychol-
ogy, 35, 847–862.

Peirce, J. W. (2007). PsychoPy-Psychophysics software in Python. 
Journal of Neuroscience Methods, 162, 8–13.

Radvansky, G. A., & Copeland, D. E. (2006). Walking through door-
ways causes forgetting: Situation models and experienced space. 
Memory and Cognition, 34, 1150–1156.

Radvansky, G. A., & Copeland, D. E. (2010). Reading times and the 
detection of event shift processing. Journal of Experimental 
Psychology. Learning, Memory, and Cognition, 36, 210–216.

Radvansky, G. A., & Zacks, J. M. (2017). Event boundaries in mem-
ory and cognition. Current Opinion in Behavioral Sciences, 
17, 133–140.

Richmond, L. L., & Zacks, J. M. (2017). Constructing experience: 
Event models from perception to action. Trends in Cognitive 
Sciences, 21, 962–980.

Rohenkohl, G., Coull, J. T., & Nobre, A. C. (2011). Behavioural 
dissociation between exogenous and endogenous temporal ori-
enting of attention. PLoS One, 6, e14620.

Sargent, J. Q., Zacks, J. M., Hambrick, D. Z., Zacks, R. T., Kurby, 
C. A., Bailey, H. R., Eisenberg, M. L., & Beck, T. M. (2013). 
Event segmentation ability uniquely predicts event memory. 
Cognition, 129, 241–255.

Schwan, S., & Garsoffky, B. (2004). The cognitive representation 
of filmic event summaries. Applied Cognitive Psychology, 18, 
37–55.

Schwan, S., Garsoffky, B., & Hesse, F. W. (2000). Do film cuts 
facilitate the perceptual and cognitive organization of activity 
sequences? Memory & Cognition, 28, 214–223.

Sheldon, S. (2020). The impact of encoding scenarios on different forms 
of temporal order memory. Psychological Research Psychologis-
che Forschung. https://​doi.​org/​10.​1007/​s00426-​020-​01440-y

Smith, S. M. (1985). Background music and context-dependent mem-
ory. American Journal of Psychology, 98, 591–603.

Sridharan, D., Levitin, D. J., Chafe, C. H., Berger, J., & Menon, V. 
(2007). Neural dynamics of event segmentation in music: Con-
verging evidence for dissociable ventral and dorsal networks. 
Neuron, 55, 521–532.

Stanislaw, H., & Todorov, N. (1999). Calculation of signal detection 
theory measures. Behav Res Methods, Instruments, Comput, 31, 
137–149.

Swallow, K. M., Kemp, J. T., & Candan Simsek, A. (2018). The role 
of perspective in event segmentation. Cognition, 177, 249–262.

Swallow, K. M., Zacks, J. M., & Abrams, R. A. (2009). Event bounda-
ries in perception affect memory encoding and updating. Journal 
of Experimental Psychology: General, 138, 236–257.

https://doi.org/10.1162/jocn_a_01431
https://doi.org/10.1016/j.neuron.2018.10.003
https://doi.org/10.1016/j.neuron.2018.10.003
https://doi.org/10.1007/s00426-020-01440-y


597Psychological Research (2023) 87:583–597	

1 3

ten Oever, S., & Sack, A. T. (2019). Interactions between rhythmic and 
feature predictions to create parallel time-content associations. 
Frontiers in Neuroscience, 13, 1–12.

ten Oever, S., Sack, A., Wheat, K. L., Bien, N., & van Atteveldt, N. 
(2013). Audio-visual onset differences are used to determine syl-
lable identity for ambiguous audio-visual stimulus pairs. Frontiers 
in Psychology, 4, 1–13.

Thompson, V. A., & Paivio, A. (1994). Memory for pictures and 
sounds: Independence of auditory and visual codes. Canadian 
Journal of Experimental Psychology, 48, 380–398.

Van Atteveldt, N. M., Formisano, E., Blomert, L., & Goebel, R. (2007). 
The effect of temporal asynchrony on the multisensory integra-
tion of letters and speech sounds. Cerebral Cortex, 17, 962–974.

van de Ven, V., Jäckels, M., & De Weerd, P. (2021). Time changes: 
Temporal contexts support event segmentation in associative 
memory. Psychonomic Bulletin & Review. https://​doi.​org/​10.​3758/​
s13423-​021-​02000-0 In Press.

van Helvoort, D., Stobbe, E., Benning, R., Otgaar, H., & van de Ven, 
V. (2020). Physical exploration of a virtual reality environment: 
Effects on spatiotemporal associative recognition of episodic 
memory. Memory & Cognition, 48, 691–703.

Zacks, J. M. (2020). Event perception and memory. Annual Review of 
Psychology, 71, 165–191.

Zacks, J. M., Kurby, C. A., Eisenberg, M. L., & Haroutunian, N. 
(2011). Prediction error associated with the perceptual segmen-
tation of naturalistic events. Journal of Cognitive Neuroscience, 
23, 4057–4066.

Zacks, J. M., Speer, N. K., & Reynolds, J. R. (2009). Segmentation in 
reading and film comprehension. Journal of Experimental Psy-
chology: General, 138, 307–327.

Zwaan, R. A., Radvansky, G. A., Hilliard, A. E., & Curiel, J. M. (1998). 
Constructing multidimensional situation models during reading. 
Scientific Studies of Reading, 2, 199–220.

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.3758/s13423-021-02000-0
https://doi.org/10.3758/s13423-021-02000-0

	Multisensory synchrony of contextual boundaries affects temporal order memory, but not encoding or recognition
	Abstract
	Introduction
	Experiment 1
	Methods
	Participants
	Procedure
	Materials and task design
	Analysis

	Results
	Recognition task
	Temporal order task

	Discussion
	Experiment 2
	Methods
	Participants
	Procedures

	Results
	Encoding
	Recognition
	Temporal order memory

	Discussion
	Experiment 3
	Methods
	Participants
	Procedure

	Results
	Encoding
	Recognition
	Temporal order memory

	Discussion
	General discussion
	References




