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Abstract
Background and purpose  Corneal fluorescein staining is one of the most important diagnostic tests in dry eye disease (DED). 
Nevertheless, the result of this examination is depending on the grader. So far, there is no method for an automated quanti-
fication of corneal staining commercially available. Aim of this study was to develop a software-assisted grading algorithm 
and to compare it with a group of human graders with variable clinical experience in patients with DED.
Methods  Fifty images of eyes stained with 2 µl of 2% fluorescein presenting different severity of superficial punctate keratopathy 
in patients with DED were taken under standardized conditions. An algorithm for detecting and counting superficial punctate 
keratitis was developed using ImageJ with a training dataset of 20 randomly picked images. Then, the test dataset of 30 images 
was analyzed (1) by the ImageJ algorithm and (2) by 22 graders, all ophthalmologists with different levels of experience. All 
graders evaluated the images using the Oxford grading scheme for corneal staining at baseline and after 6–8 weeks. Intrarater 
agreement was also evaluated by adding a mirrored version of all original images into the set of images during the 2nd grading.
Results  The count of particles detected by the algorithm correlated significantly (n = 30; p < 0.01) with the estimated true 
Oxford grade (Sr = 0,91). Overall human graders showed only moderate intrarater agreement (K = 0,426), while software-
assisted grading was always the same (K = 1,0). Little difference was found between specialists and non-specialists in terms 
of intrarater agreement (K = 0,436 specialists; K = 0,417 non-specialists). The highest interrater agreement was seen with 
75,6% in the most experienced grader, a cornea specialist with 29 years of experience, and the lowest was seen in a resident 
with 25,6% who had only 2 years of experience.
Conclusion  The variance in human grading of corneal staining - if only small - is likely to have only little impact on clinical man-
agement and thus seems to be acceptable. While human graders give results sufficient for clinical application, software-assisted 
grading of corneal staining ensures higher consistency and thus is preferrable for re-evaluating patients, e.g., in clinical trials.
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Key messages

What is known 

Corneal fluorescein-staining is one of the most important diagnostic tests in dry eye disease. 
Human grading of medical images is known to be subjective.
So far, there is no method for an automated quantification of corneal staining commercially available. 

What is new
We found only moderate intra- and interrater agreement in grading superficial punctate keratopathy.

Experience in ophthalmology seems to have only little impact on intrarater agreement.
Software-assisted evaluation of superficial punctate keratopathy is possible and works satisfyingly however it is
not yet commercially available.
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Introduction

Fluorescein staining is one of the most important diagnostic 
tests for clinical and research purposes in dry eye disease 
(DED) [1]. While more and more examinations are being 
assisted by computers (optical coherence tomography, cor-
neal topography, wavefront analyses) in the last decades, 
objective methods for an automated quantification of cor-
neal staining have been developed, but are not yet commer-
cially available [2–5]. The aim of our study was to examine 
if software-assisted grading is superior to human grading in 
accuracy and consistency. The problem of high intra- and 
interrater error in human grading of medical images is a 
known problem in ophthalmology and other fields of medi-
cine [6–9]. In particular human grading of corneal staining 
with different scores is known to be subjective and lacks 
reproducibility [10]. There are 41 different grading scales to 
evaluate the ocular surface in humans, of which 18 are for 
grading corneal and/or conjunctival staining [11]. The choice 
of the grading scale has effect on both sensitivity and consist-
ency. While fewer steps within a grading system lead to good 
repeatability, they mostly lack sensitivity [12–14]. For this 
reason, a grading system with 0–100 steps was developed 
[15]. Higher numbers of possible grades on the other hand 
tend to produce inconsistent results and might be biased by 
the well-known problem that human graders tend to choose 
numbers that can be divided by five more often than others 
what again reduces the amount of steps and therefore the sen-
sitivity [15, 16]. The Oxford scale consisting of grades from 
0 to 5 is one of the most commonly used grading scales for 
corneal staining. Considering the diverse nature of superficial 
punctate keratitis, a 0–5 gradation seems relatively coarse. 
Therefore, an automated grading system which is not limited 
to a specific scale would be favorable.

Material and methods

Acquisition of corneal images

Images of 50 eyes with different grades of dry eye disease 
were taken under standardized conditions. Two microliter 
of 2% fluorescein were instilled into the lower fornix with a 
2 µl Eppendorf Pipette. After 30 s, the images were acquired 
with a Canon camera model DS126251 attached to a Haag-
Streit photo slit lamp model 900.8.2.0165 with diffuse light-
ning, yellow filter and 10 × enlargement in a completely dark 
room, and saved in red–green–blue-format (RGB). Twenty 
of these images were used as a training set to develop the 
algorithm and 30 as training dataset for comparison with 
the human graders.

ImageJ algorithm for automated quantification 
of corneal staining

ImageJ, the most common software for image analysis and 
processing in biological research, was used for automated 
quantification of corneal staining [17]. All functions used 
for preprocessing and analyzing the images are commonly 
used in scientific image analysis. “Auto-threshold” was used 
to detect particles by separating the images into a foreground 
and background depending on differences of intensity. The 
background was eliminated, leaving the foreground with the 
“objects of interest” for quantification. Many different auto-
threshold methods are available. Comparing the different 
methods using the training dataset, we found best conformity 
with “triangle-white” to isolate and count particles without 
having a large number of false positives from artifacts [18]. 
Next, to exclude possible artifacts like tear film or mucus, 
size and circularity of the “objects of interest”, i.e., positive 
epithelial staining, had to be specified. Following repetitive 
assessment using the training-dataset, particles bigger than 
200 pixels or with circularity below 0,7 were eliminated. 
After defining those prerequisites, a macro was developed, 
that executed the following steps, when the cornea was 
marked manually as region of interest (ROI).

Preprocessing: The green channel of the RGB image was 
isolated and transformed into 8 bit format. With ImageJ 
embedded automatic contrast enhancement, the distribu-
tion of intensities became wider for better separation. Con-
voluted background subtraction with a radius of 14 pixels 
and a Gaussian blur with a sigma of 2 pixels were used to 
generate a so-called pseudo-background (Fig. 1) which was 
then subtracted from the main image to remove artifacts and 
background structures such as the iris, pupil, or tear film 
artifacts.

Analysis: Auto-threshold triangle-white technique 
was used to isolate particles from remaining noise. Then, 
a binary mask was created, showing only two intensities 
(1 = positive staining; 0 = no staining) (Fig. 2). Finally, the 
number of particles with the defined size and circularity was 
counted. Execution of this macro takes approximately 3–5 s 
per image on an average desktop computer. For the exact 
script of the macro, see Supplements.

Human grading of corneal staining

A cohort of 22 graders, 9 board certified ophthalmolo-
gists, 11 residents, and 2 medical students with less than 
1 year of experience of the Department of Ophthalmol-
ogy, University Hosptial Düsseldorf, were asked to grade 
the full test set. Grading was performed according to the 
Oxford classification for corneal staining under standard-
ized conditions with a tablet computer (Samsung® Galaxy 
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Tab S2) with a high-quality display and full brightness in 
a completely dark room [19].

The Oxford scheme with sample graphics was displayed 
to the graders throughout the entire grading process on 
the same screen, below the image that was to be graded. 
After 6–8 weeks, all participants graded the identical 30 
images twice again, once as original and once mirrored 
horizontally, without previously being informed about this 
second grading and the fact that the identical images were 
used and had been mirrored. Software results were then 
compared to human grading. There was no time limit for 
the graders to complete the grading, but the full test set 
had to be graded in a single episode.

Statistics

SPSS version 27 (IBM, USA, NY, Armonk) was used for 
statistical analysis. Cohens-Kappa and Fleiss-Kappa were 
used to evaluate intra- and interrater reliability. For inter-
pretation of K-values, Landis and Koch Table were used. 
The software-assisted evaluation (measured in number of 
particles) was compared to the most frequent picked Oxford 

grade (estimated true) using Spearman’s rank correlation. A 
p-value below 0,05 was regarded as statistically significant.

Results

Interrater agreement

In the first grading episode, human interrater agreement 
was K = 0,462 and thus moderate between all graders. The 
result was the same, when all human ratings were analyzed 
together, i.e., all gradings from the first and second round 
of gradings (K = 0,426). Table 1 shows the deviation for 
every grader from the estimated true Oxford grade. The 
highest agreement with the estimated true Oxford grade 
was seen in the most experienced grader in 75,56% of all 
cases. Deviation by more than one Oxford grade from the 
estimated true Oxford grade was seen in 18 of 22 graders. 
While there was a maximal deviation of 4 Oxford grades in 
one case of a non-specialist, deviation of 3 Oxford grades 
was seen in three participants (7 cases). Resident number 
8 showed a deviation of three Oxford grades in three cases 

Fig. 1   A Original image and B 
artificial pseudo-background

Fig. 2   A Detected corneal 
staining overlay and B particle 
mask. Brightness was adjusted 
for illustration
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and selected the estimated true Oxford grade only in 25,6% 
of all cases, as one of the students.

Intrarater agreement

All K-values for every grader are listed in Table 2. Specialists 
and non-specialists showed “moderate” intrarater agreement,  
but specialists were slightly more consistent than non- 
specialists (K = 0,436 specialists; K = 0,417 non-specialists). 
The most experienced grader, a cornea specialist with circa 
30 years of experience was most consistent in his grading 
with an “almost perfect” agreement of K = 0,831 for grading  
the native and the mirrored images in the second grading episode.  
The lowest intrarater agreement was found in a resident 
with K = 0,155 (“slight agreement”) for re-evaluation after 
6–8 weeks. Figure 3 shows the total intrarater agreement in 
relation to years of experience in ophthalmology.

Automated grading

Software-assisted grading was identical after 6 weeks and 
not affected by mirroring the images. The count of particles 
detected by the algorithm correlated significantly (n = 30; 

p < 0.01) with the estimated true Oxford grade (Sr = 0,91) 
(see Fig. 4).

Discussion

Experience is a well-known denominator of grading preci-
sion in ophthalmology [20]. Although only little difference 
was found between specialists and non-specialists overall, 
Fig. 1 shows that lower intrarater agreement is seen in the 
less experienced graders. Nevertheless, our results show that 
even highly experienced graders are not as consistent as a 
software-assisted grading method. Highest inconsistency 
(low intrarater agreement) was found when pictures were 
regraded after 6–8 weeks (K = 0,461). This temporal int-
rarater agreement is also known as temporal drift or grade-
regrade-agreement [21]. Ebenezer et al. have worked on 
grading of retinopathy of prematurity and used a particular 
temporal drift sample of 25 images that were regraded at 
three different points of time and found strong variety in 
intrarater agreement over time ranging from 0.57 to 0.94 
[22]. This variation over time in human grading especially 
might become a problem in study settings, where reliable 
data needs to be gathered.

Nichols et al. investigated repeatability of several DED 
parameters at two time points including only one grader and 
found poor to moderate intrarater agreement for corneal flu-
orescein staining [23].

Rasmussen et al. investigated human grading of corneal 
and conjunctival staining on the slit lamp in 11 physicians 
with van Bijstervald score (vBS) and the ocular staining 
score (OSS) and found moderate to good intrarater agree-
ment with intraclass correlation coefficient (ICC) of 0.77 for 
the vBS and 0.74 for the OSS [10]. It should be mentioned 
that the study mainly focused on the comparison between 
vBS and OSS; thus, only a small number of individuals (20 
out of total 994) were invited for a second examination, and 
only nine were re-evaluated by the same physician.

Beyond the limited intrarater agreement, in a real-world 
setting of a busy clinic with rising number of follow-up 
visits, a patient is likely to be examined by different indi-
viduals adding interrater error. Unlike intrarater agreement, 
interrater agreement is difficult to investigate because there 
is no certainty about the true Oxford grade of an image. 
Furthermore, Fleiss-Kappa measures whether the grading 
is identical between the two time points but do not quantify 
a possible deviation. While grading corneal staining refer-
ring to the Oxford scheme is a method of comparing a slit 
lamp image with a graphic scheme, it can be assumed that 
the true Oxford grade for a picture is the one that was most 
frequently picked. Therefore, modus was chosen for the esti-
mated true Oxford grade in our study. Rasmussen et al. still 

Table 1   Distribution of deviation from the estimated true Oxford 
grade for every grader in percentage

Grader Deviation of grading from estimated true Oxford scale

0 1 2 3 4

Specialist 1 75,56% 22,22% 1,11% - -
Specialist 2 73,33% 26,67% - - -
Specialist 3 42,22% 48,89% 4,44% - -
Specialist 4 54,44% 32,22% 4,44% - 1,11%
Specialist 5 70,00% 30,00% - - -
Specialist 6 71,11% 28,89% - - -
Specialist 7 50,00% 37,78% 4,44% 1,11% -
Specialist 8 67,78% 27,78% 2,22% - -
Specialist 9 72,22% 23,33% 2,22% - -
Resident 1 64,44% 26,67% 4,44% - -
Resident 2 62,22% 33,33% 2,22% - -
Resident 3 58,89% 34,44% 3,33% - -
Resident 4 71,11% 26,67% 1,11% - -
Resident 5 61,11% 34,44% 2,22% - -
Resident 6 67,78% 30,00% 1,11% - -
Resident 7 66,67% 28,89% 2,22% - -
Resident 8 73,33% 26,67% - - -
Resident 9 25,56% 46,67% 8,89% 3,33% -
Resident 10 57,78% 35,56% 3,33% - -
Resident 11 45,56% 40,00% 5,56% 1,11% -
Student 1 25,56% 54,44% 6,67% 2,22% -
Student 2 73,33% 24,44% 1,11% - -
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found significant variation between human graders, although 
all participants had undergone a particular training before. 
As every participant graded a different subject, the results 
are difficult to compare to our cohort study.

Rodriguez et al. found a mean concordance correlation 
coefficient (CCC) of 0.882 between three human graders 
grading 54 images in the Ora Calibra Fluorescein Staining 
Scale, what can be considered good reliability [24]. CCC 

Table 2   Intrarater agreement: 
kappa values for all graders Grader

Years of 

Experience

Intrarater Agreement κ

Total

Intrarater Agreement κ 

After 6 Weeks

Intrarater Agreement κ  

Same Session Mirrored

Clinic Director 29 0,595 0,461 0,831

Specialist 1 23 0,614 0,544 0,812

Specialist 2 18 0,455 0,635 0,612

Specialist 3 12 0,592 0,667 0,617

Specialist 4 10 0,537 0,533 0,647

Specialist 5 8 0,555 0,506 0,560

Specialist 6 8 0,472 0,471 0,578

Specialist 7 7 0,570 0,466 0,670

Specialist 8 6 0,732 0,791 0,751

Resident 1 5 0,626 0,620 0,690

Resident 2 4 0,532 0,632 0,462

Resident 3 4 0,337 0,453 0,304

Resident 4 4 0,595 0,576 0,578

Resident 5 3 0,541 0,487 0,540

Resident 6 3 0,595 0,633 0,627

Resident 7 3 0,703 0,689 0,686

Resident 8 3 0,523 0,380 0,747

Resident 9 2 0,205 0,155 0,630

Resident 10 1 0,634 0,637 0,598

Resident 11 1 0,377 0,416 0,217

Student 1 0 0,413 0,385 0,357

Student 2 0 0,508 0,460 0,613

Specialists Total 0,436

Non-specialist Total 0,417

Intrarater agreement Kappa values. Color-marked level of agreement from dark to bright (Landis and 

Koch): „slight“ 0,00-0,20 marked red, „fair“ 0,21-0,40 marked brown, „moderate“ 0,41-0,60 marked 

yellow, „substantial“ 0,61-0,80 marked blue, „almost perfect“ 0,81-1,00 marked green    

Almost Perfect 0,81-1,00

Substantial 0,61-0,80

Moderate 0,41-0,60

Fair 0,21-0,40

Slight 0,00-0,20

Fig. 3   Total intrarater agree-
ment with experience in years
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was not calculated for our cohort, because it is more suitable 
to assess agreement between two, but not multiple graders. 
Amparo et al. tested interrater agreement in four clinicians 
grading 61 images using the National Eye Institute/Industry 
(NEI) grading scale and gathered ICC of only 0.65, what is 
considered moderate interrater agreement [25]. For better 
comparison, we calculated ICC from our cohort and gath-
ered 0.994 what is considered excellent reliability. We want 
to put this value into perspective as we found only moderate 
agreement with Fleiss-Kappa and high deviation of 3 or 4 
Oxford grades could be found between graders for both, spe-
cialists, and non-specialists. This difference can be explained 
by the fact that Fleiss-Kappa, as mentioned earlier, only 
measures whether the same grade has been chosen and ICC 
also respects the level of disagreement between two Oxford 
grades. Therefore, we think neither ICC nor Fleiss-Kappa 
solemnly can represent the true agreement between graders, 
as it is necessary for clinical practice or study settings.

While time between two gradings can especially influence 
the intrarater-results, there are some parameters that might 
influence both intra- and interrater grading. First, conditions 
in real live grading could vary depending on possible fluctu-
ation in light situations or use of different slit lamp settings. 
Second, also the patient reported symptoms or conjunctival 
hyperaemia might bias a human grader in his evaluation. In 
addition, there may be differences in grading photographed 
slit lamp images versus live grading [26].

In contrast to human grading, a computer-based evalua-
tion is not bound to a specific scale but simply counts pre-
defined affected areas. Our algorithm showed proper corre-
lation with the Oxford grades (Sr = 0,91; n = 30; p < 0.01). 
The previously mentioned groups have developed similar 
algorithms for corneal staining and compared the results 
to human grading. Rodriguez et  al. used an algorithm 

programmed with OpenCV© (Open Source Computer 
Vision Library) and focused on the inferior corneal stain-
ing as region of interest and used the Ora Calibra Staining 
Scale®, a logarithmic scale for the number of counted par-
ticles [24]. The software-based grading was compared to 
human grading results. In their study, the agreement between 
human and software-assisted grading was high (R = 0.89) 
[24].

Amparo et al. analyzed the complete corneal area simi-
lar to us but used the National Eye Institute/Industry (NEI) 
grading scale and compared the results of human grading 
with those of an algorithm programmed in ImageJ [25]. 
They reported a significant correlation between their soft-
ware-assisted method and human grading (R = 0.72) [25].

Chun et al. compared the grading of two independent cli-
nicians using the Oxford scheme and the National Eye Insti-
tute/Industry (NEI)-recommended guidelines to a software-
assisted method programmed in Microsoft Visual C +  + and 
Open CV©. They achieved high correlation between the 
software-based grading and both human grading scores 
(Oxford scheme: R = 0.85; NEI: R = 0.903) [27].

While the above-mentioned groups have achieved similar 
results to our cohort, the main difference and novelty in our 
study are the large number of human graders with different 
levels of experience using the grade-regrade method that 
allows the best possible comparison between them. Overall, 
as shown in our work and the other studies mentioned above, 
software-based grading achieves sufficient results with preci-
sion at least as accurate in comparison to human grading. 
Comparison between the different groups in case of preci-
sion of the algorithm is difficult because there is difference 
in the selected region of interest and the chosen grading 
score. Although software-assisted grading might be chal-
lenged, e.g., by confluent staining, by refining the techniques 

Fig. 4   Median count of par-
ticles detected by software in 
dependence to the estimated 
true Oxford scale (modus) for 
all images
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and algorithms, and, e.g., by application of deep learning, we 
think it will still be superior to a pictogram-based grading 
system in the future. Besides precision, another advantage of 
a computer-based evaluation is its consistency. Similar to the 
results of the grading of corneal staining, software-assisted 
grading of ocular redness or conjunctival lissamaine green 
staining has been shown to be superior compared to human 
evaluation [16, 28–30].

Also clinical studies would probably benefit from such a 
technique, because corneal fluorescein staining often is con-
sidered an important endpoint, e.g., in the SANSIK study, a 
multicenter phase III study for cyclosporine-A eye drops [31]. 
Especially in a multicenter setup with numerous graders, a 
more objective method would be favorable. Furthermore such 
a method could be used for a more exact (sub-)staging of 
several corneal conditions, e.g., like neurotrophic keratopathy 
[32]. While the benefit of a software-assisted grading system 
in clinical studies is obvious, it should be noted that in a clini-
cal setting small deviation in the grading of corneal staining is 
acceptable and does probably rarely lead to changes in treat-
ment. A deviation of 3–4 Oxford grades as we found in some 
cases though cannot be considered as negligible.

Conclusion

High inter- and intrarater bias has been seen in human grad-
ing of corneal fluoresceine staining. While accuracy of 
human grading may be considered sufficient, it lacks intra- 
and interrater consistency. Although the measured inconsist-
ency is likely to have little impact on clinical management 
and outcome, an objective method would be beneficial for 
study settings and development of more precise staging 
schemes of anterior eye diseases.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s00417-​022-​05574-0.

Funding  Open Access funding enabled and organized by Projekt 
DEAL.

Data availability  Not applicable.

Code availability  Algorithm available in Supplements.

Declarations 

Conflict of interest/Competing interests.  The authors declare no com-
peting interests.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 

were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Sullivan BD, Crews LA, Messmer EM et al (2014) Correlations 
between commonly used objective signs and symptoms for the 
diagnosis of dry eye disease: clinical implications. Acta Ophthal-
mol 92:161–166. https://​doi.​org/​10.​1111/​aos.​12012

	 2.	 Pellegrini M, Bernabei F, Moscardelli F, et al (2019) Assess-
ment of corneal fluorescein staining in different dry eye sub-
types using digital image analysis. Transl Vis Sci Technol 8: 
https://​doi.​org/​10.​1167/​tvst.8.​6.​34

	 3.	 Aumann S, Donner S, Fischer J, Müller F (2019) Optical coher-
ence tomography (OCT): principle and technical realization. In: 
Bille JF (ed). Cham (CH), pp 59–85

	 4.	 Fan R, Chan TC, Prakash G, Jhanji V (2018) Applications of 
corneal topography and tomography: a review. Clin Experiment 
Ophthalmol 46:133–146. https://​doi.​org/​10.​1111/​ceo.​13136

	 5.	 Carones F (2004) Diagnostic use of ocular wavefront sensing. 
Ophthalmol Clin North Am 17(129–33):v. https://​doi.​org/​10.​
1016/j.​ohc.​2004.​02.​007

	 6.	 Krause J, Gulshan V, Rahimy E et al (2018) Grader variabil-
ity and the importance of reference standards for evaluating 
machine learning models for diabetic retinopathy. Ophthalmol-
ogy 125:1264–1272. https://​doi.​org/​10.​1016/j.​ophtha.​2018.​01.​
034

	 7.	 Mucci B, Murray H, Downie A, Osborne K (2013) Interrater vari-
ation in scoring radiological discrepancies. Br J Radiol 86:1–5. 
https://​doi.​org/​10.​1259/​bjr.​20130​245

	 8.	 Liu Y, Gadepalli K, Norouzi M, et al (2017) Detecting Cancer 
metastases on gigapixel pathology images. 1–13

	 9.	 Lin H, Chen H, Graham S et al (2019) Fast ScanNet: fast and 
dense analysis of multi-gigapixel whole-slide images for cancer 
metastasis detection. IEEE Trans Med Imaging 38:1948–1958. 
https://​doi.​org/​10.​1109/​TMI.​2019.​28913​05

	10.	 Rasmussen A, Stone DU, Kaufman CE et al (2019) Reproduc-
ibility of ocular surface staining in the assessment of Sjögren syn-
drome–related keratoconjunctivitis sicca: implications on disease 
classification. ACR Open Rheumatol 1:292–302. https://​doi.​org/​
10.​1002/​acr2.​1033

	11.	 Eaton JS, Miller PE, Bentley E et al (2017) Slit lamp-based ocular 
scoring systems in toxicology and drug development: a literature 
survey. J Ocul Pharmacol Ther 33:707–717. https://​doi.​org/​10.​
1089/​jop.​2017.​0021

	12.	 Bailey IL, Bullimore MA, Raasch TW, Taylor HR (1991) Clini-
cal grading and the effects of scaling. Invest Ophthalmol Vis Sci 
32:422–432

	13.	 Sparrow NA, Frost NA, Pantelides EP, Laidlaw DA (2000) Deci-
malization of the oxford clinical cataract classification and grad-
ing system. Ophthalmic Epidemiol 7:49–60

	14.	 Sook Chun Y, Park IK (2014) Reliability of 4 clinical grading 
systems for corneal staining. Am J Ophthalmol 157:1097–1102. 
https://​doi.​org/​10.​1016/j.​ajo.​2014.​02.​012

	15.	 Woods J, Varikooty J, Fonn D, Jones LW (2018) A novel scale 
for describing corneal staining. Clin Ophthalmol 12:2369–2375. 
https://​doi.​org/​10.​2147/​OPTH.​S1781​13

	16.	 Fieguth P, Simpson T (2002) Automated measurement of bulbar 
redness. Invest Ophthalmol Vis Sci 43:340–347

2611Graefe's Archive for Clinical and Experimental Ophthalmology (2022) 260:2605–2612

https://doi.org/10.1007/s00417-022-05574-0
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1111/aos.12012
https://doi.org/10.1167/tvst.8.6.34
https://doi.org/10.1111/ceo.13136
https://doi.org/10.1016/j.ohc.2004.02.007
https://doi.org/10.1016/j.ohc.2004.02.007
https://doi.org/10.1016/j.ophtha.2018.01.034
https://doi.org/10.1016/j.ophtha.2018.01.034
https://doi.org/10.1259/bjr.20130245
https://doi.org/10.1109/TMI.2019.2891305
https://doi.org/10.1002/acr2.1033
https://doi.org/10.1002/acr2.1033
https://doi.org/10.1089/jop.2017.0021
https://doi.org/10.1089/jop.2017.0021
https://doi.org/10.1016/j.ajo.2014.02.012
https://doi.org/10.2147/OPTH.S178113


1 3

	17.	 Schindelin J, Arganda-Carrera I, Frise E, et al (2009) Fiji - an open 
platform for biological image analysis. Nat Methods 9: https://​doi.​
org/​10.​1038/​nmeth.​2019.​Fiji

	18.	 Zack GW, Rogers WE, Latt SA (1977) Automatic measurement of 
sister chromatid exchange frequency. J Histochem Cytochem Off 
J Histochem Soc 25:741–753. https://​doi.​org/​10.​1177/​25.7.​70454

	19.	 Bron AJ, Evans VE, Smith JA (2003) Grading of corneal and 
conjunctival staining in the context of other dry eye tests. Cornea 
22:640–650. https://​doi.​org/​10.​1097/​00003​226-​20031​0000-​00008

	20.	 Andersson S, Heijl A, Bengtsson B (2011) Optic disc classifica-
tion by the Heidelberg Retina Tomograph and by physicians with 
varying experience of glaucoma. Eye 25:1401–1407. https://​doi.​
org/​10.​1038/​eye.​2011.​172

	21.	 Danis RP, Domalpally A, Chew EY et al (2013) Methods and 
reproducibility of grading optimized digital color fundus photo-
graphs in the age-related eye disease study 2 (AREDS2 Report 
Number 2). Investig Ophthalmol Vis Sci 54:4548–4554. https://​
doi.​org/​10.​1167/​iovs.​13-​11804

	22.	 Daniel E, Quinn GE, Hildebrand PL et al (2015) Validated system 
for centralized grading of retinopathy of prematurity: telemedicine 
approaches to evaluating acute-phase retinopathy of prematurity 
(e-ROP) study. JAMA Ophthalmol 133:675–682. https://​doi.​org/​
10.​1001/​jamao​phtha​lmol.​2015.​0460

	23.	 Nichols KK, Mitchell GL, Zadnik K (2004) The repeatability of 
clinical measurements of dry eye. Cornea 23:272–285. https://​doi.​
org/​10.​1097/​00003​226-​20040​4000-​00010

	24.	 Rodriguez JD, Lane KJ, Ousler GW et al (2015) Automated grad-
ing system for evaluation of superficial punctate keratitis associ-
ated with dry eye. Investig Ophthalmol Vis Sci 56:2340–2347. 
https://​doi.​org/​10.​1167/​iovs.​14-​15318

	25.	 Amparo F, Wang H, Yin J, et  al (2017) Evaluating corneal 
fluorescein staining using a novel automated method. Invest 

Ophthalmol Vis Sci 58:BIO168–BIO173. https://​doi.​org/​10.​1167/​
iovs.​17-​21831

	26.	 Sorbara L, Peterson R, Schneider S, Woods C (2015) Compari-
son between live and photographed slit lamp grading of corneal 
staining. Optom Vis Sci Off Publ Am Acad Optom 92:312–317. 
https://​doi.​org/​10.​1097/​OPX.​00000​00000​000496

	27.	 Chun YS, Yoon WB, Gi Kim K, Ki Park I (2014) Objective 
assessment of corneal staining using digital image analysis. Inves-
tig Ophthalmol Vis Sci 55:7896–7903. https://​doi.​org/​10.​1167/​
iovs.​14-​15618

	28.	 Amparo F, Yin J, Di Zazzo A et al (2017) Evaluating changes in 
ocular redness using a novel automated method. Transl Vis Sci 
Technol 6:13. https://​doi.​org/​10.​1167/​tvst.6.​4.​13

	29.	 Bunya VY, Chen M, Zheng Y et al (2017) Development and evalu-
ation of semiautomated quantification of lissamine green staining 
of the bulbar conjunctiva from digital images. JAMA Ophthalmol 
135:1078–1085. https://​doi.​org/​10.​1001/​jamao​phtha​lmol.​2017.​
3346

	30.	 Peterson RC, Wolffsohn JS (2007) Sensitivity and reliability of 
objective image analysis compared to subjective grading of bulbar 
hyperaemia. Br J Ophthalmol 91:1464–1466. https://​doi.​org/​10.​
1136/​bjo.​2006.​112680

	31.	 Leonardi A, Van Setten G, Amrane M et al (2016) Efficacy and 
safety of 0.1% cyclosporine A cationic emulsion in the treatment 
of severe dry eye disease: a multicenter randomized trial. Eur J 
Ophthalmol 26:287–296. https://​doi.​org/​10.​5301/​ejo.​50007​79

	32.	 Dua HS, Said DG, Messmer EM et al (2018) Neurotrophic kera-
topathy. Prog Retin Eye Res 66:107–131. https://​doi.​org/​10.​
1016/j.​prete​yeres.​2018.​04.​003

Publisher's note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Authors and Affiliations

R. Kourukmas1   · M. Roth1 · G. Geerling1

 *	 R. Kourukmas 
	 rashid.kourukmas@med.uni-duesseldorf.de

1	 Department of Ophthalmology, Heinrich-Heine University 
Düsseldorf, Moorenstr. 5 40225, Düsseldorf, Germany

2612 Graefe's Archive for Clinical and Experimental Ophthalmology (2022) 260:2605–2612

https://doi.org/10.1038/nmeth.2019.Fiji
https://doi.org/10.1038/nmeth.2019.Fiji
https://doi.org/10.1177/25.7.70454
https://doi.org/10.1097/00003226-200310000-00008
https://doi.org/10.1038/eye.2011.172
https://doi.org/10.1038/eye.2011.172
https://doi.org/10.1167/iovs.13-11804
https://doi.org/10.1167/iovs.13-11804
https://doi.org/10.1001/jamaophthalmol.2015.0460
https://doi.org/10.1001/jamaophthalmol.2015.0460
https://doi.org/10.1097/00003226-200404000-00010
https://doi.org/10.1097/00003226-200404000-00010
https://doi.org/10.1167/iovs.14-15318
https://doi.org/10.1167/iovs.17-21831
https://doi.org/10.1167/iovs.17-21831
https://doi.org/10.1097/OPX.0000000000000496
https://doi.org/10.1167/iovs.14-15618
https://doi.org/10.1167/iovs.14-15618
https://doi.org/10.1167/tvst.6.4.13
https://doi.org/10.1001/jamaophthalmol.2017.3346
https://doi.org/10.1001/jamaophthalmol.2017.3346
https://doi.org/10.1136/bjo.2006.112680
https://doi.org/10.1136/bjo.2006.112680
https://doi.org/10.5301/ejo.5000779
https://doi.org/10.1016/j.preteyeres.2018.04.003
https://doi.org/10.1016/j.preteyeres.2018.04.003
http://orcid.org/0000-0001-5997-9215

	Automated vs. human evaluation of corneal staining
	Abstract
	Background and purpose 
	Methods 
	Results 
	Conclusion 

	Introduction
	Material and methods
	Acquisition of corneal images
	ImageJ algorithm for automated quantification of corneal staining
	Human grading of corneal staining
	Statistics

	Results
	Interrater agreement
	Intrarater agreement
	Automated grading

	Discussion
	Conclusion
	References


