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Abstract
Forensic medicine is a thriving application field for artificial intelligence (AI). Indeed, AI applications intended to forensic 
pathologists or forensic physicians have emerged since the last decade. For example, AI models were developed to help 
estimate the biological age of migrants or human remains. However, the uses of AI applications by forensic pathologists or 
physicians and their levels of integration in medicolegal practices are not well described yet. Therefore, a scoping review 
was conducted on PubMed, ScienceDirect, and Scopus databases. This review included articles that mention any AI appli-
cation used by forensic pathologists or physicians in practice or any AI model applied in one expertise field of the forensic 
pathologist or physician. Articles in other languages than English or French or dealing mainly with complementary analyses 
handled by experts who are not forensic pathologists or physicians or with AI to analyze data for research purposes in foren-
sic medicine were excluded from this review. All the relevant information was retrieved in each article from a grid analysis 
derived and adapted from the TRIPOD checklist. This review included 35 articles and revealed that AI applications are 
developed in thanatology and in clinical forensic medicine. However, those applications seem to mainly remain in research 
and development stages. Indeed, the use of AI applications by forensic pathologists or physicians is not actual due to issues 
discussed in this article. Finally, the integration of AI in daily medicolegal practice involves not only forensic pathologists 
or physicians but also legal professionals.
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Introduction

Since the last decade, artificial intelligence (AI) is devel-
oping in almost all industries [1]. Particularly, AI applica-
tions have emerged in expertise fields, such as medicine [2], 
justice, and criminal law [3]. In addition, AI is expected to 

be developed in recent fields of medicine. For instance, in 
P5 (predictive, personalized, preventive, participatory, and 
psycho-cognitive) medicine, AI would support decision-
making processes as well as diagnoses and prognoses [4].

Nowadays, AI may be considered as a modeling tool 
for specific tasks [5]. For example, an AI model may be 
specifically designed to detect breast cancer from mammo-
grams [6]. In this review, an AI application is considered 
as a model integrated in a computer program or a part of a 
computer program that performs a specific task. This model 
can be built from data such as numerical or categorical vari-
ables, images, texts, or rules.

Therefore, one may expect to find AI applications 
developed for forensic medicine purposes in the literature. 
Besides, Tournois and Lefèvre gave an overview of the AI 
applications used by forensic pathologists or physicians in 
daily practice [7]. In this review, a systematic and reproduc-
ible method is provided to establish a state-of-the-art on the 
daily use of AI by forensic pathologists or physicians. Since 
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scoping reviews are more indicated for providing evidence to 
inform practice than systematic reviews [8], a scoping review 
approach is proposed in this article. The objectives are to (i) 
identify the AI applications used by forensic pathologists 
or physicians and (ii) map the AI landscape in the expertise 
fields of forensic medicine by estimating the level of integra-
tion or maturity of the identified AI applications.

Methods

Protocol and registration

In this scoping review, the protocol was defined and adapted 
from the Preferred Reporting Items for Systematic Reviews 
and Meta-analysis Protocols extension for scoping reviews 
(PRISMA-ScR) [9]. Since scoping reviews are not allowed 
for registration on PROSPERO, no process of registration 
was performed. Therefore, no registration number was 
assigned to this review.

Information sources and search strategy

The articles were extracted from the PubMed, ScienceDi-
rect, and Scopus databases from inception to September 28, 
2022, using search queries described in Table 1.

Eligibility criteria

Articles were selected if there was any mention of AI used 
by forensic pathologists or physicians in practice or if arti-
cles described explicitly AI applications in one expertise 
field of forensic medicine. Those expertise fields include 
postmortem identification, postmortem interval estima-
tion, the determination of the causes of death, and the clinic 
examination of living persons in a forensic context. How-
ever, articles were excluded if they mainly dealt with com-
plementary analyses handled by experts who are not medical 
doctors in the fields of forensic toxicology, entomology, den-
tistry, anthropology, psychology, epidemiology, biometrics, 
and ballistics. Articles were also excluded from this review 
if they were published in a different language than English 
or French or if they mainly talked about the use of AI to ana-
lyze data for research purposes in forensic medicine. Only 
the articles with an available abstract in English or French 
were retrieved.

Selection of sources of evidence

The selection of articles was independently and blindly per-
formed by two reviewers (LT, VT), on the basis of titles and 
abstracts by taking into account the eligibility criteria. A 
third reviewer (TL) selected the articles that were subject 

to disagreements between both the previous reviewers. The 
selected reviews were not included as reports; however, their 
references were included if they met the eligibility criteria.

Data charting process and data items

After article selection, the inclusion of articles in the scop-
ing review was determined by a reviewer (LT) through the 
analysis of the whole text of articles. This analysis was per-
formed with an analysis grid (see Table 2) derived from 
the TRIPOD checklist [10] and validated by the other two 
reviewers (TL, VT). It is important to mention that the final 
user of AI applications is rarely explicit in titles or abstracts. 
Therefore, articles describing AI applications for which the 
forensic pathologist or physician was not the final user were 
excluded from the review.

The level of maturity of AI applications described in 
the selected articles was then assessed by using an adapted 
Technology Readiness Level (aTRL) scale. The TRL scale 
is originally defined by 7 values augmented to 9 values cor-
responding to the maturity of a technology from the observa-
tion of the basic concepts behind that technology to its use in 
practice with success [11]. However, this version of the TRL 
scale is not suitable for the assessment of the maturity of AI 
applications in forensic medicine. First, the levels described 
in the original scale were specifically designed for aero-spa-
tial applications. Second, the number of levels in this scale 
is not compatible with the details of information extracted 
from the selected articles. Therefore, levels of technology 
maturity must be adapted for forensic medicine applications. 
That is why this original TRL scale was reduced to 3 val-
ues corresponding to the formulation of the AI application 
(aTRL = 1), the stages of research and development of the AI 
model (aTRL = 2), and its use in daily practice (aTRL = 3).

Synthesis of results

The studies were grouped by expertise field of the forensic 
pathologist or physician, that is to say postmortem identi-
fication, the determination of the causes of death, and the 
estimation of the postmortem interval and clinical forensic 
medicine. For each expertise field, the number of articles and 
the highest aTRL were summarized to specifically assess the 
level of development and integration of AI by expertise field.

Results

Selection of the sources of evidence

The systematic search of the literature results in 436 
records. After duplicates removal, 378 records are selected 
for screening. Based on the titles and the abstracts, 339 are 
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excluded with 39 reports sought for retrieval and eligibil-
ity assessment on the full text. Among those reports, 1 is 
excluded because the full text is not accessible without 
reader registration. The application of the eligibility cri-
teria to the full text of the 38 remaining reports leads to 
the exclusion of 8 reports, with 5 reports for which the 
final user of the AI model is not the forensic pathologist or 
physician, 2 reports that describe an AI model for research 
purposes only, and 1 report which does not describe any AI 
model. From this screening process, 30 articles are eligible 

in this review. It is worth mentioning that 5 reviews are 
identified along the screening process. However, the 
description of the AI applications in those reviews is not 
detailed enough to assess the performance and the level of 
maturity as well as applications described from primary 
sources. Therefore, those reviews are excluded. Neverthe-
less, the cited references within reviews are analyzed and 
included if they meet the eligibility criteria. This leads to 
include 5 reports from reviews. A total of 35 studies are 
thus included in this review (Fig. 1).

Table 1  Search queries used for each database in order to extract articles for screening

Database Search query

PubMed (MeSH terms) (“Artificial Intelligence”[MeSH] OR “Decision Trees”[MeSH] OR “Neural Networks, Computer”[MeSH] OR 
“Decision Support Techniques”[MeSH]) AND (“Autopsy”[MeSH] OR “Thanatology”[MeSH] OR “Foren-
sic Medicine”[MeSH]) NOT (“Genomics”[MeSH] OR “DNA”[MeSH] OR “RNA” [MeSH] OR “Foren-
sic Genetics”[MeSH] OR “Forensic Toxicology”[MeSH] OR “Forensic Dentistry”[MeSH] OR “Forensic 
Ballistics”[MeSH] OR “Forensic Entomology”[MeSH] OR “Forensic Psychiatry”[MeSH] OR “Foren-
sic Psychology”[MeSH] OR “Biometric Identification”[MeSH] OR “Forensic Anthropology”[MeSH] OR 
“Blood Stains”[MeSH] OR “Dermatoglyphics”[MeSH] OR “DNA Fingerprinting”[MeSH] OR “Legal 
Epidemiology”[MeSH] OR “Lie Detection”[MeSH] OR “Paternity”[MeSH] OR “Research”[MeSH])

PubMed (Text words) ((“forensic medicine”[Text Word] OR “forensic pathologist*”[Text Word] OR “forensic physician*”[Text Word] 
OR “forensic medical doctor*”[Text Word] OR “medicolegal pathologist*”[Text Word] OR “medicolegal 
physician*”[Text Word] OR “medicolegal doctor*”[Text Word]) AND (“artificial intelligence”[Text Word] OR 
“algorithm*”[Text Word] OR “machine learning”[Text Word] OR “deep learning”[Text Word] OR “statisti-
cal learning”[Text Word] OR “supervised learning”[Text Word] OR “unsupervised learning”[Text Word] OR 
“semi-supervised learning”[Text Word] OR “predictive modeling”[Text Word] OR “clustering”[Text Word] OR 
“dimensionality reduction”[Text Word] OR “ensemble method*”[Text Word] OR “transfer learning”[Text Word] 
OR “reinforcement learning”[Text Word] OR “feature selection”[Text Word] OR “decision support”[Text Word] 
OR “neural network*”[Text Word] OR “expert system*”[Text Word] OR “multi-agent system*”[Text Word] OR 
“multiagent system*”[Text Word] OR “decision tree*”[Text Word] OR “random forest*”[Text Word] OR “gradi-
ent boosting”[Text Word] OR “logistic regression*”[Text Word] OR “support vector machine*”[Text Word] OR 
“Bayesian network*”[Text Word] OR “Naïve Bayes”[Text Word] OR “natural language processing”[Text Word] 
OR “computer vision”[Text Word] OR “Markov decision*”[Text Word] OR “genetic algorithm*”[Text Word] OR 
“fuzzy model*”[Text Word] OR “fuzzy logic*”[Text Word] OR heuristic*[Text Word])) NOT (genomic*[Text 
Word] OR DNA[Text Word] OR RNA[Text Word] OR “digital forensic*”[Text Word] OR genetic*[Text Word] 
OR toxicolog*[Text Word] OR dentistry[Text Word] OR odontolog*[Text Word] OR ballistic*[Text Word] 
OR entomolog*[Text Word] OR psychiatr*[Text Word] OR psycho*[Text Word] OR biometr*[Text Word] 
OR anthropolog*[Text Word] OR “blood stain*”[Text Word] OR dermatoglyphic*[Text Word] OR “DNA 
fingerprint*”[Text Word] OR epidemiolog*[Text Word] OR “lie detection”[Text Word] OR paternity[Text Word] 
OR research*[Text Word])

ScienceDirect (“forensic medicine” OR “forensic pathologist” OR “forensic physician” OR “forensic medical doctor” OR “medi-
colegal pathologist” OR “medicolegal physician” OR “medicolegal doctor”) AND (“artificial intelligence”) AND 
(-DNA)

Scopus ( TITLE-ABS-KEY ( ( ( {forensic medicine} OR {forensic pathologist*} OR {forensic physician*} OR {forensic 
medical doctor*} OR {medicolegal pathologist*} OR {medicolegal physician*} OR {medicolegal doctor*}) AND 
( {artificial intelligence} OR {algorithm*} OR {machine learning} OR {deep learning} OR {statistical learning} 
OR {supervised learning} OR {unsupervised learning} OR {semi-supervised learning} OR {predictive modeling} 
OR {clustering} OR {dimensionality reduction} OR {ensemble method*} OR {transfer learning} OR {reinforce-
ment learning} OR {feature selection} OR {decision support} OR {neural network*} OR {expert system*} OR 
{multi-agent system*} OR {multiagent system*} OR {decision tree*} OR {random forest*} OR {gradient boost-
ing} OR {logistic regression*} OR {support vector machine*} OR {Bayesian network*} OR {natural language pro-
cessing} OR {computer vision} OR {Markov decision} OR {genetic algorithm*} OR {fuzzy model*} OR {fuzzy 
logic*} OR heuristic*)) AND NOT ( genomic* OR {DNA} OR {RNA} OR {digital forensic*} OR {genetic*} OR 
{toxicolog*} OR {dentistry} OR {odontolog*} OR {ballistic*} OR {entomolog*} OR {psychiatr*} OR {psycho*} 
OR {biometr*} OR {anthropolog*} OR {blood stain*} OR {dermatoglyphic*} OR {DNA fingerprint*} OR {epi-
demiolog*} OR {lie detection} OR {paternity} OR {research*})) AND ( LANGUAGE ( english) OR LANGUAGE 
( french)))
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Table 2  Analysis grid used to extract relevant information from reports. aTRL: adapted technology readiness level

Domain Criterion

Publication type Original article, communication, conference paper, book, technical note
Publication reliability Peer-reviewed publication, date of the publication
Data sources Real or generated data, subject types (humans or animals)
Population/sample study Representativeness of the population/sample, inclusion, and exclusion criteria

Size of the population/sample
Input data Features (input data) used for the model

Datasets used and distribution of data (balanced vs. unbalanced data)
Processing of missing data

Outcome Description of the outcome variable
Model development Architecture of the model

How overfitting is handled
Model performance Metrics used to assess the performance of the model
Model evaluation Value of the performance metrics
Real application Is the model used in medicolegal practice? Does it perform better compared to other non-AI methods?

Is the model applied on a population/sample that is included into the population/sample study?
Maturity of the application Maturity of the application estimated from the aTRL scale

Fig. 1  Selection of sources of evidence.  Adapted from Page et al. 2021 [12]
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Characteristics of the sources of evidence

The characteristics of source evidence are described in 
Table 3. For each included study, the type of article and 
the purpose of the AI applications are summarized. The 35 
studies show that AI applications are developed in thana-
tology, especially for postmortem identification [13–19], 
the estimation of the postmortem interval [20–22], and the 
determination of the causes of death [23–31]. In clinical 
forensic medicine, AI models are mainly designed for age 

estimation [15, 32–44] and gender determination [15–17, 
45]. One AI model is aimed for the assessment and manage-
ment of risk of violent reoffending among prisoners [46] and 
one for bruises dating [47].

Results of the individual sources of evidence

The results of the individual sources of evidence are summa-
rized in Table 4. For each included study, the aim, the type, 
the performance, and the maturity level of AI applications 

Table 3  Characteristics of sources of evidence. CT, computed tomography; MRI, magnetic resonance imaging; PMCT, postmortem computed 
tomography

Reference Type of article Purpose of the AI application

Karasik et al. 1999 [32] Original article Estimation of the chronological age from roentgenographs of the hand
Karasik et al. 2000 [33] Original article Estimation of the chronological age from roentgenographs of the hand in 9 populations
Bocaz-Beneventi et al. 2002 [20] Original article Estimation of the postmortem interval using electrolytes measurements in human vitreous 

humor
Constantinou et al. 2015 [46] Original article Risk assessment of violent reoffending among prisoners
Simmons et al. 2016 [13] Original article Distinction between human and non-human cranial bone in burnt and unburnt state
Stern et al. 2016 [34] Conference paper Estimation of biological age from hand MRI volumes
Yilmaz et al. 2017 [23] Technical note Determination of live or stillbirth death
Ebert et al. 2017 [24] Original article Detection and localization of hemopericardium from PMCT images
Spampinato et al. 2017 [35] Original article Estimation of bone age from X-ray hand images
Stern et al. 2017 [36] Conference paper Estimation of chronological age from skeletal and dental MRI volumes and distinction 

between majority and minority age
Zhang et al. 2018 [37] Original article Estimation of skeletal age from costal cartilage maturity ossification stages
Canturk et al. 2018 [21] Original article Estimation of the postmortem interval from eye opacity
Heimer et al. 2018 [25] Original article Detection of fracture or intact skull
Koterova et al. 2018 [14] Original article Age estimation of adult human remains from hip bones
Matoba et al. 2018 [26] Original article Estimation of lung weight from PMCT images
Stern et al. 2019 [38] Original article Biological and chronological age estimation from MRI volumes of the hand
Andersson et al. 2019 [22] Original article Estimation of postmortem interval from partial body scores
Avuclu et al. 2019 [15] Original article Determination of age and gender from dental X-ray images
De Back et al. 2019 [39] Conference paper Estimation of chronological age from orthopantomograms
Li et al. 2019 [40] Original article Estimation of chronological age from pelvic X-ray images
Milosevic et al. 2019 [16] Conference paper Determination of gender from orthopantomograms
Turan et al. 2019 [17] Original article Determination of gender from bone length measurement of the first and fifth phalanges 

and metatarsals
Abderrahmane et al. 2020 [41] Conference paper Estimation of chronological age from hand photographs
Garland et al. 2020 [27] Original article Detection of fatal head injuries
Homma et al. 2020 [28] Conference paper Drowning diagnosis from postmortem lung CT images
Peleg et al. 2020 [18] Original article Determination of gender from sternum and rib morphology
Pena-Solorzano et al. 2020 [19] Original article Localization of femur and detection of orthopedic implants
Tirado et al. 2020 [47] Technical note Bruise dating from photographs
Vila-Blanco et al. 2020 [42] Original article Estimation of chronological age from orthopantomograms
Mauer et al. 2021 [43] Original article Estimation of chronological age from 3D knee MRI images
Ozdemir et al. 2021 [44] Original article Estimation of bone age from radiographs
Oura et al. 2021 [29] Original article Estimation of the gunshot distance from photographs
Garland et al. 2021 [30] Original article Classification of myocardial infarction from histopathology slides
Ibanez et al. 2022 [31] Original article Detection of rib fractures from PMCT images
Li et al. 2022 [45] Original article Gender determination from pelvic anteroposterior radiographs
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are summarized. The detailed results are available in Online 
Resource 1. The results show that all the included studies 
remain in research and development stages (aTRL = 2). 
Moreover, the performance of AI applications may seem 
too low for a use of developed AI models in daily practice. 
Indeed, if a low-performance model is considered as a model 
with performance metrics lower than 90% for classification 
tasks and greater than 1 year for age estimation error, then 22 
AI applications [14, 16, 18–21, 23–28, 33, 36–43, 46] will 
not be performant enough for a medicolegal usage. There-
fore, AI models seem not to be used in daily practice by 
forensic pathologists and physicians.

Synthesis of results

In summary, 35 AI applications are identified for a use 
by forensic pathologists or physicians in thanatology and 
forensic clinical medicine respectively (Table 5). In thanatol-
ogy, 19 AI models may help forensic pathologists identify 
deceased individuals, estimate the postmortem interval, or 
determine of the causes of death. In forensic clinical medi-
cine, 19 AI models may help forensic physicians estimate 
the age of young individuals, date bruises in physical assault 
contexts, and assess the risk of violent reoffending of pris-
oners. However, no AI application identified in this review 
seems to be currently used in daily medicolegal practice by 
forensic pathologists or physicians (aTRL = 2).

Discussion

This review aimed at identifying the AI models used by 
forensic pathologists or physicians in their daily practices 
thanks to a systematic search of the AI applications intended 
for medicolegal practice and described in the literature. This 
search resulted in the identification of 378 articles from ref-
erence databases and the inclusion of 35 studies published 
between 1999 and 2022. For each study, the level of inte-
gration or maturity of each AI application was assessed in 
order to map the current medicolegal practices involving AI. 

The information extracted from the included reports showed 
that AI is developing in thanatology and clinical forensic 
medicine (see Table 5). In thanatology, AI models were 
designed for postmortem identification, the determination 
of the causes of death, and the estimation of the postmor-
tem interval. In clinical forensic medicine, AI was used to 
estimate the age of living individuals, the risk of violent 
reoffending among prisoners and bruises dating. In [15, 16], 
and [17], an AI model was developed both for age estima-
tion and gender determination. However, the final field of 
application of the AI models was not clear, that is to say that 
the expertise field in which the model is expected to be used 
was ambiguous. For instance, in [36] and [17], the AI model 
may be used for postmortem identification or age estimation 
in forensic clinical settings. Therefore, in this review, it was 
assumed that, when the final field application was not clear, 
if the model may be applied to several expertise fields, those 
fields were considered as application fields of the model.

It is worth mentioning that the included articles did not 
explicitly report any AI application that is currently used 
by forensic pathologists or physicians in daily practice to 
date. Therefore, the AI applications appeared to be still in 
research and development stages. Since the application of AI 
in forensic medicine is subject to a recent renewal of interest 
in forensic medicine, as suggested by the publication date of 
the articles, it may be too soon to observe AI applications 
in medicolegal routine. This result may also be due to a low 
model performance or common AI-based issues.

Model performance is summarized for each AI applica-
tion in Table 4. Currently, there is no well-defined threshold 
above which model performance is considered high enough 
to use the model in production. Moreover, this threshold 
should differ depending on the AI application. However, a 
model that performs worse than non-AI methods described 
in the literature or gold standards may be considered as a 
low-performance model. The comparison of model perfor-
mance with the non-AI methods by expertise field is given 
in Table 6. No numerical comparison of performance with 
gold standard methods was made in 27 reports, a similar 
or lower performance is found for 3 reports, and models 

Table 5  Synthesis of results by 
expertise field. aTRL, adapted 
technology readiness level

Expertise field References Number of 
articles

High-
est 
aTRL

Postmortem identification [13–19] 7 2
Postmortem interval estimation [20–22] 3 2
Determination of the causes of death [23–31] 9 2
Age estimation in clinical forensic settings [15, 33, 33–44] 14 2
Gender determination in clinical forensic settings [15–17, 45] 4 2
Assessment and management of risk and violent reof-

fending among prisoners
[46] 1 2

Bruise dating in clinical forensic settings [47] 1 2
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outperform non-AI methods in 5 reports. The performance 
of the models and their comparison to non-AI methods is 
quantified in Table 7. Articles that did not provide a quanti-
fied comparison between the performance of the AI model 
and the performance of non-AI methods often compare the 
performance with previous studies in which other AI models 
were developed. In order to assess the relevance of a model 
to apply in medicolegal routine, a quantified comparison 
of model performance between the AI and gold standard 
method should be provided. Ideally, the performance metrics 
should be compared from the same dataset to avoid epis-
temic variations.

However, model performance should not be interpreted 
as is, since models may show good performance for a given 
dataset but may be biased towards the validation set. Thus, 
the model performance must be assessed with a test set in 
order to prevent biases [48]. A test set was used in approxi-
mately 58% of articles. However, no test set was used in 
14 articles [13, 14, 17, 20, 24, 25, 32, 33, 35, 36, 38–41]. 
Therefore, model performance in those articles should be 
interpreted with caution.

Moreover, despite a good performance on the test set, 
a model may not be able to generalize to new data. In this 

case, the model performance may be overestimated due to 
model overfitting [49]. This issue, common when develop-
ing machine learning models, was explicitly handled in 11 
reports by techniques based on model architecture [34, 41] 
and parameters [38, 40, 44, 45], input data [41], and vali-
dation steps [20, 43, 46, 47]. In [34] and [41], the model 
architecture was modified to reduce overfitting by dropout 
regularization, that is to say removing nodes in a model by 
a given probability in order to simplify it. Moreover, the 
authors in [41] added batch normalization layers in the 
model architecture. This technique is known to reduce the 
generalization error of the model [50]. AI models were also 
developed by transfer learning, that is to say the use of a 
pre-trained model which is then adapted for a specific task, 
such as age estimation [38, 44] or gender determination 
[45] of living individuals. In [40], the model parameters 
were frozen in part of the models along the training phase 
to prevent overfitting. This parameter fixation may only 
concern weights of batch normalization layers [31]. In [41], 
the authors also used data augmentation, that is to say an 
artificial increase of training data by using transformations, 
such as image rotations and translations for instance. Indeed, 
increasing the number of training data helps reducing the 

Table 6  Comparison of model performance with non-AI methods described in the literature for each included report

Expertise field No relevant numerical comparison of 
performance

Similar or lower per-
formance

Better performance

Postmortem identification [13–15] [18, 19] [16, 17]
Postmortem interval estimation [20–22] - -
Determination of the causes of death [23–31] - -
Age estimation in clinical forensic settings [15, 32, 33, 37, 37–41, 43, 44] [42] [34, 35, 46]
Gender determination in clinical forensic settings [15, 45] - [16, 17]
Assessment and management of risk and violent reof-

fending among prisoners
- - [46]

Bruise dating in clinical forensic settings [47] - -

Table 7  Comparison of model performance between non-AI methods and AI models. AUC , area under the curve; MAE, mean absolute error

Reference Performance of the non-AI method Performance of the AI model

Constantinou et al. 2015 [46] AUC score range from 0.665 to 0.717 AUC score is 0.78
Stern et al. 2016 [34] Error between 0.65 and 0.72 years Best MAE is 0.36 ± 0.3 years
Spampinato et al. 2017 [35] Error is 30% higher than the AI model MAE is 0.79 years
Milosevic et al. 2019 [16] Accuracy ranges from 0.71 to 0.95 Accuracy is 0.9687 ± 0.0096
Turan et al. 2019 [17] Accuracy ranges from 0.807 to 0.901 Accuracy is 0.95
Peleg et al. 2020 [18] Accuracy is 0.845 for Australian and 0.865 for African 

American
Accuracy is 0.863 for European American, 0.82 for 

Israeli, and 0.816 for African American popula-
tion

Peña-Solorzano et al. 2020 [19] Error in the range of 1 to 11 mm MAE is 2 mm
Vila-Blanco et al. 2020 [42] Best median and mean error are − 0.02 ± 0.71 

and − 0.04 years respectively. Best MAE is 
0.488 years

Median and mean error are − 0.01 ± 0.8 
and − 0.04 years respectively. MAE is 0.72 years
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problem of overfitting in computer vision tasks [51]. To 
monitor the effect of overfitting, the performance of the 
model for the validation set was computed at given steps 
[20], all along [43] or at the end of the training phase [43, 
47]. In [43], the authors did not compute the model perfor-
mance only once as in [47] but 10 times by using tenfold 
cross-validation. This technique involves splitting a dataset 
into a training set and a validation set 10 times with differ-
ent instances in the validation set for each fold. This gives 
rise to 10 datasets of training and validation sets. Then, each 
dataset is used to train a model on the training set and assess 
the performance on the validation set independently from the 
other datasets. Thus, cross-validation enables to monitor the 
effect of overfitting by comparing the performance of the 
training set and the validation set. Moreover, this technique 
enables to calculate a mean and a standard deviation of per-
formance for the 10 validation sets, which leads to better 
assessments of model performance than the use of a unique 
validation set. To sum up, several techniques may be used 
to reduce overfitting when developing a model. However, 
the number of articles that explicitly defined how overfit-
ting was handled is clearly insufficient. This leads to wonder 
whether the models are able or not to generalize to new data 
in articles that did not handle overfitting. Therefore, model 
overfitting must be studied before any use of AI model in 
medicolegal routine.

The datasets used to develop a model should also be taken 
into account when assessing the performance of a model, 
since that model is trained for input data with specific char-
acteristics. In this review, all the studies clearly defined input 
characteristics or eligibility criteria, except for [23] and [28] 
which did not show any restriction on the study population 
in terms of excluded cases (see Online Resource 2). Thus, 
the data used to develop models may not be representative 
enough for a given case. For instance, the authors in [19] 
took photographs of volunteer’s bruises made by projectiles 
fired from paintball guns in order to date the resulted inju-
ries. All the volunteers were between 22 and 68 years old. 
The final model showed good performance metrics (> 96% 
for precision, sensitivity, and specificity). However, only one 
volunteer was above 40 years old and all the injuries were 
located on an arm, a leg, the back, the chest, or a buttock. 
For those reasons, despite the good model performance, 
the model may not be able to date bruises from the head, 
which is a target of injuries in cases of domestic violence 
for instance [52], or for people aged above 40 years old since 
it was not well trained on those characteristics. Therefore, 
the restriction of input data characteristics may prevent the 
models to be used daily by forensic pathologists or phy-
sicians due to non-representative datasets used to develop 
the models reported in this review. Moreover, in classifi-
cation models, output data may be imbalanced, that is to 
say that data categories are over-represented compared to 

others, which often leads to a good model performance for 
those over-represented categories at the cost of a low per-
formance on the other categories. From the included studies, 
data output appeared imbalanced towards age [16, 34, 35, 
37, 40, 42–45] and feature classification [19]. Data imbal-
ance may lead to model biases towards the most represented 
classes [53]. Therefore, model performance assessed from 
high data imbalance should be carefully interpreted for use 
in production.

It is worth mentioning that neural networks, a type of AI 
model that currently requires a high volume of data com-
pared to other types of AI models [54], were developed in 
26 reports [14–17, 19, 20, 23–25, 27–31, 34–36, 38–45, 47]. 
All the dataset size appeared highly variable in the stud-
ies, as shown in Online Resource 2. The number of cases 
used to develop models ranged from 10 [33] to 5756 cases 
[21]. Nevertheless, the maximal number of cases identified 
from reports may be higher. Indeed, the authors in [39] used 
more than 12,000 images to develop their models. How-
ever, the authors did not detail the presence of identical 
sources, that is to say if images come from a same indi-
vidual. Thus, it was not possible to assess the true num-
ber of cases used to acquire those images. Therefore, even 
though a high number of instances were used to develop 
models, the number of cases considered should be taken 
into account since a low number of cases may reflect a lack 
of data representativeness.

In this review, limitations may be identified at first glance. 
First, only 3 bibliographic databases were explored (Pub-
Med, Scopus, and ScienceDirect) to select articles of inter-
est. One may wonder if the content which may be retrieved 
from those databases may not be representative of the cur-
rent knowledge. However, main if not all forensic journals 
are indexed in these databases. Second, AI applications are 
rapidly emerging in forensic medicine. Therefore, this field 
should be regularly monitored to report the state-of-the-art 
about the usages of AI by forensic medical pathologists or 
physicians. Third, the final user of AI models was not always 
obvious and that user may be a specialist such as an anthro-
pologist for models designed from bone-related data analysis 
or a psychologist for behavior-based algorithm. Moreover, 
the daily tasks of a forensic pathologist or physician may 
differ from one country to another, thus making it difficult 
to determine the final user of a model.

However, this review enables to maintain a good over-
view of the use of AI applications in forensic medicine 
through time. First, it reports a state of the art of AI applica-
tions used by forensic pathologists and forensic physicians. 
Second, this review also reports the levels of integration 
of each AI models included, which enables to follow the 
evolution of AI applications from the concept to their use in 
medicolegal practice. Therefore, this review may later report 
a history of AI applications developed for forensic medicine 
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purposes. Finally, the search equations (see Table 1) enable 
to easily extract the articles of interest and update the review 
regularly in order to report the future usages of AI in foren-
sic medicine.

To sum up, the analysis grid given in Table 2 and derived 
from the TRIPOD checklist enabled us to analyze several 
aspects of predictive models development in the articles, 
such as the input data characteristics or the model perfor-
mance. All the features described in the TRIPOD checklist 
enable to provide transparency regarding the model develop-
ment process. Globally, all the articles described TRIPOD 
features but only 5 articles seemed to follow the TRIPOD 
guidelines completely without any lack of critical informa-
tion. However, 30 articles lacked at least one feature, criti-
cal or not, from the TRIPOD guidelines such as a clearly 
defined distribution of datasets or the number of partici-
pants in a study, which prevent any complete assessment of 
model applicability. Therefore, if a model development pro-
cess does not provide enough information or does not report 
explicitly or correctly any critical criterion given in Table 2, 
the resulting model could not be directly transposed to a 
medicolegal routine use.

It is worth mentioning that the model performances 
described in the articles are highly heterogeneous with a 
majority of articles highlighting good model performance, 
which suggests that models may perform well in daily 
practice. However, when diving deeper into the model 
development process, one may notice that the models may 
not be applicable to medicolegal practice due to several 
factors, such as real cases meeting one or several exclusion 
criteria of the sample or population of study for instance. 
Moreover, the apparent lack of data to develop or validate 
AI models in the corpus of articles is hurdle to the appli-
cation of models in daily practice, since such lack would 
not provide sufficient confidence or reliability to use those 
models. Furthermore, it may be difficult to understand how 
advanced AI models, such as dense neural networks, make 
decisions or predictions, so that they may be perceived as 
black box models. The use of such models in routine may 
thus be unwanted by forensic pathologists or forensic phy-
sicians due to a lack of model explainability or understand-
ing. For all those reasons, model performance is clearly 
not sufficient to assess model applicability. Besides, the 
raw performance of algorithms, even evaluated only in 
laboratory conditions and not yet confronted with the real-
ity of daily practice, must always be looked at from several 
aspects. First, performance must be evaluated according 
to several complementary criteria or metrics and never by 
just one. There is no single criterion to account for the per-
formance of an algorithm. Then, these performances must 
be confronted with the existing one: does the algorithm do 
better than what we are currently doing? Finally, this “bet-
ter,” when it exists, must be studied according to several 

components. The first is similar to what is called “clinical 
significance” in the case of classic trials in medicine, for 
example, for the evaluation of a drug or an intervention. 
The “statistical significance” weighs nothing against the 
need for a really and sufficiently increased utility to justify 
a change of tool or practice. Indeed, if a new algorithm 
displays a performance of 82% compared to a well-proven, 
reliable, and installed practice with a performance of 81%, 
switching from one to the other is not obvious and is not 
necessarily justified. Other important aspects must be 
taken into account, such as the modifications either nec-
essary (e.g., new equipment, software change, new data 
collection, data regulation) or induced by the adoption of 
this algorithm in current practice.

To this criterion of clinical significance must be added the 
ethical nature of the use of algorithms. On the one hand, we 
must keep in mind that these algorithms are developed from 
data, and that their quality cannot exceed that the quality of 
the input data. Worse, the use of a biased algorithm tends to 
reproduce and then reinforce these biases. Biases of gender, 
age, ethnic origin, and socio-economic level already present 
in the majority of classic clinical and epidemiological stud-
ies are now incorporated into the algorithms. On the other 
hand, the fact of using an algorithm does not exonerate from 
keeping in mind, depending on the field of application, what 
a rate of false positives or false negatives represents the fol-
lowing: as efficient as it is, do we want to ethically take a 
greater or lesser risk of falsely concluding that an isolated 
minor is older than 18, or that a third party is involved in a 
criminal act?

The impact of the adoption of AI by forensic pathologists 
does not stop at their personal practice of medicine. Indeed, 
like the use of new techniques such as DNA or neuroimaging 
in criminology, the introduction of these new more or less 
autonomous, more or less normative, and biased decision-
making tools is and will be examined by the other stakehold-
ers, starting with lawyers and magistrates. The full adoption 
and acceptability of AI in forensic medicine are therefore 
also conditional on acceptance by these stakeholders.

Finally, we must not neglect the very practical side of 
the introduction of AI into our daily practice. In order to be 
able to use algorithms in the most fluid, secure and reliable 
way, it is necessary that they can be integrated into a work 
environment that allows it. In concrete terms, this means, for 
example, that there is already a suitable information system 
and quality data collection compatible with the use of AI, 
as well as practitioners trained in this entire necessary data 
chain. However, we are generally not very far from it. A 
general convergence of tools and practice is therefore neces-
sary. More broadly, it seems important to us that scientific 
societies, national and international, take up this subject of 
data and AI, and be able to formulate recommendations and 
guidelines to good practice concerning their use.
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Conclusion

In forensic medicine, the AI applications meant to be used 
by forensic pathologists or physicians in daily practice are 
mainly intended to thanatology and clinical forensic medi-
cine purposes. The main expertise fields in which AI appli-
cations are developed are postmortem identification, the 
determination of the causes of the death, the estimation of 
the postmortem interval, and the estimation of the age of 
living individuals. However, according to the literature, no 
AI application seems to be daily used by forensic medical 
doctors since the AI models remain in research and develop-
ment stages. This may be explained by low or overestimated 
model performances, a lack of representative datasets, or 
the introduction of biases into AI models. Moreover, the 
implementation of AI in medicolegal practice does not only 
concern forensic pathologists or physicians but also magis-
trates and barristers since medicolegal expertise is intended 
for justice institutions. Therefore, AI should be appropri-
ated by forensic pathologists and physicians as well as legal 
professionals to be integrated in forensic medicine practices.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00414- 023- 03140-9.

Declarations 

Conflict of interest The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

 1. Jiang Y, Li X, Luo H, Yin S, Kaynak O (2022) Quo vadis artifi-
cial intelligence? Discov Artif Intell 2:4. https:// doi. org/ 10. 1007/ 
s44163- 022- 00022-8

 2. Lidströmer N, Ashrafian H (2020) Artificial intelligence in medi-
cine. Springer International Publishing, Cham

 3. Završnik A (2020) Criminal justice, artificial intelligence systems, 
and human rights. ERA Forum 20:567–583. https:// doi. org/ 10. 
1007/ s12027- 020- 00602-0

 4. Pravettoni G, Triberti S (2020) P5 eHealth: an agenda for the 
health technologies of the future. Springer International Publish-
ing, Cham

 5. Sarker IH (2022) AI-based modeling: techniques, applications 
and research issues towards automation, intelligent and smart 

systems. SN COMPUT SCI 3:158. https:// doi. org/ 10. 1007/ 
s42979- 022- 01043-x

 6. Shen L, Margolies LR, Rothstein JH, Fluder E, McBride R, Sieh 
W (2019) Deep learning to improve breast cancer detection on 
screening mammography. Sci Rep 9:12495. https:// doi. org/ 10. 
1038/ s41598- 019- 48995-4

 7. Tournois L, Lefèvre T (2021) AI in forensic medicine for the 
practicing doctor. In: Lidströmer N, Ashrafian H (eds) Artificial 
intelligence in medicine. Springer International Publishing, Cham, 
pp 1–11

 8. Munn Z, Peters MDJ, Stern C, Tufanaru C, McArthur A, Aro-
mataris E (2018) Systematic review or scoping review? Guid-
ance for authors when choosing between a systematic or scoping 
review approach. BMC Med Res Methodol 18:143. https:// doi. 
org/ 10. 1186/ s12874- 018- 0611-x

 9. Tricco AC, Lillie E, Zarin W, O’Brien KK, Colquhoun H, Levac 
D, Moher D, Peters MDJ, Horsley T, Weeks L, Hempel S, Akl 
EA, Chang C, McGowan J, Stewart L, Hartling L, Aldcroft A, 
Wilson MG, Garritty C, Lewin S, Godfrey CM, Macdonald MT, 
Langlois EV, Soares-Weiser K, Moriarty J, Clifford T, Tunçalp 
Ö, Straus SE (2018) PRISMA extension for scoping reviews 
(PRISMA-ScR): checklist and explanation. Ann Intern Med 
169:467–473. https:// doi. org/ 10. 7326/ M18- 0850

 10. Moons KGM, Altman DG, Reitsma JB, Ioannidis JPA, 
Macaskill P, Steyerberg EW, Vickers AJ, Ransohoff DF, Collins 
GS (2015) Transparent reporting of a multivariable prediction 
model for individual prognosis or diagnosis (TRIPOD): expla-
nation and elaboration. Ann Intern Med 162:W1–W73. https:// 
doi. org/ 10. 7326/ M14- 0698

 11. Mankins J (1995) Technology readiness levels – a white paper. 
NASA, Washington DC

 12. Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, 
Mulrow CD, Shamseer L, Tetzlaff JM, Akl EA, Brennan SE, 
Chou R, Glanville J, Grimshaw JM, Hróbjartsson A, Lalu MM, 
Li T, Loder EW, Mayo-Wilson E, McDonald S, McGuinness 
LA, Stewart LA, Thomas J, Tricco AC, Welch VA, Whiting 
P, Moher D (2021) The PRISMA 2020 statement: an updated 
guideline for reporting systematic reviews. BMJ n71. https:// 
doi. org/ 10. 1136/ bmj. n71

 13. Simmons T, Goodburn B, Singhrao S (2016) Decision tree 
analysis as a supplementary tool to enhance histomorphologi-
cal differentiation when distinguishing human from non-human 
cranial bone in both burnt and unburnt states: a feasibility study. 
Med Sci Law 56:36–45. https:// doi. org/ 10. 1177/ 00258 02415 
589776

 14. Kotěrová A, Navega D, Štepanovský M, Buk Z, Brůžek J, Cunha 
E (2018) Age estimation of adult human remains from hip bones 
using advanced methods. Forensic Sci Int 287:163–175. https:// 
doi. org/ 10. 1016/j. forsc iint. 2018. 03. 047

 15. Avuçlu E, Başçiftçi F (2019) Novel approaches to determine age 
and gender from dental x-ray images by using multiplayer per-
ceptron neural networks and image processing techniques. Chaos, 
Solitons Fractals 120:127–138. https:// doi. org/ 10. 1016/j. chaos. 
2019. 01. 023

 16. Milosevic D, Vodanovic M, Galic I, Subasic M (2019) Estimating 
biological gender from panoramic dental X-ray images. In: 2019 
11th International Symposium on Image and Signal Processing 
and Analysis (ISPA). IEEE, Dubrovnik, Croatia, pp 105–110

 17. Turan MK, Oner Z, Secgin Y, Oner S (2019) A trial on artificial 
neural networks in predicting sex through bone length measure-
ments on the first and fifth phalanges and metatarsals. Comput 
Biol Med 115:103490. https:// doi. org/ 10. 1016/j. compb iomed. 
2019. 103490

 18. Peleg S, Pelleg Kallevag R, Dar G, Steinberg N, Masharawi Y, 
May H (2020) New methods for sex estimation using sternum and 

https://doi.org/10.1007/s00414-023-03140-9
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s44163-022-00022-8
https://doi.org/10.1007/s44163-022-00022-8
https://doi.org/10.1007/s12027-020-00602-0
https://doi.org/10.1007/s12027-020-00602-0
https://doi.org/10.1007/s42979-022-01043-x
https://doi.org/10.1007/s42979-022-01043-x
https://doi.org/10.1038/s41598-019-48995-4
https://doi.org/10.1038/s41598-019-48995-4
https://doi.org/10.1186/s12874-018-0611-x
https://doi.org/10.1186/s12874-018-0611-x
https://doi.org/10.7326/M18-0850
https://doi.org/10.7326/M14-0698
https://doi.org/10.7326/M14-0698
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1177/0025802415589776
https://doi.org/10.1177/0025802415589776
https://doi.org/10.1016/j.forsciint.2018.03.047
https://doi.org/10.1016/j.forsciint.2018.03.047
https://doi.org/10.1016/j.chaos.2019.01.023
https://doi.org/10.1016/j.chaos.2019.01.023
https://doi.org/10.1016/j.compbiomed.2019.103490
https://doi.org/10.1016/j.compbiomed.2019.103490


1036 International Journal of Legal Medicine (2024) 138:1023–1037

1 3

rib morphology. Int J Legal Med 134:1519–1530. https:// doi. org/ 
10. 1007/ s00414- 020- 02266-4

 19. Peña-Solórzano CA, Albrecht DW, Bassed RB, Gillam J, Harris 
PC, Dimmock MR (2020) Semi-supervised labelling of the femur 
in a whole-body post-mortem CT database using deep learning. 
Comput Biol Med 122:103797. https:// doi. org/ 10. 1016/j. compb 
iomed. 2020. 103797

 20. Bocaz-Beneventi G, Tagliaro F, Bortolotti F, Manetto G, Havel 
J (2002) Capillary zone electrophoresis and artificial neural net-
works for estimation of the post-mortem interval (PMI) using 
electrolytes measurements in human vitreous humour. Int J Legal 
Med 116:5–11. https:// doi. org/ 10. 1007/ s0041 40100 239

 21. Cantürk İ, Özyılmaz L (2018) A computational approach to esti-
mate postmortem interval using opacity development of eye for 
human subjects. Comput Biol Med 98:93–99. https:// doi. org/ 10. 
1016/j. compb iomed. 2018. 04. 023

 22. Andersson MG, Ceciliason A-S, Sandler H, Mostad P (2019) 
Application of the Bayesian framework for forensic interpretation 
to casework involving postmortem interval estimates of decom-
posed human remains. Forensic Sci Int 301:402–414. https:// doi. 
org/ 10. 1016/j. forsc iint. 2019. 05. 050

 23. Yilmaz R, Erkaymaz O, Kara E, Ergen K (2017) Use of autopsy 
to determine live or stillbirth: new approaches in decision-support 
systems. J Forensic Sci 62:468–472. https:// doi. org/ 10. 1111/ 1556- 
4029. 13277

 24. Ebert LC, Heimer J, Schweitzer W, Sieberth T, Leipner A, Thali 
M, Ampanozi G (2017) Automatic detection of hemorrhagic 
pericardial effusion on PMCT using deep learning - a feasibility 
study. Forensic Sci Med Pathol 13:426–431. https:// doi. org/ 10. 
1007/ s12024- 017- 9906-1

 25. Heimer J, Thali MJ, Ebert L (2018) Classification based on the 
presence of skull fractures on curved maximum intensity skull 
projections by means of deep learning. J Forensic Radiol Imaging 
14:16–20. https:// doi. org/ 10. 1016/j. jofri. 2018. 08. 001

 26. Matoba K, Hyodoh H, Ishida L, Murakami M, Matoba T, Saito 
A, Okuya N, Almansoori S, Fujita E, Yamase M, Shao M, Jin S 
(2018) Lung weight estimation with postmortem CT in forensic 
cases. Leg Med 35:61–65. https:// doi. org/ 10. 1016/j. legal med. 
2018. 09. 007

 27. Garland J, Ondruschka B, Stables S, Morrow P, Kesha K, Glenn 
C, Tse R (2020) Identifying fatal head injuries on postmortem 
computed tomography using convolutional neural network/deep 
learning: a feasibility study. J Forensic Sci 65:2019–2022. https:// 
doi. org/ 10. 1111/ 1556- 4029. 14502

 28. Homma N, Zhang X, Qureshi A, Konno T, Kawasumi Y, Usui 
A, Funayama M, Bukovsky I, Ichiji K, Sugita N, Yoshizawa M 
(2020) A deep learning aided drowning diagnosis for forensic 
investigations using post-mortem lung CT images. In: 2020 
42nd Annual International Conference of the IEEE Engineering 
in Medicine & Biology Society (EMBC). IEEE, Montreal, QC, 
Canada, pp 1262–1265

 29. Oura P, Junno A, Junno J-A (2021) Deep learning in foren-
sic gunshot wound interpretation—a proof-of-concept study. 
Int J Legal Med 135:2101–2106. https:// doi. org/ 10. 1007/ 
s00414- 021- 02566-3

 30. Garland J, Hu M, Duffy M, Kesha K, Glenn C, Morrow P, Stables 
S, Ondruschka B, Da Broi U, Tse RD (2021) Classifying micro-
scopic acute and old myocardial infarction using convolutional 
neural networks. Am J Forensic Med Pathol 42:230–234. https:// 
doi. org/ 10. 1097/ PAF. 00000 00000 000672

 31. Ibanez V, Gunz S, Erne S, Rawdon EJ, Ampanozi G, Francken-
berg S, Sieberth T, Affolter R, Ebert LC, Dobay A (2022) RiFNet: 
automated rib fracture detection in postmortem computed tomog-
raphy. Forensic Sci Med Pathol 18:20–29. https:// doi. org/ 10. 1007/ 
s12024- 021- 00431-8

 32. Karasik D, Otremski I, Barach I, Yakovenko K, Batsevich V, Pav-
lovsky O, Kobyliansky E, Livshits G (1999) Comparative analysis 
of age prediction by markers of bone change in the hand assessed 
by roentgenography. Am J Hum Biol 11:31–43. https:// doi. org/ 
10. 1002/ (SICI) 1520- 6300(1999) 11:1% 3c31:: AID- AJHB3% 3e3.0. 
CO;2-L

 33. Karasik D, Pavlovsky O, Batsevich V, Livshits G, Kobyliansky E 
(2000) Use of the hand bones roentgenographs in the prediction 
of age in nine human populations. Anthropol Anz 58:199–214

 34. Štern D, Payer C, Lepetit V, Urschler M (2016) Automated age 
estimation from hand MRI volumes using deep learning. In: 
Ourselin S, Joskowicz L, Sabuncu MR, Unal G, Wells W (eds) 
Medical image computing and computer-assisted intervention 
– MICCAI 2016. Springer International Publishing, Cham, pp 
194–202

 35. Spampinato C, Palazzo S, Giordano D, Aldinucci M, Leonardi R 
(2017) Deep learning for automated skeletal bone age assessment 
in X-ray images. Med Image Anal 36:41–51. https:// doi. org/ 10. 
1016/j. media. 2016. 10. 010

 36. Štern D, Kainz P, Payer C, Urschler M (2017) Multi-factorial 
age estimation from skeletal and dental MRI volumes. In: Wang 
Q, Shi Y, Suk H-I, Suzuki K (eds) Machine learning in medical 
imaging. Springer International Publishing, Cham, pp 61–69

 37. Zhang K, Fan F, Tu M, Cui J, Li J, Peng Z, Deng Z (2018) The 
role of multislice computed tomography of the costal cartilage in 
adult age estimation. Int J Legal Med 132:791–798. https:// doi. 
org/ 10. 1007/ s00414- 017- 1646-y

 38. Štern D, Payer C, Urschler M (2019) Automated age estimation 
from MRI volumes of the hand. Med Image Anal 58:101538. 
https:// doi. org/ 10. 1016/j. media. 2019. 101538

 39. De Back W, Seurig S, Wagner S, Marré B, Roeder I, Scherf N 
(2019) Forensic age estimation with Bayesian convolutional neu-
ral networks based on panoramic dental X-ray imaging. Proceed-
ings of Machine Learning Research

 40. Li Y, Huang Z, Dong X, Liang W, Xue H, Zhang L, Zhang Y, 
Deng Z (2019) Forensic age estimation for pelvic X-ray images 
using deep learning. Eur Radiol 29:2322–2329. https:// doi. org/ 10. 
1007/ s00330- 018- 5791-6

 41. Abderrahmane MA, Guelzim I, Abdelouahad AA (2020) Hand 
image-based human age estimation using a time distributed CNN-
GRU. In: 2020 International Conference on Data Analytics for 
Business and Industry: Way Towards a Sustainable Economy 
(ICDABI). IEEE, Sakheer, Bahrain, pp 1–5

 42. Vila-Blanco N, Carreira MJ, Varas-Quintana P, Balsa-Castro C, 
Tomas I (2020) Deep neural networks for chronological age esti-
mation from OPG images. IEEE Trans Med Imaging 39:2374–
2384. https:// doi. org/ 10. 1109/ TMI. 2020. 29687 65

 43. der Mauer MA, Well EJ, Herrmann J, Groth M, Morlock MM, 
Maas R, Säring D (2021) Automated age estimation of young indi-
viduals based on 3D knee MRI using deep learning. Int J Legal 
Med 135:649–663. https:// doi. org/ 10. 1007/ s00414- 020- 02465-z

 44. Ozdemir C, Gedik MA, Kaya Y (2021) Age estimation from left-
hand radiographs with deep learning methods. TS 38:1565–1574. 
https:// doi. org/ 10. 18280/ ts. 380601

 45. Li Y, Niu C, Wang J, Xu Y, Dai H, Xiong T, Yu D, Guo H, Liang 
W, Deng Z, Lv J, Zhang L (2022) A fully automated sex esti-
mation for proximal femur X-ray images through deep learning 
detection and classification. Leg Med 57:102056. https:// doi. org/ 
10. 1016/j. legal med. 2022. 102056

 46. Constantinou AC, Freestone M, Marsh W, Fenton N, Coid J 
(2015) Risk assessment and risk management of violent reoff-
ending among prisoners. Expert Syst Appl 42:7511–7529. https:// 
doi. org/ 10. 1016/j. eswa. 2015. 05. 025

 47. Tirado J, Mauricio D (2021) Bruise dating using deep learning. J 
Forensic Sci 66:336–346. https:// doi. org/ 10. 1111/ 1556- 4029. 14578

https://doi.org/10.1007/s00414-020-02266-4
https://doi.org/10.1007/s00414-020-02266-4
https://doi.org/10.1016/j.compbiomed.2020.103797
https://doi.org/10.1016/j.compbiomed.2020.103797
https://doi.org/10.1007/s004140100239
https://doi.org/10.1016/j.compbiomed.2018.04.023
https://doi.org/10.1016/j.compbiomed.2018.04.023
https://doi.org/10.1016/j.forsciint.2019.05.050
https://doi.org/10.1016/j.forsciint.2019.05.050
https://doi.org/10.1111/1556-4029.13277
https://doi.org/10.1111/1556-4029.13277
https://doi.org/10.1007/s12024-017-9906-1
https://doi.org/10.1007/s12024-017-9906-1
https://doi.org/10.1016/j.jofri.2018.08.001
https://doi.org/10.1016/j.legalmed.2018.09.007
https://doi.org/10.1016/j.legalmed.2018.09.007
https://doi.org/10.1111/1556-4029.14502
https://doi.org/10.1111/1556-4029.14502
https://doi.org/10.1007/s00414-021-02566-3
https://doi.org/10.1007/s00414-021-02566-3
https://doi.org/10.1097/PAF.0000000000000672
https://doi.org/10.1097/PAF.0000000000000672
https://doi.org/10.1007/s12024-021-00431-8
https://doi.org/10.1007/s12024-021-00431-8
https://doi.org/10.1002/(SICI)1520-6300(1999)11:1%3c31::AID-AJHB3%3e3.0.CO;2-L
https://doi.org/10.1002/(SICI)1520-6300(1999)11:1%3c31::AID-AJHB3%3e3.0.CO;2-L
https://doi.org/10.1002/(SICI)1520-6300(1999)11:1%3c31::AID-AJHB3%3e3.0.CO;2-L
https://doi.org/10.1016/j.media.2016.10.010
https://doi.org/10.1016/j.media.2016.10.010
https://doi.org/10.1007/s00414-017-1646-y
https://doi.org/10.1007/s00414-017-1646-y
https://doi.org/10.1016/j.media.2019.101538
https://doi.org/10.1007/s00330-018-5791-6
https://doi.org/10.1007/s00330-018-5791-6
https://doi.org/10.1109/TMI.2020.2968765
https://doi.org/10.1007/s00414-020-02465-z
https://doi.org/10.18280/ts.380601
https://doi.org/10.1016/j.legalmed.2022.102056
https://doi.org/10.1016/j.legalmed.2022.102056
https://doi.org/10.1016/j.eswa.2015.05.025
https://doi.org/10.1016/j.eswa.2015.05.025
https://doi.org/10.1111/1556-4029.14578


1037International Journal of Legal Medicine (2024) 138:1023–1037 

1 3

 48. Bengio Y (2012) Practical recommendations for gradient-based 
training of deep architectures. In: Montavon G, Orr GB, Müller 
K-R (eds) Neural networks: tricks of the trade. Springer Berlin 
Heidelberg, Berlin, Heidelberg, pp 437–478

 49. Lever J, Krzywinski M, Altman N (2016) Model selection and 
overfitting. Nat Methods 13:703–704. https:// doi. org/ 10. 1038/ 
nmeth. 3968

 50. Ioffe S, Szegedy C (2015) Batch normalization: accelerating deep 
network training by reducing internal covariate shift. https:// doi. 
org/ 10. 48550/ ARXIV. 1502. 03167

 51. Perez L, Wang J (2017) The effectiveness of data augmentation in 
image classification using deep learning. https:// doi. org/ 10. 48550/ 
ARXIV. 1712. 04621

 52. Ralston B, Rable J, Larson T, Handmaker H, Lifshitz J (2019) 
Forensic nursing examination to screen for traumatic brain injury 
following intimate partner violence. J Aggression, Maltreat 

Trauma 28:732–743. https:// doi. org/ 10. 1080/ 10926 771. 2019. 
16379 88

 53. Leevy JL, Khoshgoftaar TM, Bauder RA, Seliya N (2018) A sur-
vey on addressing high-class imbalance in big data. J Big Data 
5:42. https:// doi. org/ 10. 1186/ s40537- 018- 0151-6

 54. Emmert-Streib F, Yang Z, Feng H, Tripathi S, Dehmer M (2020) 
An introductory review of deep learning for prediction models 
with big data. Front Artif Intell 3:4. https:// doi. org/ 10. 3389/ frai. 
2020. 00004

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1038/nmeth.3968
https://doi.org/10.1038/nmeth.3968
https://doi.org/10.48550/ARXIV.1502.03167
https://doi.org/10.48550/ARXIV.1502.03167
https://doi.org/10.48550/ARXIV.1712.04621
https://doi.org/10.48550/ARXIV.1712.04621
https://doi.org/10.1080/10926771.2019.1637988
https://doi.org/10.1080/10926771.2019.1637988
https://doi.org/10.1186/s40537-018-0151-6
https://doi.org/10.3389/frai.2020.00004
https://doi.org/10.3389/frai.2020.00004

	Artificial intelligence in the practice of forensic medicine: a scoping review
	Abstract
	Introduction
	Methods
	Protocol and registration
	Information sources and search strategy
	Eligibility criteria
	Selection of sources of evidence
	Data charting process and data items
	Synthesis of results

	Results
	Selection of the sources of evidence
	Characteristics of the sources of evidence
	Results of the individual sources of evidence
	Synthesis of results

	Discussion
	Conclusion
	References


