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Abstract
Temperature-based time of death estimation using simulation methods such as the finite element method promise higher
accuracy and broader applicability in nonstandard cooling scenarios than established phenomenological methods. Their
accuracy depends crucially on the simulation model to capture the actual situation, which in turn hinges on the representation
of the corpse’s anatomy in form of computational meshes as well as on the thermodynamic parameters. While inaccuracies
in anatomy representation due to coarse mesh resolution are known to have a minor impact on the estimated time of death,
the sensitivity with respect to larger differences in the anatomy has so far not been studied. We assess this sensitivity by
comparing four independently generated and vastly different anatomical models in terms of the estimated time of death in
an identical cooling scenario. In order to isolate the impact of shape variation, the models are scaled to a reference size, and
the possible impact of measurement location variation is excluded explicitly by finding measurement locations leading to
minimum deviations. The thus obtained lower bound on the impact of anatomy on the estimated time of death shows, that
anatomy variations lead to deviations of at least 5–10%.

Keywords Finite element method · Temperature-based time of death estimation · Anatomical models · Corpse cooling ·
Sensitivities

Introduction

Time of death estimation (TDE) is an important topic in
forensic medicine, since the results may lead to convic-
tions or acquittals in homicide trials. In the short to medium
time range of about 24h after death, temperature based TDE
(TTDE) yields more accurate results than other TDE meth-
ods [1, 2]. TTDE is based on the assumption that the body
core temperature T monotonously decreases over time t post
mortem for ambient temperatures sufficiently below normal
body temperature. The function T (t) is then called the model
curve. The time since death t := tm − td is defined as the dif-
ference between time tm of core temperature measurements
during cooling process and time of death (ToD) td , which is
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the start of cooling. Assuming the model curve is known for
all times post mortem, we obtain the temperature Tm = T (t)
for the time since death t . Then, the inverse function T−1(Tm)

provides an estimate for the time since and hence the time of
death. In general, no analytic expression for T−1(Tm) exists,
such that its value must be computed numerically.

All TTDEs mainly differ in their approach to generate an
accurate model curve T (t). Phenomenological methods use
more or less specific formulas with parameters fitted in real
cooling experiments. In forensic practice in Europe, the most
often appliedTTDEmethod is the phenomenologicalmethod
byMarshall andHoarewith parameter definitions byHenßge
(MHH) (see, e.g., [3–5]). Due to the ad hoc character of its
model function, MHH has to use a “soft” parameter called
correction factor tuning the body weight to apply MHH to
non-standard cooling conditions such as clothing, convec-
tion, or body position. A drawback of this approach is that
aspects like irradiation and changes in environmental tem-
perature as well as anatomical factors like the actual height
of the body are not captured by this method, leading to uncer-
tainties in TDE.
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The limitations of phenomenological models can be over-
come by thermodynamical methods [2]. TTDE methods
belonging to the class of such physics based models solve
the heat transfer equation to obtain the model curve T (t).
Here, the model curve results from a detailed simulation of
physical processes, containing parameters like heat capac-
ities, conductivities, corpse geometry, tissues and ambient
conditions. Their accuracy is important for the TDE, having
different impacts on the cooling curve [6]. With an appro-
priate parameter choice, the physical model can also capture
nonstandard situations [7].

The heat transfer model can be solved numerically for
T (t) by the finite element method (FEM). This approach
has been investigated for use in TTDE in, e.g., [2, 7, 8]. A
discretization strategy for implementing a cooling scenario
combined with techniques from partial differential equations
theory transform the initial and boundary value problem of
heat transfer into a sequence of linear equation systemswhich
can be solved numerically on a computer [9].

One of the main drawbacks in FEM is the increased effort
in constructing a geometrical representation of the cooling
bodies in the form of hexahedral or simplicial meshes. Up
to now, the influence of how good these meshes match the
actual bodies’ geometries in terms of the resulting estimated
ToD t was not investigated systematically. Consequently,
FEM approaches aim at representing the geometries with
high fidelity. A step to reduce the effort was taken in [10].
Here, the data gained from computed tomography (CT) scans

were semi-automatically segmented and meshed into an FE
model, on which the actual cooling could be simulated and
the model curve for TTDE could be obtained.

A sensitivity analysis was performed for several model
parameters of the FEM for TTDE [6]. The impact of geomet-
ric fidelity with respect to mesh resolution had been inves-
tigated only for a single underlying geometry. Describing
changes of the geometry by a limited number of anatom-
ically meaningful parameters is difficult. This complicates
the sensitivity analysis of TTDE methods with respect to the
model geometry.

In forensic casework, the rectal temperature is used as a
measure of the body core temperature of the corpse. There
are different recommendations concerning the thermometer
insertion depth. Henssge [11] recommends inserting the ther-
mometer as deep as possible without using force, Madea [5,
chapter 3] suggests an insertion depth of at least 8 cm. How-
ever, insertion depth is not determined exactly and relies
much on practical and theoretical experiences in TTDE.
Hence, the location of the measurement position is subject
to variations. The sensitivity of estimated time of death with
respect to measurement position has been investigated in a
previous study [12].

The present study investigates the sensitivity of time of
death with respect to anatomic variation. The simulation
results for four independent and different FE meshes, each
scaled to a similar body weight and length, are compared
in terms of estimated time of death. The cooling curves are

Table 1 Symbols and their
meanings used throughout the
paper

Symbol Meaning Defined in

c specific heat capacity of tissue Eq.1

D2 root mean squared relative deviation Eq.6

D∞ maximum relative deviation Eq.7

�t(Tm) relative deviations Eq.4

γ effective heat transfer coefficient Eq.2

J M
q (xMref ) mean total deviation w.r.t. to Dq for q = 2,∞ Eq.8

κ heat conductivity of tissue Eq.1

M set of anatomy models p. 4

ρ mass density of tissue Eq.1

t time p. 1

T body temperature distribution Eq.1

ta start of considered cooling time interval p. 6

tb end of considered cooling time interval p. 6

Tm temperature measurement p. 6

t Mx (Tm) times of death for model M at measurement Tm p. 6

x spatial positions p. 1

xMi set of spatial positions i = 1, . . . p. 7

xMopt family of optimized positions in models M p. 7

xMref family of reference positions in models M p. 7
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determined at defined measurement positions. Differences
between the curves due to variations in these positions are
minimized by optimizing the positions. The remaining dif-
ference is then due to the different anatomies and provides
a lower bound for the sensitivity of estimated time of death
with respect to the anatomy.

In Sect. 2, the methods and models used for the simula-
tion are introduced. The thermodynamic heat equation for
the FEM is presented. For simulation, the four full-body
models used here and the simulation setup and parameters
are described in detail. After selecting a reference position
for each of the four anatomies, they are compared by eval-
uating the according temperature curves. For this purpose,
we introduce a relative difference measure for quantifying
the deviation of cooling curves. In Sect. 3, inter- and intra-
anatomical deviations are described and the measurement
positions are optimized across the models, leading to a lower
bound for the impact of anatomies. Results for the inter-
and intra-anatomical deviations before and after optimization
are presented in Sect. 4, together with the evaluation of the
quantitative importance of anatomy variability and the lower
bound. Possible deviations due to sex differences between
the considered models are addressed. At last, the results are
summarized and discussed in Sects. 5 and 6.

For reference, the symbols used throughout the paper and
their meanings are listed in Table 1.

Methods andmodels

Finite element basedmethod

The thermodynamical TTDE method describes the corpse
cooling by the heat equation

cρṪ = div(κ∇T ) in �, (1)

where c is the specific heat capacity, ρ the mass density,
and κ the heat conductivity, all of them depending on the
spatial position. The heat equation (1) describes the spatio-
temporal temperature distribution T (x, t) depending on the
spatial position x within the domain �, and on the time t in
the time interval [0,∞[.

The initial temperature distribution T (x, t0) given at time
t0 = 0 is assumed to be spatially constant and equal to the
body core temperature T0 = 37◦C . A more realistic choice
for the initial temperature field can be obtained by solving the
Bio-Heat-Transfer-Equation by Pennes [13]. The difference
between these two choices for T0 as well as the influence of
internal metabolic heat generation on the cooling behavior
are discussed in [6] and have been shown to be quite small.
As the current study is focusing on the difference of anatomy

Table 2 Mesh properties of the finite element meshes for the four orig-
inal geometries CT1, CT2, MASH and FASH

CT1 CT2 MASH FASH

# vertices 178987 141004 218943 99983

# cells 961234 772837 1156853 526087

models, the internal heat generation and the initial tempera-
ture field are considered to be homogeneous for simplicity.

Heat transfer to the environment by conduction, convec-
tion, and radiation are modeled on the boundary ∂� by the
Robin boundary conditions

nT κ∇T = γ (TA − T ) (2)

with effective heat transfer coefficient γ = h + 4εσT 3
A . It

relates the heat flux across the body’s surface to the temper-
ature difference to the environment. Here, n is the unit outer
normal, h the geometry-dependent heat transfer coefficient,
TA the environmental temperature, ε the emissivity, and σ

the Stefan-Boltzmann constant. In the usual range of tem-
peratures (270K to 310K) a linearization of the nonlinear
Stefan-Boltzmann radiation term has a negligible impact on
the cooling curve and hence on the TTDE.

Throughout this study, the cooling is simulated for 20h
after death on tetrahedral grids with the Kaskade 7 research
code [14]. With convergence studies we made sure that the
numerical space and time discretization errors are well below
the inter-anatomical temperature deviations. Then, the sim-
ulated cooling curves for each geometry are extracted from
the finite element solution at distinct measurement points.
Each temperature curve T is represented as a finite seqence
of real measurement values (T1, . . . , TN ) on a finite grid of
time values (t1, . . . , tN ) which is the same for each simula-
tion run.

Full-body geometry models

Temperature profiles and cooling curves depend on the
corpse geometry of the domain� andon thematerial parame-
ters κ and cρ for different tissues.Hence, for investigating the
impact of geometry on the estimated timeof death,we require
different corpse models representing individual anatomies

Table 3 Original geometric properties of the four models CT1, CT2,
MASH and FASH

CT1 CT2 MASH FASH

Height [cm] 174 168 175.6 162.5

Mass [kg] 62 68 72.8 60.1
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Table 4 Original tissue
properties (based on [17] and
[18]) and volumes in the CT
based models CT1, CT2 and
human phantoms MASH and
FASH

κ cρ CT1 CT2 MASH FASH
Unit W/m/K J/K/l l l l l

Bone 0.75 2306.9 6.45 5.33 7.09 5.25

Fat 0.21 2116.0 19.11 25.49 18.28 21.78

Lungs 0.28 1971.2 2.17 0.97 4.90 3.92

Muscle 0.51 4123.0 30.53 39.09 41.89 29.01

Total in l 58.26 70.88 72.16 59.96

Surface in m2 1.58 1.8 1.87 1.7

that are segmented into the different relevant tissue types.
We use four different and independent full-body geometries:

• Two models are acquired from computed tomography
(CT) data of a male and a female corpse (CT1 and CT2)
[10], lying flat on an examination table,

• two human phantoms for a male and female anatomy
(MASH and FASH), given as labeled voxel data sets that
were created in a computer aided design tool for radiation
dose planning [15], upright standing.

For the actual calculation, tetrahedral finite element
meshes of sufficient resolution have been created such that
each cell can be assigned a single biological tissue type [6,
16]. The mesh properties of the four geometries are shown
in Table 2.

Heights and masses of CT1 and CT2 were measured
directly before the CT scans and taken from [15] for phan-
toms MASH and FASH. Table 3 provides the original
geometric properties of all used models. As distinguishing
different organs of water-dominated tissue has a negligible
thermal impact [6], these grids provide only bone, fat, lungs

and muscle (water dominated tissue) compartments. Their
properties and volumes are listed in Table 4.

Of course, the total corpse mass has a dominant impact on
total heat capacity and hence the cooling curve. In order to
focus on the impact of shape in contrast to size, all geometries
are scaled to the dimensions of a referencemodel.We choose
the CT1 model with its original height L of 1.74m and mass
m of 62kg as reference model and scale the other geometries
accordingly. The scaling factors are defined similarly to [2]
in the following equations (3), where k1 is the linear one-
dimensional scaling orthogonal to the transverse plane and
k2 is the linear two-dimensional scaling in the transverse
plane:

k1 = L

L ′ k2 =
√
mL ′
m′L

(3)

After calculation and application of the scaling factors for
CT2, MASH and FASH, a set M = {CT 1,CT2sc,MASHsc,
FASHsc} of four models with the same height and mass (see
Fig. 1) is obtained. The resulting tissue volumes are provided
in Table 5. The feet missing from the CT1 scan are far from
the rectal measurement position and thus not relevant for the
actual calculation.

Fig. 1 Body grids used for the
study, scaled according to height
and volume of reference model
CT1, from left to right: CT1,
CT2sc, MASHsc, FASHsc
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Table 5 Tissue properties and
volumes of the geometry models
in M , scaled to the reference
height 1.74m and mass 62kg

κ cρ CT1 CT2sc MASHsc FASHsc
Unit W/m/K J/K/l l l l l

Bone 0.75 2306.9 6.45 4.86 6.04 5.41

Fat 0.21 2116.0 19.11 23.24 15.57 22.47

Lungs 0.28 1971.2 2.17 0.88 4.17 4.04

Muscle 0.51 4123.0 30.53 35.64 35.67 29.93

Total in l 58.26 64.62 61.45 61.85

Surface in m2 1.58 1.73 1.7 1.76

The simulations on the tetrahedral grids were carried out
for ambient temperature TA = 20◦C and constant initial
temperature T0 = 37◦C using quadratic finite elements
(P2 elements) and an extrapolated implicit Euler time step-
ping [9].

Selection of referencemeasurement positions

A single rectal temperature measurement is generally used
as the value of the body core temperature. The position of the
thermometer and hence the location of the chosen measure-
ment point for simulation affects the time of death estimate.
The insertion depth is not determined exactly and reliesmuch
on practical and theoretical experiences. A suitable ideal
measurement position can be derived from anatomy, includ-
ing forensic knowledge of the measurement locations used

in practice [12]. This position in the rear part of the trunk
near the lower part of the sacrum is depicted in Fig. 2.

In the virtual idealized male and female phantomsMASH
and FASH, the selection of a suitable measurement posi-
tion follows the anatomical template.Determining the correct
measurement position in the CT-generated models, however,
is more complicated. The bodies lie flat on the examination
table and consequently the soft tissue is deformed to some
extent. Furthermore, while human bodies all have the same
structure, they differ in their local anatomical characteristics
like the size of organs.

Reference measurement locations x A
ref have been chosen

manually for each anatomy A ∈ M to match the idealized
anatomical template as closely as possible. Despite the care
taken in selecting these reference locations, the particular
choices may have an impact on the difference between cool-

Fig. 2 Schematic position of
thermometer probe marked in
red, image taken from [19]
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Fig. 3 Cooling curves at the reference measurement positions x A
ref in

the four models A ∈ M used for simulations

ing curves, and superimpose the effect of varying corpse
geometry. This aspect is considered in more detail in Sect. 3
below.

Quantifying cooling curve deviations

For a given anatomy A ∈ M and measurement location x ,
the corresponding cooling curve T A

x can be computed by FE
simulation, as shown inFig. 3.All curves exhibit the expected
sigmoidal shape and are monotonically decreasing, such that
their inverse functions (T A

x )−1 can be used for estimating the
times of death t Ax (Tm) = (T A

x )−1(Tm) given a temperature
measurement Tm at x A. The vanishing derivative of T A

x for
t → 0 and t → ∞ leads to large estimation errors for very
small and very large times. We thus restrict the times consid-
ered here to the range between ta = 1 h and tb = 15.5 h.

Anatomical differences lead to differences in the cool-
ing curves, where the absolute temperature differences are
illustrated in Fig. 4 (left). In view of the ultimate goal, i.e.
the time of death estimation, differences in the resulting esti-
mated times are of more importance for quantifying anatomy
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curvesAandBat a certainmeasurement position, exemplarily evaluated
for temperature T = 1

2
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at t = 15 h

differences. Sensitivity studies suggest that ToD differences
between two models A, B with measurement positions x A

and x B , respectively, are best captured as relative deviations

�t A,B
x A,x B

(Tm) = 2
|t A
x A

(Tm) − t B
x B

(Tm)|
t A
x A

(Tm) + t B
x B

(Tm)
, (4)

relative to themean estimated timeof death. This is illustrated
in Fig. 4 (right). In the absence of actual measurement values
Tm , the general difference in model response is described by
considering artificial measurement values

T A,B
x A,x B

(t) = 1

2
(T A

x A (t) + T B
xB (t)) (5)

for t ∈ [ta, tb], as illustrated in Fig. 5.
In order to quantify the overall deviation of two anatomies

A, B with measurement locations x A, x B , respectively, we

Fig. 4 Temperature differences
(left) and relative deviation
�t A,B

x Aref,x
B
ref

of estimated ToD

(right) of CT2sc, MASHsc, and
FASHsc models with respect to
CT1 at their reference
measurement positions
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consider the root mean squared relative deviation

D2(A, x A,B,x B)=
(

1

tb−ta

∫ tb

ta
�t A,B

x A,x B
(T A,B

x A,x B
(t))2 dt

) 1
2

(6)

and the maximum relative deviation

D∞(A, x A, B, x B) = max
t∈[ta ,tb]

�t A,B
x A,x B

(T A,B
x A,x B

(t)). (7)

These quantities can be directly interpreted as average
relative ToD estimation errors, and are given in percent in
the results section below.Based on thesemetrics, we estimate
pairwise deviations Dq between the anatomies in M and the
mean total deviation

J M
q (xMref) = 1

|M |(|M | − 1)

∑
A �=B∈M

Dq(A, x A
ref , B, x Bref ),

q ∈ {2,∞}, (8)

where xMref = (x A
ref)A∈M is the family of reference mea-

surement positions, and |M | = 4 denotes the number of
anatomies in the geometrical model set M . The mean total
deviation J M

q (xMref) can be interpreted as the quantitative
importance of anatomy variability on the estimated time of
death. Since Dq is symmetrical, the number of evaluations
of Dq for the calculation of J M

q can be reduced by half.

Lower bound for impact of anatomies on ToD

Intra- and inter-anatomical deviations

Deviations between anatomies A and B, so far equipped with
reference measurement positions x A

ref and x Bref , respectively,
can be due to non-corresponding measurement positions, or
due to inherent differences in shape and tissue distribution
(inter-anatomical deviations). Variations in the measurement
position within a small neighborhood around the reference
position of an anatomy have been shown to produce quan-
titatively significant ToD deviations [12] (intra-anatomical
deviations).

While the reference measurement positions have been
selected carefully based on anatomical considerations and
confirmed by forensic practice, it is possible that observed
ToD differences between anatomies are to some extent
caused by intra-anatomical deviations. For assessing the
importance of anatomical variation for the temperature-based
time of death estimation it is therefore necessary to separate
these two causes.

Fig. 6 Illustration of BCC sampled additional sample positions within
a ball of 1cm radius around the original position in CT1 model

The magnitude of inter- and intra-anatomical deviations
is determined by considering further measurement points
around a fixed reference measurement point x A

ref and com-
paring them within the same geometry resp. across all
geometries. Therefore, we create a discrete set of n can-
didate points (xMi )i=1,...,n for each anatomy. Since these
locations have to be anatomically and practically reasonable,
we restrict the selection to a neighborhood of the reference
measurement position, i.e. ‖x A

i − x A
ref‖ ≤ r for all i . Here,

we use a radius r = 1 cm.
For our choice of reference measurement positions, this

radius guarantees that we stay within the same tissue type
in the pars ampullaris of the rectum. We then define a ball
of radius r around the reference measurement position and
generate candidate points by the body centered cubic (BCC)
samplingmethod [20] with a grid spacing of 0.25cm, leading
to n = 137 candidate points for each geometry, see Fig. 6.

Here, to capture intra-anatomical differences, we need to
find the two measurement locations for a single anatomy
A where the resulting cooling curve distance is maximal.
Under this condition, for each anatomy A ∈ M we maxi-
mize the deviation Dq(A, x A

i , A, x A
j ) for q ∈ {2,∞} and

measurement locations x A
i , x A

j , i, j = 1, . . . , n. Capturing
inter-anatomical differences is, however, more intricate and
will be addressed in the subsequent section.

Optimization towards the lower bound

Due to shape and tissue distribution, the measurement posi-
tions and pairwise differences between the cooling curves
are coupled in a complex way. Just subtracting the intra-
anatomical deviation magnitude from the observed inter-
anatomical deviation magnitude (see Fig. 4 for absolute and
relative deviations) does not provide a reasonable measure of
ToDdifferences. Instead,we eliminate the potential impact of
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Table 6 Inter-anatomical deviations Dq (A, x A
ref , B, x Bref ) for q = 2

(lower triangle) and q = ∞ (upper triangle) between cooling curves for
CT1, CT2sc, MASHsc, and FASHsc at reference measurement positions
in percent (%)

D2\D∞ CT1 CT2sc MASHsc FASHsc

CT1 12.4 53.2 25.9

CT2sc 7.9 5.0 22.6

MASHsc 17.4 20.1 28.1

FASHsc 11.3 6.9 15.6

intra-anatomical deviations and thus provide a lower bound
for the ToD deviations due to inter-anatomical deviations.

We do this by determining a family xMopt = (x A
opt)A∈M

of optimal measurement points such that the total deviation
J M
q (xMopt), with q either 2 or ∞, between all anatomies in

the model set M is minimized. To find the family of optimal
locations xMopt, we calculate the deviations as in equation (6)

between two anatomies A and B by D2(A, x A
i , B, x Bj ) for

all candidate points x A
i and x Bj . We search for the xMi that

minimize J M
q (xMi ) such that

J M
q (xMopt) = min

i
J M
q (xMi ) (9)

defines a lower bound on the anatomic variability. This min-
imization is performed in Matlab in a short amount of time
by complete enumeration, leading to 1374 evaluations. Per-
forming the anatomy comparison based on these optimized
positions makes it possible for us to remove the differ-
ences due to the measurement point uncertainties, leaving
the remaining deviations as deviations due to the anatomical
differences.

Results

Inter-anatomical ToD deviations for reference
measurement positions

First, we investigate pairwise inter-anatomical deviations
using their reference measurement positions xMref , as
described in Sect. 2.4, and provide the results in Table 6.
Both the mean relative time differences and the maximum
relative time differences are provided, in the lower and upper

Table 7 Quantitative importance of anatomy variability J M
q (xMref ) for

the family of reference positions xMref in percent (%)

J M
2 (xMref ) J M∞ (xMref )

13.2 32.0

triangular part of the table, respectively. For convenience, the
values are given in percent, such that a deviation of 20% for a
time of death of 5h means a deviation of 1h, while for a time
of death of 10h it stands for 2h absolute time difference.

Note that the values can be interpreted directly as relative
ToD estimation errors, suggesting that anatomical variation
canhave a considerable impact ofmore than 20%on the accu-
racy of time of death estimation. The quantitative importance
of anatomy variability J M

q (xMref) for the family of reference
positions for all models M in average is listed in Table 7.

Intra-anatomical ToD deviations

Next we study the intra-anatomical deviations by finding two
measurement locations xi , x j in a certain ball around the
reference measurement location such as to maximize the dis-
tance of the resulting cooling curves as described in Sect. 2.4.
We do this for all four anatomies of the set M , illustrate
the results in Figs. 7 and 8 and provide the values of max-
imum intra-anatomical deviations maxi, j Dq(A, x A

i , A, x A
j )

for q ∈ {2,∞} in Table 8. They confirm, on a larger set of
anatomies, a selection of the results given in [12].

While inter-anatomical variation has an impact of more
than 20% on the accuracy of time-of-death estimates, the
impact in the case of intra-anatomical variation due to vary-
ing measurement locations is slightly higher in the range of
20% to 30%. However, it must be noted that the maximum
values D∞ for all models are reached at the beginning of the
cooling process, due to the maximization being carried out
with respect to the relative deviation (6), which gives a higher
importance to deviations that take place at the beginning and
the very end of the cooling process.
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Fig. 7 Two intra-anatomical cooling curves with maximum deviation
regarding D2 for the four models A ∈ M
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Fig. 8 Temperature differences
(left) and relative deviation
�t A,A

x Ai ,x Aj
of maximum

intra-anatomical estimated ToD
(right) of CT1, CT2sc, MASHsc
and FASHsc models
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Lower bound on inter-anatomical ToD deviations

After optimization of the reference positions x A
ref for all mod-

elsM (see Sect. 3) bymeans of the rootmean squared relative
deviation D2 in (6), we end up with the four overall best fit
cooling curves. Figure9 shows the four cooling curves at
their optimized positions x and the according coordinates in
the scaled models M are listed in table 12.

The remaining deviations in the cooling curves can not be
explained by an inappropriate choice of measurement loca-
tion and are therefore due to anatomical differences only.
Absolute temperature differences and relative deviations of
ToD are shown as an example with respect to the CT1 model
in Fig. 10.

Pairwise inter-anatomical deviations using the optimized
measurement positions are given in Table 9. Again, both the
mean and maximum relative time differences are provided.
The lower and upper triangular part of the table shows the
deviations measured in D2 and D∞, respectively. After opti-
mization, the anatomical variation has an effect of less than
10% on the accuracy of the TDE, indicating a somewhat
smaller impact than the variation of measurement location.
The mean quantitative importance of anatomy variability
J M
q (xMopt) for the family of optimized positions is listed in

Table 10.
The actual distance between the points x A

ref and x A
opt is

between 0.8 cm and 1.2 cm for all models. Since the BCC
sampling does not sample the ball with radius r = 1 cm
exactly, there are some boundary points with a distance

Table 8 Maximum intra-anatomical deviations maxi, j Dq (A, x A
i , A,

x A
j ) for q ∈ {2,∞} for all A ∈ M in percent (%)

q CT1 CT2sc MASHsc FASHsc

2 21.1 27.6 31.6 28.3

∞ 55.6 59.9 76.4 64.3

slightly above 1cm. The offsets are presented in Table 13
for each anatomical plane, as well as the total offset.

Sex differences

Another interesting aspect emerges when investigating the
relative deviations D2 in terms of biological sexes after opti-
mization of the reference measurement positions in Table 9.
Looking at the values for models of the same biological sex
compared to the values for different sexes, we find that the
values for same sexes are each the lowest in terms of the root
mean squared relative deviations D2 significant to us, indicat-
ing the least anatomical variation. This becomes even clearer
when the individual inter-anatomicalminimumbetween each
twomodels is calculated, as shown inTable 14.Here, themin-
imum is also attained for D2 formodels of same sex.Wepoint
out, however, that the number of considered anatomies is not
sufficient to draw significant quantitative conclusions, but is
rather an indication of sex being correlated with estimated
time of death.

0 5 10 15 20

time of death in h

22

24

26

28

30

32

34

36

38

te
m

pe
ra

tu
re

 in
 °

C

CT1
CT2

sc
MASH

sc

FASH
sc

Fig. 9 Cooling curves at the optimized positions x A
opt in the four models

A ∈ M used for simulations
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Fig. 10 Temperature
differences (left) and relative
deviation �t A,B

x Aopt ,x
B
opt

of estimated

ToD (right) of CT2sc, MASHsc,
and FASHsc models with respect
to CT1 at their optimized
measurement positions
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Discussion

Simulations carried out in advance have shown that a mere
geometric scaling of different models onto each other is not
sufficient to simulate the same cooling behavior. While it is
possible to achieve the same cooling behavior in the simu-
lation by scaling for simple geometries such as cubes made
of a single material, significant deviations do already occur
in an ideal cooling scenario for only slightly more complex
geometries and heterogeneous materials.

Significantly more intricate geometries such as human
bodies have much higher deviations in shape, position
and distribution of tissues and organs among each other.
Therefore, it is also more difficult to determine consistent
measurement points across different anatomies. Both aspects
necessitate determining and classifying the differences of the
anatomies in an appropriate way.

Analogously to Sect. 2.4 where we showed the differences
in temperature and the relative deviation of estimated ToD
for the original reference positions in Fig. 4, we investigate
these differences for the optimized positions. The distance
measures D2 and D∞ introduced in (6) and (7) emphasize the
influence of deviations at earlier times more than deviations
at later times. This influence can clearly be seen after the
optimization was carried out with respect to the root mean
squared relative deviation D2.

Comparing the temperature differences and relative devi-
ations of estimated ToD in Fig. 4 of the four models

Table 9 Inter-anatomical deviations Dq (A, x A
opt, B, x Bopt) for q = 2

(lower triangle) and q = ∞ (upper triangle) between cooling curves for
CT1,CT2sc,MASHsc, and FASHsc at optimizedmeasurement positions
in percent (%)

D2\D∞ CT1 CT2sc MASHsc FASHsc

CT1 10.7 12.1 15.6

CT2sc 6.6 5.3 5.8

MASHsc 3.4 3.7 9.8

FASHsc 9.4 2.8 6.3

(exemplarily with respect to CT1) at their reference mea-
surement position with the optimized positions in Fig. 10, we
notice that the differences in general are as expected reduced,
especially for the early times. While we observed up to 50%
relative deviation for the original measurement positions for
early ToD, these deviations dropped to a value around 10%
after optimization.

The distances in Table 13 indicate that the new points
tend to be located more at the boundary of the considered
neighborhood around the reference location. The direction of
transversal, sagittal and longitudinal shifts from the reference
points to the new points, on the other hand, does not seem to
follow any particular pattern and is probablymore dependent
on individual anatomy.

The anatomical variability of the four different anatomies
at the reference positions in Table 6 can have an individual
effect of more than 20%, while the variability at the opti-
mized positions as listed in Table 9 is less than 10%. As this
study is limited to this selection of anatomies, the anatomi-
cal variability in the population and hence the impact on ToD
estimation can be expected to be larger in practice. On aver-
age, up to 13% of the ToD deviations as shown in Table 7 can
be attributed to the anatomical differences, which at the same
time include effects due to inaccurate referencemeasurement
positions. After optimizing the measurement positions, still
about 5% of these differences as shown in Table 10 remain
on average, which now represent the lower bound of adjusted
differences in the anatomy.

We observe, however, a slower cooling in the long term for
the female models for reference (see Fig. 3) and optimized
positions (Fig. 9). In accordance with the literature, adult
males tend to have a higher percentage of muscle and a lower

Table 10 Quantitative importance of anatomy variability J M
q (xMopt) for

the family of optimized positions xMopt in percent (%)

J M
2 (xMopt) J M∞ (xMopt)

5.4 9.9
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percentage of adipose tissue than females of the same size
and mass [21]. In particular, the accumulation of visceral fat,
which is located near the internal organs, is more pronounced
in men. However, women tend to have proportionally more
subcutaneous fat [22].Wehavepreviously shown that, among
other factors, the visceral/subcutaneous coefficient and the
waist to hip ratio differed significantly between the sexes in
the observed study population of 35 bodies [23]. The percent-
age and volume accumulation of visceral fat inmales tends to
result in slower early central cooling of males than females.
However, women have higher volume of subcutaneous fat,
which covers the area near the rectal measurement point in
the hip and gluteal region compared to men of the same body
weight and height. They are therefore predisposed to slower
long-term cooling by the effect of the subcutaneous heat bar-
rier to the surrounding support material and air boundary
layer. The vice versa effect of slower cooling in the early
post mortem phase in men is apparently caused by higher
central insulation in consequence of larger proportion of vis-
ceral fat.

Further, the phantoms compared to the real models have a
faster cooling in the beginning of the process, meaning that
their post mortem temperature plateau is shorter [24]. This is
probably induced by the posture of the real bodies lying on a
table such that the tissue on the back, especially fatty tissue, is
displaced and getsmore evenly distributed around the sample
position, inducing a longer time for the temperature gradient
to become established. Similar positions of the bodies should
therefore also be distinguished in general.

Conclusion

The numerical results show a clear impact of at least 5–
10% of anatomical variation on the estimated time of death,
even after scaling of body height and mass and removing
the potential impact of measurement location.We emphasize
that, given the small number of anatomies considered, which
capture only a small fraction of the population’s anatomy
variation, the simplified cooling scenario, and the lower
bound character of removing possible intra-anatomical vari-
ation, the actual impact of anatomy variation on estimated
time of death must be expected to be higher than the lower
bound derived here. This, however, needs to be confirmed
through further studies on a larger set of anatomies.

The results suggest that a single finite element geometry
representing a standard anatomy is not sufficient for physics-
based TTDE, even if scaled in body height and mass to the
actual case. Instead, the specific anatomy has to be taken
into account if accurate results are desired. The results also
show that this cannot be compensated by defining an ideal

rectal measurement location, irrespective whether this can be
realized in practical casework or not.

Given that the impact of anatomy variation, while being
clear, is quantitatively not dominant, we propose the use of a
predefined set of template meshes, taking into consideration
the distinction between female and male models to capture
sex-specific tissue distribution, as well as the distinction in
models of different statures and body shapes. These template
grids could be generated a priori and made available in rel-
atively coarse geometrical resolution. The actual anatomy
could then be taken into account by selecting and scaling the
most similar template mesh. The number and structure of
such template meshes required to achieve a certain accuracy
in TTDE is subject of future work.
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Appendix A. Supplementary material

Table 11 Original sample positions in the four models used for simu-
lation in meters

Model x y z

CT1 −0.0100 0.0850 0.7490

CT2sc 0.0140 0.1050 0.9650

MASHsc 0.0000 0.2150 0.8970

FASHsc 0.0000 0.2280 0.9080

Table 12 Best fit sample positions in the four models used for simula-
tion in meters

Model x y z

CT1 −0.0125 0.0925 0.7565

CT2sc 0.0115 0.1125 0.9575

MASHsc 0.0025 0.2075 0.8945

FASHsc −0.0100 0.2330 0.9030

Table 13 Offsets of adjusted measurement positions in terms of D2
from the reference points for all anatomies in M (in cm)

CT1 CT2sc MASHsc FASHsc

transversal −0.75 0.75 0.25 0.50

sagittal 0.75 0.75 −0.75 0.50

longitudinal −0.25 −0.25 0.25 −1.00

total 1.09 1.09 0.83 1.22

Table 14 Individualminimal inter-anatomical deviationsmini, j Dq (A,
x A
i , B, x Bj ) for q = 2 (lower triangle) and q = ∞ (upper triangle)
between each two cooling curves forCT1,CT2sc,MASHsc, andFASHsc
in percent (%)

D2\D∞ CT1 CT2sc MASHsc FASHsc

CT1 10.0 4.7 15.1

CT2sc 6.3 4.6 3.5

MASHsc 2.5 3.5 9.0

FASHsc 9.4 1.8 6.2

References

1. Hiraiwa K, Ohno Y, Kuroda F, Sebetan IM, Oshida S (1980) Esti-
mation of post-mortem interval from rectal temperature by use of
computer. Medicine, Science and the Law 20(2):115–125. https://
doi.org/10.1177/002580248002000210

2. Mall G, Eisenmenger W (2005) Estimation of time since death by
heat-flow Finite-Element model. Part I: method, model, calibration
and validation. LegalMedicine 7(1):1–14. https://doi.org/10.1016/
j.legalmed.2004.06.006

3. Henssge C (1979) Precision of estimating the time of death
by mathematical expression of rectal body cooling (author’s
transl). Zeitschrift Für Rechtsmedizin. Journal of Legal Medicine
83(1):49–67. https://doi.org/10.1007/BF00201311

4. Henssge C (1988) Death time estimation in case work.
The rectal temperature time of death nomogram. I. Forensic
science international 38(3–4):209–236. https://doi.org/10.1016/
0379-0738(88)90168-5

5. MadeaB (2014)Rechtsmedizin:Befunderhebung,Rekonstruktion,
Begutachtung. Springer-Verlag, Berlin Heidelberg. https://doi.org/
10.1007/978-3-662-43500-7

6. WeiserM, ErdmannB, Schenkl S,Muggenthaler H,HubigM,Mall
G, Zachow S (2018) Uncertainty in temperature-based determina-
tion of time of death. Heat and Mass Transfer 54(9):2815–2826.
https://doi.org/10.1007/s00231-018-2324-4

7. Mall G, Eisenmenger W (2005) Estimation of time since death
by heat-flow Finite-Element model part II: application to non-
standard cooling conditions and preliminary results in practical
casework. Legal Medicine 7(2):69–80. https://doi.org/10.1016/j.
legalmed.2004.06.007

8. Smart JL, Kaliszan M (2013) Use of a finite element model of
heat transport in the human eye to predict time of death. Journal of
Forensic Sciences 58:69–77. https://doi.org/10.1111/1556-4029.
12022

9. Deuflhard P, Weiser M (2012) Adaptive numerical solution of
PDEs. In: Adaptive numerical solution of PDEs. de Gruyter, Berlin
Boston . https://doi.org/10.1515/9783110283112

10. Schenkl S, Muggenthaler H, Hubig M, Erdmann B, Weiser
M, Zachow S, Heinrich A, Güttler FV, Teichgräber U, Mall
G (2017) Automatic CT-based finite element model generation
for temperature-based death time estimation: feasibility study
and sensitivity analysis. International journal of legal medicine
131(3):699–712. https://doi.org/10.1007/s00414-016-1523-0

11. Henßge C (2002) Todeszeitbestimmung an Leichen. Rechtsmedi-
zin 12(2):112–131. https://doi.org/10.1007/s00194-002-0136-8

12. Shanmugam Subramaniam J, Mall G, Hubig M, Muggenthaler H,
Schenkl S, Ullrich J, Weiser M (2023) Sensitivity of measurement
position on time of death estimation. Int J Legal Med. https://doi.
org/10.1007/s00414-023-03040-y

13. Pennes HH (1948) Analysis of tissue and arterial blood tempera-
tures in the resting human forearm. Journal of applied physiology
1(2):93–122. https://doi.org/10.1152/jappl.1948.1.2.93

14. Götschel S, Schiela A, Weiser M (2021) Kaskade 7 - A flexible
finite element toolbox. Computers & Mathematics with Applica-
tions 81:444–458. https://doi.org/10.1016/j.camwa.2020.02.011

15. Cassola V, de Melo Lima V, Kramer R, Khoury H (2009) FASH
and MASH: female and male adult human phantoms based on
polygon mesh surfaces: I. Development of the anatomy. Physics
in Medicine & Biology 55(1), 133 . https://doi.org/10.1088/0031-
9155/55/1/009

16. Zachow S, Zilske M, Hege H-C (2007) 3D reconstruction of
individual anatomy from medical image data: Segmentation and
geometry processing

123

1626

https://doi.org/10.1177/002580248002000210
https://doi.org/10.1177/002580248002000210
https://doi.org/10.1016/j.legalmed.2004.06.006
https://doi.org/10.1016/j.legalmed.2004.06.006
https://doi.org/10.1007/BF00201311
https://doi.org/10.1016/0379-0738(88)90168-5
https://doi.org/10.1016/0379-0738(88)90168-5
https://doi.org/10.1007/978-3-662-43500-7
https://doi.org/10.1007/978-3-662-43500-7
https://doi.org/10.1007/s00231-018-2324-4
https://doi.org/10.1016/j.legalmed.2004.06.007
https://doi.org/10.1016/j.legalmed.2004.06.007
https://doi.org/10.1111/1556-4029.12022
https://doi.org/10.1111/1556-4029.12022
https://doi.org/10.1515/9783110283112
https://doi.org/10.1007/s00414-016-1523-0
https://doi.org/10.1007/s00194-002-0136-8
https://doi.org/10.1007/s00414-023-03040-y
https://doi.org/10.1007/s00414-023-03040-y
https://doi.org/10.1152/jappl.1948.1.2.93
https://doi.org/10.1016/j.camwa.2020.02.011
https://doi.org/10.1088/0031-9155/55/1/009
https://doi.org/10.1088/0031-9155/55/1/009


International Journal of Legal Medicine (2023) 137:1615–1627

17. Mall E-G (2000) Temperaturgestützte Bestimmung der Todeszeit
mitHilfe derMethodederFinitenElemente.Habilitation,München

18. Duck FA (1990) Chapter 2 – Thermal properties of tis-
sue. In: Duck FA (ed) Physical properties of tissues, pp 9–
42. Academic Press, London . https://doi.org/10.1016/B978-
0-12-222800-1.50006-1. https://www.sciencedirect.com/science/
article/pii/B9780122228001500061

19. Gray H (1918) Anatomy of the human body. Philadelphia and New
York, Lea&Febiger.Web. Retrieved from the Library of Congress.
https://lccn.loc.gov/18017427

20. Ibanez L, Hamitouche C, Roux C (1996) Determination of discrete
sampling grids with optimal topological and spectral properties.
In: International conference on discrete geometry for computer
imagery, pp 177–192. https://doi.org/10.1007/3-540-62005-2_15.
Springer

21. Cinti S (2007) Plasticity of the adipose organ. In: Endocrine
abstracts, vol 13, pp 49–67. Chap. 3. https://doi.org/10.1002/
9783527629527.ch3

22. Thomou T, Tchkonia T, Kirkland JL (2010) Cellular andmolecular
basis of functional differences among fat depots. Adipose tissue
in health and disease, pp 21–47. https://onlinelibrary.wiley.com/
doi/pdf/10.1002/9783527629527.ch2. Chap. 2. https://doi.org/10.
1002/9783527629527.ch2

23. Schenkl S (2020) Quantifizierung des menschlichen Fettgewebes
für die temperaturgestützte Todeszeitschätzung mit der Finite-
Elemente-Methode. PhD thesis, Friedrich-Schiller-Universität
Jena, 2020 . DOIurlhttps://doi.org/10.22032/dbt.45620. http://uri.
gbv.de/document/gvk:ppn:1726574547

24. Smart JL, KaliszanM (2012) The post mortem temperature plateau
and its role in the estimation of time of death. A review. Legal
Medicine 14(2):55–62. https://doi.org/10.1016/j.legalmed.2011.
11.002

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

1627

https://doi.org/10.1016/B978-0-12-222800-1.50006-1
https://doi.org/10.1016/B978-0-12-222800-1.50006-1
https://www.sciencedirect.com/science/article/pii/B9780122228001500061
https://www.sciencedirect.com/science/article/pii/B9780122228001500061
https://lccn.loc.gov/18017427
https://doi.org/10.1007/3-540-62005-2_15
https://doi.org/10.1002/9783527629527.ch3
https://doi.org/10.1002/9783527629527.ch3
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9783527629527.ch2
https://onlinelibrary.wiley.com/doi/pdf/10.1002/9783527629527.ch2
https://doi.org/10.1002/9783527629527.ch2
https://doi.org/10.1002/9783527629527.ch2
http://uri.gbv.de/document/gvk:ppn:1726574547
http://uri.gbv.de/document/gvk:ppn:1726574547
https://doi.org/10.1016/j.legalmed.2011.11.002
https://doi.org/10.1016/j.legalmed.2011.11.002

	The impact of anatomy variation on temperature based time  of death estimation
	Abstract
	Introduction
	Methods and models
	Finite element based method
	Full-body geometry models
	Selection of reference measurement positions
	Quantifying cooling curve deviations

	Lower bound for impact of anatomies on ToD
	Intra- and inter-anatomical deviations
	Optimization towards the lower bound

	Results
	Inter-anatomical ToD deviations for reference measurement positions
	Intra-anatomical ToD deviations
	Lower bound on inter-anatomical ToD deviations
	Sex differences

	Discussion
	Conclusion
	Appendix A. Supplementary material
	References




