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Abstract

Gauss’ 1809 discussion of least squares, which can be viewed as the beginning of
mathematical statistics, is reviewed. The general consensus seems to be that Gauss’
arguments are at fault, but we show that his reasoning is in fact correct, given his
self-imposed restrictions, and persuasive without these restrictions.
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An old question in probability theory is the following: suppose we throw with two
fair dice, how many times do we need to throw so that the probability of at least one
double-6 is at least 1/2. In the first half of the seventeenth century, the Chevalier de
Meéré, a well-known gambler, thought that he needed 24 throws. This problem has
become famous because it intrigued Pascal and Fermat, and the solution is contained
in a letter of Pascal to Fermat dated July 29, 1654.! With some caution we can take
1654 as the birth year of probability theory. It took a while to understand the basic rules
of probability and 60 years later, in a letter to the Swiss philosopher and mathematician
Louis Bourguet dated March 22, 1714, Leibniz still maintained that is was equally
likely to throw twelve with two dice as to throw eleven, because “I’un et 1’autre ne ce
peut faire que d’une seule maniere” (one or the other can be done in only one way).

! The correct answer is 25 and is obtained by showing that the equation 1 — (35/36)" = 1/2 has the
solution n ~ 24.6.
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Mathematical statistics is much younger and, with similar caution, we select as its
beginning the publication of Gauss’ famous 1809 monograph.? Legendre (1805) had
published his method of least squares four years earlier, but he developed his method
as an approximation tool and no randomness is assumed. Gauss (1809), in contrast,
works in the context of random variables and distributions; see, e.g. Pearson (1978),
Stigler (1986), and Gorroochurn (2016) for historical details.

Some satisfaction seems to be derived in finding mistakes in the writings of great
minds, and Leibniz’ error is quoted frequently. Rather than laughing at Leibniz’ mis-
take, we should realize just how difficult the beginnings of probability theory were,
and that things that we now consider easy are not easy because we are so clever but
because they have sunk into common knowledge.

Similarly, most Gauss commentators have found his 1809 treatment of least squares
at fault. For example, Stigler (1986, pp. 141-143) considers it a “logical aberration
... essentially both circular and non sequitur” and Gorroochurn (2016, p. 163) writes
that “his reasoning contains an inherent circularity because the normal distribution
emerges as a consequence of the postulate of the arithmetic mean, which is in fact a
consequence of the normality assumption!” The purpose of this note is to demonstrate
that it is not Gauss who is at fault but his commentators.’

In modern notation, Gauss starts with the linear model

y=Xp+u, ey

where he assumes that the errors u; are independent and identically distributed (iid)
with mean zero and common variance o2, which we set equal to one without loss of
generality. Since the u; are iid, they have a common density function, say ¢ (u;), and
the logarithm of the joint density becomes ) ;_, log ¢ (u;). Gauss wishes to estimate
B by maximizing the joint density. In other words, he wants to derive the maximum-
likelihood estimator for .

Gauss is aware of the fact that if he assumes normality of the errors, then the joint
density will be of the form

Zlog¢>(ui)=a—b2ui2, 2)

i=1 i=1

so that (under normality) maximizing the likelihood is the same as minimizing the
sum of squared deviations. Gauss makes life unnecessarily difficult for himself by
working in a Bayesian framework, assuming a flat bounded prior for each of the §;,
so that the posterior also has bounded support. But in essence, Gauss showed (for the
first time) that in the standard linear model under normality the maximum-likelihood
estimator is equal to the least-squares formula.

This is an important result in itself and Gauss could have stopped there. But he did
not want to assume at the outset that the errors are normally distributed. Instead he
wants to show that normality of the errors is not only sufficient but also necessary for

2 Others would choose Laplace (1774) as the beginning of statistics, which is equally reasonable.
3 Notable exceptions are Sheynin (1979) and Waterhouse (1990).
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the maximum-likelihood estimator to be equal to the least-squares formula.* In this
attempt he fails, not because his argument is wrong (as most Gauss scholars seem to
believe), but because his (correct) argument is not general, which he fully realizes.

Let us reexamine his argument. Gauss (1809, book II, section III, §177) proves the
following result (in modern notation).

Proposition (Gauss 1809) Let y1, y2, ..., yn (n = 3) be a sequence of independent
and identically distributed observations from an absolutely-continuous distribution
with E(y;) = w and var(y;) = 1. Assume that the n realizations of y; take only two
values with frequencies ny and nj, respectively (ny > 1, no > 1, ny # n»). Then, the
average y is the maximum-likelihood estimator of | if and only if the y; are normally
distributed.

Before we prove the proposition, some comment is in order on Gauss’ assumption
that the n realizations of y; take only two values. This seems to contradict the fact that
the y; follow an absolutely continuous distribution. Of course, there is a difference
between observations (random variables) from an absolutely continuous distribution
and observations (the realized values). Some statistical concepts have two terms (esti-
mator, estimate; predictor, prediction) to emphasize this difference, but most (like
observation) do not. The random variables follow an absolutely continuous distribu-
tion, but the realizations take on specific values, and Gauss assumes that they take one
or the other of two values. This is a rather heroic assumption, but it is not inconsistent
or wrong. Gauss himself simply says supponendo itaque (by supposing, therefore) as
if this were a logical continuation of his argument, and provides no further comment.

To prove the proposition, Gauss argues as follows. Let u; = y; — w. Since the
u; are iid, they have a common density function, say ¢ (u;). First assume that ¢ is
the standard-normal density. Then the loglikelihood L () can be written as in (2).
This is maximized if and only if the sum of squares is minimized, which occurs when
> i(yvi — ) = 0, that is when i = y. Note that the additional assumption on the
realizations of y; is not required.

Now assume that & = . Gauss needs to show that this implies that ¢ is the
standard-normal density. As assumed, the y; can only take two distinct values, say z1
(n1 times) and z; (ny times), where n = ny + nj. Then, letting

d=z1—z2, r=ni/n, 3)
he obtains
_ d(l—r) ify, =1z,
yi— 5= N )
—dr if y; = zo.

4 The idea of demonstrating that in a given context a certain statistical property can only occur for some
(possibly only one) distributions, is quite common. For example, Chamberlain (2010) considers a panel data
model for predicting a binary outcome, and shows that, if the support of the observed predictor variables is
bounded, identification is only possible in the logistic case.
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Setting L' () = O then gives

n

Ly =y S molda =) | mg'dr)

= =0, ©)
g ldA—n] | p(=dr)
which can be rewritten as
Fld( =0 = fl=dr],  fa) =29 6)
X (x)

For each given value of r (0 < r < 1, r # 1/2), this has to hold for every value of
d, and it is easy to see (unde facile colligitur in Gauss’ words) that this implies that
f is a constant. (We have to exclude r = 1/2 because this would only imply that f
is symmetric around zero.) Hence, we must solve the equation ¢'(x) = —k x¢ (x),
where k is a constant. The solution to this differential equation is

¢ (x) = Aexp(—kx?/2) @)

for some constant A.> Since ¢ represents a distribution it must integrate to one which
implies that the constant A takes the value A = /k/(2m), as proved a few decades
earlier by Laplace (1774) in a theorema elegans, a fact gracefully acknowledged
by Gauss.® In our case, o = 1 and hence k = 1. Hence ¢ is the standard-normal
distribution, and the proof is complete.

The presented proof follows Gauss’ argument closely except that he sets n; = 1
and np = n — 1 (and tacitly assumes that n > 3). The proposition tells us how far
Gauss came into proving the necessity of the normality assumption. The answer is:
not very far, because his conditions are rather restrictive. Two centuries later we can
get a little further. In particular, Kagan et al. (1973, Theorem 7.4.1), building on an
earlier result in Kagan et al. (1965), established that, in general, linear estimators of
location parameters are admissible if and only if the random variables are normally
distributed; and they applied the approach through admissibility to the linear model
in Kagan et al. (1973, Section 7.7).

To link the linear model y = X B + u to the proposition, Gauss thus makes three
simplifying assumptions:

1. The design matrix X has only one column, namely the vector of ones, so that
we only have a constant term in the model, there is only one g to estimate, and
uj =y —p.

2. The realizations of y; only take two distinct values, say z; (n; times) and z (12
times), where n = n| + ny and ny # nj.

3. The optimum is attained at /§ =y.

5 The technique for solving ordinary differential equations was well established since Leibniz’ work in the
early 1690s, which is why Gauss does not provide a reference; see Katz (2009, pp. 585-586) for historical
details.

6 Gauss often uses epithets for his colleagues, typically clarissimus. Laplace is illustrissimus (Gauss abbre-
viates ill.). Only Newton is summus.
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The third assumption is a perfectly reasonable assumption as we are considering iid
random variables y; with common mean 8 and common variance. So, unless we expect
Gauss to discuss shrinkage estimators, what alternative is there to estimate §? Under
these three assumptions, Gauss shows that the y; must be normally distributed.

After establishing the proposition, Gauss argues that it is thus reasonable to assume
normality. This is a qualitative statement which can be challenged, but it is not incor-
rect. Gauss was primarily interested in the justification of least squares, not in pushing
the normal distribution. Not completely happy with his restrictive assumptions, Gauss
(1823, §20) considered the same model again. This time he asked a different question,
namely: which linear unbiased estimator has the smallest variance? This resulted in
what we now call the Gauss—Markov theorem and it does not rely on normality of the
eITOrS.

Gauss liked his 1823 approach much better than his 1809 approach, not only
because of the restrictive mathematical assumptions but also because of the meta-
physics (Gauss’ words). In a letter to Friedrich Bessel dated February 28, 1839 (Gauss
and Bessel 1880, p. 523), Gauss writes that for a reason “den ich selbst 6ffentlich nicht
erwéhnt habe” (which I have not mentioned publicly) he views best linear unbiased
estimation as more fundamental than maximum likelihood, and that he, therefore,
prefers his 1823 justification of least squares over his 1809 analysis.

Declarations

Conflict of interest The author has no competing interests to declare that are relevant to the content of this
article.

OpenAccess Thisarticleis licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included
in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If
material is not included in the article’s Creative Commons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Chamberlain, G. 2010. Binary response models for panel data: Identification and information. Econometrica
78 (1): 159-168.

Gauss, C. F. 1809. Theoria Motus Corporum Coelestium in Sectionibus Conicis Solem Ambientium. F.
Perthes and 1. H. Besser, Hamburg. Reprinted in his Werke, Vol. 7, F. Perthes, Gotha, 1871. English
translation by C. H. Davis (1857), Little, Brown, Boston. Reprinted in 1963, Dover, New York.

Gauss, C. F. 1823.Theoria combinationis observationum erroribus minimis obnoxiae: pars prior. Commen-
tationes Societatis Regiae Scientiarum Gottingensis Recentiores, 5, 33—62. Reprinted in his Werke,
Vol. 4, Gottingen, 1880, pp. 3—26. English translation by G. W. Stewart (1995), SIAM Publications
Inc., Philadelphia, pp. 3-47).

Gauss, C. F,, and F. W. Bessel. 1880. Briefwechsel zwischen Gauss und Bessel. Leipzig: W. Engelmann.

Gorroochurn, P. 2016. Classic Topics on the History of Modern Mathematical Statistics. Hoboken, NJ:
Wiley.

@ Springer


http://creativecommons.org/licenses/by/4.0/

430 J.R. Magnus

Kagan, A. M., Yu. V. Linnik, and C. R. Rao. 1965. On a characterization of the normal law based on a
property of the sample average. Sankhya, Series A 27: 405-406.

Kagan, A. M., Yu. V. Linnik, and C. R. Rao. 1973. Characterization Problems in Mathematical Statistics
(translated from the Russian by B. Ramachandran). New York: Wiley.

Katz, V. J. 2009. A History of Mathematics, 3rd ed. Reading, MA: Addison-Wesley.

Laplace, P. S. 1774. Mémoire sur la Probabilité des Causes par les Evenemens. Oeuvres Completes, vol. 8,
27-65. English translation by S. Stigler (1986), Statistical Science, 1, 364-378.

Legendre, A. M. 1805. Nouvelles Methodes Pour la Détermination des Orbites des Cométes. Paris: Courcier.

Pearson, K. 1978. The History of Statistics in the 17th and 18th Centuries Against the Changing Background
of Intellectual, Scientific and Religious Thought. Lectures by Karl Pearson given at University College
London during academic sessions 1921-1933 (Edited by E. S. Pearson). Charles Griffin, London.

Sheynin, O. B. 1979. C.F Gauss and the theory of errors. Archive for History of Exact Sciences 20 (1):
21-72.

Stigler, S. M. 1986. The History of Statistics: The Measurement of Uncertainty Before 1900. Cambridge,
MA: The Belknap Press of Harvard University Press.

Waterhouse, W. C. 1990. Gauss’s first argument for least squares. Archive for History of Exact Sciences 41
(1): 41-52.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

@ Springer



	Gauss on least-squares and maximum-likelihood estimation
	Abstract
	References




