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Abstract
Recent studies show promising potential for artificial intelligence (AI) to assist healthcare providers (HCPs) in skin cancer 
care. The aim of this study is to explore the views of dermatologists and general practitioners (GPs) regarding the successful 
implementation of AI when assisting HCPs in skin cancer care. We performed a qualitative focus group study, consisting of 
six focus groups with 16 dermatologists and 17 GPs, varying in prior knowledge and experience with AI, gender, and age. An 
in-depth inductive thematic content analysis was deployed. Perceived benefits, barriers, and preconditions were identified as 
main themes. Dermatologists and GPs perceive substantial benefits of AI, particularly an improved health outcome and care 
pathway between primary and secondary care. Doubts about accuracy, risk of health inequalities, and fear of replacement 
were among the most stressed barriers. Essential preconditions included adequate algorithm content, sufficient usability, 
and accessibility of AI. In conclusion, dermatologists and GPs perceive significant benefits from implementing AI in skin 
cancer care. However, to successfully implement AI, key barriers need to be addressed. Efforts should focus on ensuring 
algorithm transparency, validation, accessibility for all skin types, and adequate regulation of algorithms. Simultaneously, 
improving knowledge about AI could reduce the fear of replacement.
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Introduction

Artificial Intelligence (AI) has become a popular topic in 
medicine over recent years. In dermatology, deep neural 
networks (DNNs) have been reported to achieve, and even 
outperform, the level of accuracy of dermatologists when 
classifying images of skin lesions [1, 2]. Although previ-
ous studies mainly focused on AI algorithms as a poten-
tial substitute for clinicians in skin cancer detection[1–3], 
recent studies also demonstrate promising potential for this 
technology to assist rather than replace clinicians in skin 
cancer related clinical decision making, also referred to as 
augmented intelligence (AuI) [4–6]. Experts have hypoth-
esized that the use of DNNs in skin cancer care can facilitate 

skin cancer screening in primary care and allows rapid triage 
of difficult skin lesion cases in both primary and dermato-
logical practice [7].

The promises of AI to improve skin cancer detection are 
impressive, but successful implementation by healthcare 
providers (HCPs) in routine care will ultimately determine 
the benefits of this novel technology. Actual numbers regard-
ing the current implementation of AI in skin cancer care are 
lacking. However, recent survey studies among dermatolo-
gists in the United States, Europe, and China have revealed a 
positive attitude towards the potential of AI within the field 
of dermatology [8–10]. In contrast, GPs see only limited 
potential for AI in primary care in general. This is mainly 
attributed to a perceived narrow scope of use cases of AI in 
primary care and cynicism about the capabilities of AI to 
support in undertaking diagnoses [11]. However, their views 
towards AI specifically in skin cancer care remain unclear.

A critical step in the implementation of complex inter-
ventions is to gain an in-depth understanding of potential 
users’ views towards the use of AI in skin cancer care [12]. 
Nevertheless, an exploration of HCPs’ views towards AI 
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when used in the hands of physicians in skin cancer care 
(e.g., AuI) is currently lacking. This qualitative study aims 
to fill this knowledge gap by exploring the views of Dutch 
dermatologists and GPs regarding successful implementa-
tion of assistive AI for HCPs in skin cancer care. Results of 
this study can be used to improve strategies for the future 
implementation of AI in skin cancer care, as well as to 
align the development of medical devices that use DNNs 
for skin cancer detection with the expectations of GPs and 
dermatologists.

Materials and methods

Study design

A qualitative study design was chosen as this is ideally 
suited to provide an in- depth picture of participants’ opin-
ions, thoughts, and experiences [13, 14]. Focus groups (FGs) 
were considered most appropriate as group dynamics stimu-
late participants to reflect on each other, resulting in more 
diverse conversations than individual interviews [15]. Due 
to COVID-19, the focus groups were hosted online using 
Microsoft Teams. The reporting of this study followed the 
Standards for Reporting Qualitative Research (SRQR) [16].

Selection of participants

Dutch dermatologists and GPs were eligible for participation 
in the FGs. Purposive sampling was used to reach a vari-
able sample of participants in terms of prior knowledge and/
or experience with AI, gender, and age. Participants were 
recruited on social media (LinkedIn, Facebook, WhatsApp/
Telegram dermatologist and GP group chats), and via email. 
In addition, participants were invited through the Dutch 
Society of Dermatology and Venereology’s newsletter. The 
invitations included an information leaflet, and participants 
were offered a €30 gift card. Participants applied via a web 
form.

Data collection

A prespecified topic guide based on existing literature 
regarding the acceptance and implementation of new tech-
nology in healthcare and previous experiences from our mul-
tidisciplinary research group (supplement 1). [13, 17, 18] 
was used to generate a semi-structured discussion during the 
FGs. Written informed consent and demographic question-
naire was obtained from participants. Before starting the 
FGs, the moderators explicitly explained that no consensus 
had to be reached. The 90-min sessions were moderated 
by two medical doctors (MDs) (TS,FM), of whom one had 

previous experience with qualitative research, under supervi-
sion of an experienced qualitative researcher (ML).

Data analysis

We performed a thorough inductive thematic content analy-
sis using elements from Grounded Theory (Fig. 1), embed-
ded in a constructivist paradigm [19]. All focus groups were 
audio-taped and transcribed verbatim. The transcripts were 
analyzed using NVivo v.12. Open coding of the first four 
FGs was independently done by two researchers (TS,FM), 
resulting in an unstructured list of codes [19]. Next, these 
codes were axially coded, i.e. categorized in more abstract 
codes resulting in a coding scheme of first concepts. This 
coding scheme was then discussed and refined by the mul-
tidisciplinary team of researchers (TS,FM,ML). Two addi-
tional FGs with GPs and dermatologists were organized 
as data saturation was not yet reached. The transcripts of 
the additional FGs were simultaneously openly and axially 
coded by two researchers (TS,FM) using this structured 
coding scheme and discussed with a senior qualitative 
researcher (ML). Based on this, the coding scheme was fur-
ther refined and initial main themes and sub-themes were 
identified. Data saturation, meaning that no new insights 
were identified during the analysis[19], was reached after 
analysing six FGs. After selective coding, i.e. the stage in 
which more abstract and analytical categorization is per-
formed, the final main themes and subthemes were deter-
mined based on discussion within the multidisciplinary 
research team (TS,FM,ML,MW). Demographic character-
istics were analysed using SPSS Statistics v.15.

Ethical considerations

The Erasmus MC medical ethical committee waived the 
need for ethical approval after reviewing the study protocol 
(MEC-2020–764).

Results

Characteristics of participating dermatologists and GPs are 
presented in Table 1, and individual characteristics in sup-
plement 2 (eTable 1). In total, 3 main themes consisting of 
13 sub-themes were identified (Fig. 2).

Perceived benefits

A first important benefit of the use of AI in skin cancer care, 
according to dermatologists and GPs, is that it is thought 
to improve the health outcome for skin cancer patients in 
primary and secondary care. This improvement was mainly 
attributed to the improved diagnostic accuracy when AI is 
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used for skin cancer detection by dermatologists and GPs, 
leading to fewer missed skin cancer diagnoses and less 
unnecessary biopsies and excisions of benign skin lesions. 
As a result of the improved detection accuracy, GPs indi-
cated expecting to be more confident when they use AI in 
the management of suspicious skin lesions.

“I thought: ‘Oh this is really a harmless mole’ and it 
turned out to be a melanoma that was flagged by that app. I 
got a warning notification and called the patient and said: 
‘Well, go to the dermatologist today’. It was a young man of 
about 24 years with a melanoma which I would have missed 
otherwise”. (GP, FG 6).

Besides an improved diagnostic accuracy and confidence, 
dermatologists and GPs expected AI to improve the follow-
up of skin lesions by offering the possibility to standardize 

the analysis and storage of dermoscopic and clinical images 
of skin lesions. When AI can provide a lesion description 
with treatment advice as well, GPs expected to save time 
and, simultaneously, make the way skin lesions are described 
and analyzed more universal. Dermatologists also noted AI 
to be useful for the comparison of lesion pictures longitudi-
nally. By comparing lesion changes over time with AI guid-
ance, they expected to make more scientific based decisions 
regarding the management of skin lesions, ultimately leading 
to improved patient outcomes.

The second identified benefit of the implementation 
of AI in skin cancer care is the improved care pathway 
between primary and secondary care. Both dermatolo-
gists and GPs expected the use of AI during the assess-
ment of skin lesions to significantly reduce the number of 

Fig. 1  Qualitative data analysis process overview

Table 1  Participant 
characteristics. GPs: General 
Practitioners. IQR, Interquartile 
Range

Participants, n Median age (years), 
(IQR)

Female, n (%)

Focus group 1 (GPs) 4 32 (32–34) 2 (50%)
Focus group 2 (GPs) 5 42 (35–53) 2 (40%)
Focus group 3 (Dermatologists) 4 49 (42–57) 2 (50%)
Focus group 4 (Dermatologists) 5 41 (35–52) 2 (40%)
Focus group 5 (GPs) 8 34 (32–35) 6 (75%)
Focus group 6 (Dermatologists) 7 39 (33–43) 5 (71%)
Total 33 36 (33–42) 19 (58%)
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unnecessary referrals for benign skin lesions from primary 
to secondary care. In addition to the reduction of referrals 
for benign lesions, dermatologists and GPs expected the 
use of AI to facilitate substitution of low-risk skin cancer 
care (e.g., low-risk basal cell carcinomas, actinic kerato-
sis) from the dermatologist to the GP practice. Further-
more, the improved care pathway was thought to lead to a 
cost reduction of skin cancer care due to a lower number 
of unnecessary referrals and a substitution of skin cancer 
care from secondary to primary care.

‘I would like to see that used in practice. Particularly 
in order to separate out certain patient groups so that you 
provide tailored care and don't try and waste a lot of time 
on things that don't really matter.’ (Dermatologist, FG 3).

Finally, dermatologists indicated AI to be useful for 
dismissing patients and reducing the amount of follow-up 
visits. This was proposed to be accomplished either by 
GPs having the ability to accurately classify suspicious 
skin lesions with AI or by providing patients with smart-
phone applications that use AI for the classification of 
skin lesions.

The educational function of AI was identified as a third 
benefit. According to GPs, AI can offer a possibility to pro-
vide insight into why a lesion is considered suspicious or 
benign, thereby enhancing their knowledge of dermatology. 
This educational aspect of AI for GPs was also recognized 
by dermatologists, describing it as a possibility to train GPs, 
relieving them from spending time on the education of GPs.

‘I would like it to receive feedback from the application 
and compare it to my own interpretation to see if I’m right. 
I think you can learn a lot in that way.’ (GP, FG 5).

Perceived barriers

The first identified main barrier to the use of AI in skin 
cancer care as perceived by GPs and dermatologists was 
doubts about the accuracy of AI. This was first of all related 
to a perceived lack of integration of clinical findings in the 
assessment of an algorithm. Participants considered palpa-
tion and medical history to be essential for an accurate skin 
cancer diagnosis, whereas AI algorithms were thought to 
focus on visual information from a lesion photo. Moreover, 
the inability to compare a lesion – especially nevi – to other 
lesions on the skin of the patient was considered as another 
crucial component in the evaluation of skin lesions at which 
an algorithm falls short, according to dermatologists. They 
believed it to be nearly impossible for AI to distinguish ‘ugly 
duckling’ lesions solely based on a lesion photo without an 
overview of other lesions on the skin. The second reason for 
dermatologists and GPs to doubt the accuracy of AI was a 
perceived lack of algorithm transparency. Algorithms were 
considered to be ‘black boxes’, and both GPs and derma-
tologists explained it being difficult to understand on what 
grounds the output of an algorithm is based. This made it 
unclear to know when the assessment of an algorithm is 
accurate or not.

‘You want to see such a thing in the light of what kind of 
patient you have in front of you, with what kind of skin type, 
sun exposure, eye color etc. So, I'm just missing a whole lot 
to comfortable rely on an algorithm.’ (Dermatologist, FG 3).

The second identified main barrier was the risk of health 
inequalities. Concerns were raised about a bias towards 
lighter skin types among algorithm training data that could 

Fig. 2  Overview of main themes and sub-themes regarding the views of dermatologists and GPs towards the implementation of AI in skin can-
cer care
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potentially cause health inequalities based on skin type. 
Moreover, dermatologists and GPs were concerned of accu-
racy differences between hospitals and GP practices who use 
and those do not use AI for skin cancer detection, leading to 
health inequalities depending on the hospital or GP practice 
a patient visits.

‘I think it is also important to check whether it [AI] works 
on people with a black skin, for a lot of AI performs well on 
people with a white skin in particular.’ (GP, FG 5).

A third barrier mentioned by dermatologists was a fear 
of being replaced by AI. Participants worried that the neces-
sity for a dermatologist may be lower once AI can make 
diagnostic decisions on-par with a dermatologist. Others, 
however, were confident that AI should be seen as an assis-
tive tool for dermatologists instead of a replacement. GPs 
and dermatologists both expected a shift of clinical tasks 
towards a more treatment-based role instead of a diagnostic 
role. A perceived crucial pitfall of using AI for skin cancer 
diagnostics, especially for young dermatologists, was to fol-
low AI advice without a critical clinical evaluation. Hence, 
concerns were raised about a potential decline in experience 
in skin cancer recognition and therefore AI replacing their 
own diagnostic capabilities in the longer term.

‘… such an algorithm is based on knowledge, on input 
from dermatologists, but when you start as a young derma-
tologist, or as a resident, or as a general practitioner, then 
you don't have that knowledge, so then you are more likely 
to blindly rely on such an algorithm and I don't think that 
would be good.’ (Dermatologist, FG 3).

GPs mentioned the extra time it will take to use AI as 
fourth barrier. They considered it laborious to get acquainted 
with AI-software, master the software, and to take pictures 
with a medical device (e.g., an algorithm-enhanced dermo-
scope) during already limited consultation time.

Dermatologists and GPs also raised commercialization 
and associated privacy concerns, which was identified as 
fifth main barrier. These concerns were related to the costs 
that could be associated with the use of commercially avail-
able AI tools for skin cancer diagnosis. Elaborating on this, 
GPs reported to be suspicious about the storage of patient 
data, questioning the privacy of their patients when shared 
with these companies.

Preconditions for implementation

The first precondition for successfully implementing AI in 
skin cancer care expressed by dermatologists and GPs was 
adequate algorithm content, consisting of three elements. 
First, participants expected AI to perform at sufficient 
accuracy, although it appeared difficult to state the mini-
mally accepted accuracy, ranging from 75%-95% sensitiv-
ity. Nevertheless, participants agreed that the accuracy will 
never reach 100%. Second, algorithms were expected to be 

transparent, meaning that a clinician can understand how 
the output of an algorithm is calculated. Third, participants 
expressed a need for binary advice (e.g., perform biopsy or 
do not perform biopsy) from AI, instead of other forms of 
advice (e.g., estimating percentage of malignancy).

The second precondition identified was sufficient usabil-
ity and accessibility of AI. GPs expressed that AI software 
should be easy to learn and use. Dermatologists stressed that 
AI needs to be compatible with existing patient administra-
tion systems, and should provide a possibility to share data 
effortlessly with colleagues. In addition, GPs mentioned the 
need for data of patients to be safely stored when using a 
medical device which uses AI technology for the assessment 
of skin lesions. In terms of accessibility, equal functionality 
of AI for all skin types was considered essential by derma-
tologists and GPs.

The need for adequate validation and regulation of AI 
algorithms was identified as third precondition, expressed 
by both dermatologists and GPs. Research performed by an 
independent organization was considered adequate valida-
tion, similar to efficacy studies of therapeutics. Moreover, 
dermatologists reported a preference to validate the accu-
racy of an algorithm for skin cancer detection themselves. 
In addition to proper validation, adequate regulation was 
considered a prerequisite in ensuring the continuous safety 
of algorithms when implemented in skin cancer care. In par-
ticular, the possibility to frequently update AI algorithms 
was considered a potential challenge for regulators, which 
should be addressed before successful implementation can 
take place.

‘AI that the dermatologist uses, and so really makes a 
prediction whether it [a lesion] is good or bad, should really 
be tested by an authoritative organization with independent 
research, at least two preferably. So just like you register a 
drug.’ (Dermatologist, FG4).

Fourth, dermatologists and GPs expected endorsement by 
national medical societies. National skin cancer guidelines 
recommending the use of AI, indicating which algorithm 
or medical device is accurate and safe to use, before imple-
menting it in their own practice was considered essential by 
GPs. They also considered it appropriate for government 
regulatory agencies to take interest in validation, on the con-
dition that they are independent and transparent. Positive 
feedback from other GPs concerning certain AI technologies 
was mentioned as possible validation as well. Dermatolo-
gists expected the national association of dermatology to 
recommend which AI is accurate, and added the importance 
of AI to be reviewed regularly to hold this confidence. Fur-
thermore, they expressed a preference to be involved in the 
design and implementation process of AI applications.

Clear liability was identified as fifth and final precondi-
tion. Both dermatologists and GPs expressed a need for clear 
liability regulations regarding the use of AI applications. 
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Some GPs believe to be insured for mistakes made by AI 
when the specific AI software is endorsed in the national 
guideline, whereas others thought that a mistake made by 
AI was their responsibility or the responsibility of the devel-
oper. Dermatologists stressed caution in trusting organiza-
tions who validate AI because in the end liability is always 
one’s own responsibility.

‘.. what I do worry about is indeed liability, as to what 
extent are you fully responsible, or is there a part in which 
the application itself or the developer is responsible.’ (GP, 
FG1).

Discussion

The convergence of human and artificial intelligence in med-
icine offers the potential to profoundly transform skin cancer 
care in the coming decades [7, 20]. This in-depth qualitative 
study reveals key benefits, barriers, and essential precondi-
tions for the successful implementation of AI in skin cancer 
care as perceived by dermatologists and GPs.

An important finding was the perceived benefit of AI to 
improve the care pathway between primary and secondary 
care. Both dermatologists and GPs expected AI to result in 
a reduction of unnecessary referrals, substitution of low-risk 
care, and cost reduction and subsequently in an improved 
care pathway. In theory, skin cancer detection accuracy 
on-par with dermatologists in the form of AI could indeed 
become available in primary care, which would mean a sig-
nificant improvement of the current low sensitivity of GPs 
to detect skin cancer. [21] Although research focusing on 
AI in primary care is still scarce, a recent study showed an 
improvement of diagnostic accuracy of primary care physi-
cians when using an algorithm in a teledermatology setting 
[6]. Real-world studies are needed to confirm this improve-
ment in a clinical setting.

A second important and related benefit of AI, stressed 
by both dermatologists and GPs, was the educational func-
tion of AI to train GPs in skin cancer management. This 
is a significant finding, as limited and restricted education 
in skin cancer management have previously been identified 
as a barrier for GPs to treat skin cancer in primary care 
[22–24]. In line with this, providing post-graduate skin 
cancer education to GPs has demonstrated to improve the 
diagnostic accuracy of primary care physicians [25–27]. 
However, post-graduate training of GPs typically involves 
dermatologists to provide education, which can be labor-
intensive and costly, and refresher material seems critical to 
maintaining acquired skills [28]. AI may be a useful com-
plementary educational tool in addition to human teaching, 
which may prove helpful to scale post-graduate education 
of GPs and can be used according to their individual needs. 

Nevertheless, prospective studies are needed to demonstrate 
to which extent AI is effective in educating GPs.

A critical barrier to the implementation of AI in skin can-
cer care, perceived by both dermatologists and GPs, was 
doubts about its accuracy. This was particularly related to the 
lack of integration of clinical findings, such as a lack of com-
plete skin examination, in the assessment of an algorithm. 
Consistent with this, a recent survey among US dermatol-
ogists reported the inability to perform a total body skin 
examination (TBSE) to be AI’s greatest weakness [8]. Sev-
eral solutions have already been provided to address accu-
racy related perceived limitations. A recent study reported 
an algorithm to compare lesions on an overview photo taken 
with a smartphone and recognize suspicious lesions with 
high accuracy [29]. Moreover, several algorithms have dem-
onstrated to integrate lesion symptoms, patient characteris-
tics and other risk factors [30]. Yet, in a clinician-computer 
collaboration (e.g., AuI), it could also be argued that it is 
in fact the clinician's role to integrate clinical findings and 
patient preferences with the assessment of the algorithm [4]. 
Currently, the optimal collaboration between clinicians and 
computers is still poorly understood. Future studies should 
focus on HCPs’ views on the perceived optimal task distri-
bution between humans and computers during the assess-
ment of a patient with a suspicious skin lesion.

A second identified key barrier in this study which only 
applied to dermatologists, was the perceived fear of replace-
ment by AI, which was also reported in three previous sur-
veys among dermatologists [8–10]. It has also been found in 
other medical specialties, including radiology and pathology 
[31, 32]. However, it is argued that this fear is not rational 
because AI will change, instead of replace, the role of medi-
cal specialties [33]. Furthermore, as argued by Topol, the 
use of AI and AuI may make medicine less artificial and 
more ‘human’ by allowing less time spent on diagnostics 
and more on empathy [34]. In line with this, participants of 
our study explained to expect a shift of the diagnostic role of 
the dermatologist and GPs towards a more treatment-based 
role. Research among radiologists shows that fear of replace-
ment is associated with limited AI-specific knowledge [31], 
which may be applicable to dermatologists as well. Hence, 
improving their knowledge about AI could be an effective 
strategy to reduce replacement fears.

Both type of HCPs regarded adequate algorithm con-
tent, and sufficient usability and accessibility of AI as 
essential preconditions for successful implementation. To 
meet both preconditions, transparency plays a crucial role, 
which may be challenging to fulfil. For example, the black 
box aspect of AI obscuring the explainability of algorithm 
decisions remains a critical challenge [35–37]. Although 
several techniques, e.g. heatmaps, Gradient-weighted 
Class Activation Mapping (GRAD-cam), and Local Inter-
pretable Model-Agnostic Explanations (LIME), exist to 



1193Archives of Dermatological Research (2023) 315:1187–1195 

1 3

gain insight into the outcome of an algorithm, these tech-
niques are prone to confirmation bias when used by cli-
nicians to understand the algorithm output [35, 38–40]. 
Recently, researchers even hypothesize that we may never 
reach a satisfactory level of explainable AI. Instead, proper 
validation of algorithms may be the only alternative for 
algorithm transparency [35]. While this may seem a viable 
alternative, a recent review revealed that not only algo-
rithms lack transparency, but also the research that is pub-
lished about the training and validation of these algorithms 
[41]. Hence, aside from continued efforts to break the 
black box of algorithms, researchers play a crucial role in 
meeting the preconditions with regards to adequate algo-
rithm content by transparent research reporting, which can 
be achieved by sharing data sets, clear descriptions of data 
set characteristics, and reducing data label noise [41, 42].

Strengths and limitations

A strength of this study is its comprehensive scope of 
including the perspectives of both dermatologists and GPs, 
thereby providing a broad overview of key stakeholders’ 
views on the implementation of AI in skin cancer care. 
Moreover, by conducting separate FGs, we were able to 
compare the views of the groups. Our results show that the 
views of dermatologists and GPs largely overlap, with only 
a few remarkable differences as mentioned above.

This study also has some limitations. Although quali-
tative research is always context-specific to some extent 
[19], focusing only on HCPs within the Dutch health-
care system where the GP is positioned as gatekeeper to 
specialized care could limit the generalizability of our 
findings to other countries. Although the benefits of an 
improved care pathway may be slightly different in other 
countries, benefits such as an improved skin cancer detec-
tion accuracy, barriers such as a fear of replacement, and 
preconditions such as the need for adequate validation and 
regulation are more generally applicable. Another limita-
tion of this study is that we explored the views of HCPs 
before actual implementation, which means that the results 
in this study reflect the views of HCPs mainly without 
having any experience with using AI in skin cancer care. 
While it is crucial to perform qualitative research before 
actual implementation [12], the views may change during 
actual implementation and warrant follow-up qualitative 
research in the future. Finally, our study did not include 
an exploration of the perspectives of HCPs towards AI 
for skin cancer screening (i.e. smartphone applications) 
by laypersons. Although previous research explored the 
patient’s and general public’s views [43], future research 
is needed to study the perspectives of HCPs.

Conclusion

In conclusion, the results of this study indicate that HCPs 
perceive significant benefits from implementing AI in skin 
cancer care. To successfully implement AI, key barriers 
such as doubts about its accuracy and the risk of health 
inequalities need to be addressed. Efforts should be focused 
on ensuring algorithm transparency, validation, accessibil-
ity for all skin types, and adequate regulation of algorithms. 
Concurrently, the unrealistic fear of replacement needs to 
be addressed by improving knowledge about AI. As such, 
these findings can contribute to developing an optimized 
strategy of integration of AI in the hands of physicians in 
the coming years.
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