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Abstract
Initialization is essential for accurate seasonal-to-decadal (S2D) climate predictions. The initialization schemes used differ 
on the component initialized, the Data Assimilation method, or the technique. We compare five popular schemes within 
NorCPM following the same experimental protocol: reanalysis from 1980 to 2010 and seasonal and decadal predictions 
initialized from the reanalysis. We compare atmospheric initialization—Newtonian relaxation (nudging)—against ocean 
initialization—Ensemble Kalman Filter—(ODA). On the atmosphere, we explore the benefit of full-field (NudF-UVT) or 
anomaly (NudA-UVT) nudging of horizontal winds and temperature (U, V, and T) observations. The scheme NudA-UV 
nudges horizontal winds to disentangle the role of wind-driven variability. The ODA+NudA-UV scheme is a first attempt at 
joint initialization of ocean and atmospheric components in NorCPM. During the reanalysis, atmospheric nudging improves 
the synchronization of the atmosphere and land components with the observed data. Conversely, ODA is more effective at 
synchronizing the ocean component with observations. The atmospheric nudging schemes are better at reproducing specific 
events, such as the rapid North Atlantic subpolar gyre shift. An abrupt climatological change using the NudA-UV scheme 
demonstrates that energy conservation is crucial when only assimilating winds. ODA outperforms atmospheric-initialized 
versions for S2D global predictions, while atmospheric nudging is preferable for accurately initializing phenomena in spe-
cific regions, with the technique’s benefit depending on the prediction’s temporal scale. For instance, atmospheric full-field 
initialization benefits the tropical Atlantic Niño at 1-month lead time, and atmospheric anomaly initialization benefits longer 
lead times, reducing hindcast drift. Combining atmosphere and ocean initialization yields sub-optimal results, as sustaining 
the ensemble’s reliability—required for ODA’s performance—is challenging with atmospheric nudging.

Keywords  Climate prediction · Anomaly vs full-field · Data assimilation · Seasonal-to-decadal · Ocean vs atmospheric 
constrain · Nudging

1  Introduction

Climate prediction is of great socioeconomic importance 
and is an essential tool for climate services, which help to 
mitigate the risks caused by climate change (e.g., Mariotti 
et al. 2020). On S2D time scales, such predictions depend 
on an accurate initialization of internal variability and the 
response to external forcing (Smith et al. 2007; Keenlyside 

et al. 2008; Meehl et al. 2009; Hawkins and Sutton 2009; 
Pohlmann et al. 2009; Doblas-Reyes et al. 2013). Specifi-
cally, the correct initialization of ocean variability and the 
correct interaction with the atmosphere are essential to 
achieve skillful predictions at such timescales (Balmaseda 
and Anderson 2009; Mariotti et al. 2018; Meehl et al. 2021). 
A dedicated contribution, the Decadal Climate Prediction 
Project (DCPP, Boer et al. 2016), addressed this topic in the 
Coupled Model Intercomparison Project (CMIP) organized 
by the World Climate Research Programme (WCRP) and an 
operational annual to decadal prediction is organized by the 
world meteorological Organisation Lead center for annual-
to-decadal prediction (Hermanson et al. 2022).

There are various schemes for accurately initializing S2D 
predictions. One common practice is to initialize each com-
ponent of the Earth System Models (ESMs) individually, 
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replacing them with an existing reanalysis (Balmaseda et al. 
2009), but this can lead to initialization shock. Producing 
initial conditions with the same ESM used for performing 
the predictions can overcome this issue (Pohlmann et al. 
2009). These techniques can use the data as it is (i.e., full-
field; FF), or they can use anomalies about a climatology 
(i.e., anomaly-field; AF) (Smith et al. 2013; Volpi et al. 
2017). Other initialization approaches include atmospheric 
momentum fluxes initialization, joint atmospheric momen-
tum and heat fluxes initialization (Yeager et al. 2012), ocean 
data assimilation (ODA) (Wang et al. 2019; Brune and Baehr 
2020), and a combination of ODA and atmospheric fluxes 
initialization (Brune et al. 2018; Polkova et al. 2019; Lu 
et al. 2020).

There is a debate on whether AF or FF initialization is 
best (Magnusson et al. 2013; Carrassi et al. 2014). Cli-
mate models have biases (climatological error) larger than 
the signals we aim to predict (Palmer and Stevens 2019), 
which causes challenges when comparing the two initiali-
zation approaches (Dee 2006). FF aims to correct the error 
in the mean state, which can be important for predictabil-
ity. However, FF tends to produce a large drift during the 
prediction as the model reverts to its attractor (Smith et al. 
2013; Weber et al. 2015). This technique can be skillful 
if the drift does not interfere with the signal, as the drift 
can be subtracted in a post-processing step (Yeager et al. 
2012). Conversely, AF assumes that reducing the forecast 
drift will lead to fewer errors than correcting the mean 
error in the initial state (Smith et al. 2013; Weber et al. 
2015). It thus only constrains the error of the anomaly 
and reduces prediction drift and initialization shock, i.e., 
produces a dynamical adjustment that differs from inter-
nal variability and external forcing response. Both tech-
niques have strengths and weaknesses, which can be more 
important depending on the application. For instance, 
initialization shocks dissipate rapidly in the atmosphere 
but take much longer in the ocean. Furthermore, FF has 
other disadvantages when used in data assimilation (DA) 
methods: (1) When the bias is redundant (reemerging in 
between the assimilation cycle) and the observation net-
work heterogeneous (e.g., with observations predomi-
nantly at the ocean surface), full-field assimilation and 
multivariate updates propagate the bias to the unobserved 
regions. (2) DA is designed to correct random, zero-mean 
errors, i.e., the model and observations are assumed (erro-
neously) to be unbiased. Consequently, the analysis state 
with FF still includes part of the bias; finally, (3) with 
ensemble methods, FF also yields a too strong reduction 
of ensemble spread (Dee 2006; Anderson 2001). On the 
other hand, the drawbacks of AF arise when (1) the vari-
ability of the model and observations are not comparable 
(Weber et al. 2015), for example, if the model bias is also 
characterized by a spatial shift impacting the amplitude 

of the variability (Volpi et al. 2017), and (2) the nonlinear 
relationship between non-observed variables and assimi-
lated variables introduce physical inconsistencies (Rob-
son 2010; Yeager et al. 2012). The choice of initialization 
technique depends on the prediction’s timescale consid-
ered. For sub-seasonal-to-seasonal (S2S) predictions, FF is 
often preferred, while for S2D, about half of the prediction 
systems are initialized using AF (Meehl et al. 2021). This 
illustrates such debate.

Most of the predictability in S2D timescales resides in 
the ocean’s slow variability—largely driven by the atmos-
phere—, and several studies have explored different DA 
methods, observation networks, and the importance of 
ocean–atmosphere coupling during initialization. For 
example, constraining the fluxes at the ocean surfaces of 
an Ocean General Circulation Model (OGCM, e.g., Yeager 
et al. 2012) or nudging the atmosphere of the coupled system 
(Brune and Baehr 2020) can be effective to initialize the 
ocean component. Another approach having a comparable 
impact is to nudge the SST, which prescribes the flux at the 
ocean interface (e.g., Keenlyside et al. 2008; García-Serrano 
et al. 2015; Smith et al. 2013). It is also possible to focus 
on the ocean component initialization within the ESM—
commonly called coupled initialization—(e.g., Zhang et al. 
2009; Pohlmann et al. 2009; Karspeck et al. 2018; Counil-
lon et al. 2016; Brune and Baehr 2020; Bethke et al. 2021). 
Coupled initialization approaches usually rely on advanced 
DA methods that can provide multivariate updates of the 
entire ocean state and take full advantage of the sparse ocean 
observation network. The joint initialization of the ocean 
subsurface and atmosphere has been advocated (for example, 
Smith et al. 2013; Polkova et al. 2019). In idealized studies 
Zhang et al. (2009, 2010) show that joint assimilation of 
atmosphere and SST can accurately reproduce the variability 
of the Atlantic meridional overturning circulation (AMOC) 
and that complementing the system with subsurface data 
improved performance in the North Atlantic (NA), proving 
its potential to initialize decadal predictions. Furthermore, 
Dunstone and Smith (2010) indicates that the subsurface 
can skillfully initialize the AMOC and that complementing 
with atmospheric data improves the initialization during the 
first lead year.

Isolating the best scheme is challenging since these 
schemes have been evaluated using different ESMs, ref-
erence periods, observational data sets, and experimental 
designs, which can lead to differences in prediction accu-
racy. Thus, there is a need to evaluate these schemes under 
a unified methodology. Here, we evaluate various initializa-
tion schemes for S2D predictions using the same prediction 
system—the Norwegian Climate Prediction Model—and the 
same experimental design. We will assess the performance 
of coupled reanalysis, seasonal hindcasts, and decadal hind-
casts from 1980 to 2010. We will examine the advantages 
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of using full-field or anomaly-field initialization and explore 
the benefits of constraining the atmosphere, the ocean, or 
both components.

We use the Norwegian Climate Prediction Model (Nor-
CPM, Counillon et  al. 2014, 2016) that combines the 
Norwegian Earth System Model (NorESM, Bentsen et al. 
2013) and the Ensemble Kalman Filter (EnKF, Evensen 
2023) data assimilation method. NorCPM contributes to 
the CMIP6 DCPP (Bethke et al. 2021) and to the opera-
tional Lead Centre for Annual-to-Decadal Climate Predic-
tion (Hermanson et al. 2022). NorESM is a state-of-the-art 
climate model based on the Community Earth System Model 
(CESM1, Hurrell et al. 2013), with the difference that it uses 
an ocean component with isopycnal vertical coordinates, dif-
ferent atmospheric chemistry, and ocean biochemistry. The 
EnKF is an advanced data assimilation method that corrects 
unobserved variables through a state-dependent multivariate 
covariance matrix and the observation error statistics. The 
model covariances are derived from a Monte-Carlo simula-
tion. NorCPM performs monthly anomaly assimilation of 
SST, and temperature and salinity profiles. To initialize the 
atmospheric state, we use the Newtonian relaxation (nudg-
ing) towards the ERA-interim reanalysis (Dee et al. 2011).

This paper is organized as follows. Section 2 presents 
the practical implementation of NorCPM: the description of 
the ESM, NorESM, the data assimilation method, and the 
nudging implementation; it also introduces the validation 
data sets and metrics and describes the experimental setup. 
Sections 3.1, 3.2.1 and 3.2.2 present and discuss the result 
of the reanalysis, and the seasonal and decadal hindcasts. 
Finally, a discussion and summary are presented in Sect. 4.

2 � Methods

2.1 � Norwegian Earth System Model

The Norwegian Earth System Model (NorESM, Bentsen 
et al. 2013) is a global, fully coupled climate model based on 
the Community Earth System Model (CESM1, Hurrell et al. 
2013). It uses the same ice and land components as CESM1: 
Los Alamos Sea Ice Model (CICE4, Bitz et al. 2012) and 
the Community Land Model (CLM4, Lawrence et al. 2011), 
respectively. Its atmospheric component is CAM4-OSLO, 
which is a version of the Community Atmosphere Model 
(CAM4, Neale et al. 2010) with modifications in the aerosol, 
chemistry, and cloud-aerosol interaction schemes (Kirkevåg 
et al. 2012). The ocean component is the Bergen Layered 
Ocean Model (BLOM, Bentsen et al. 2013; Danabasoglu 
et al. 2014), a modification of the Miami Isopycnal Coordi-
nate Ocean Model (MICOM, Bleck and Smith 1990; Bleck 
et al. 1992), using density as its vertical coordinate.

We use the medium-resolution version of NorESM 
(NorESM1-ME). The atmosphere and land components use 
a 1.9°×2.5° regular horizontal grid. The atmosphere com-
ponent uses 26 hybrid sigma-pressure levels. The horizon-
tal resolution for the ocean and ice components is approxi-
mately 1°. It is enhanced in the meridional direction at the 
equator and both zonal and meridional directions at high 
latitudes. The ocean uses 51 isopycnal vertical levels and 
includes two additional layers of time-evolving thicknesses 
and densities representing the bulk mixed layer. External 
forcings used here comply with CMIP5 historical forcings 
(Taylor et al. 2012) and the RCP8.5 (van Vuuren et al. 2011) 
beyond 2005.

While RCP4.5 is more commonly used for climate predic-
tion, we do not expect our results to be sensitive to the sce-
nario choice since inter-scenario differences are still small 
at the beginning of the 21st Century (Kirtman et al. 2013). 
In contrast, we expect some impact from the use of CMIP5 
versus CMIP6 forcings. Bethke et al. (2021) and Passos et al. 
(2023) found that upgrading to CMIP6 forcings degraded 
NorCPM’s baseline climate and hindcast performance. 
Hence, we use CMIP5 forcings in this study.

2.2 � Ocean data assimilation with the EnKF

The Ensemble Kalman Filter (EnKF, Evensen 2023) is a 
sequential data assimilation methodology consisting of a 
forecast and an update phase (analysis). During the first 
phase, the ensemble of states (ensemble) is integrated 
forward in time (forecast) from the previous ensemble of 
analysis states. During the second phase, observations are 
used to update (analyze) the ensemble for the next itera-
tion. The method uses the ensemble covariance to provide 
flow-dependent correction, and it performs a linear analy-
sis update, which preserves the linear properties (such as 
geostrophy).

We denote the ensemble forecast Xf ∈ ℝ
n×N . The super-

script f stands for forecast, N is the ensemble size, and n is 
the dimension of the state. The model error is assumed to 
follow a Gaussian distribution with zero mean. The ensem-
ble mean is denoted xf  and the ensemble anomalies are 
A

f = X
f − xf 1

T , where 1 ∈ ℝ
N×1 has all its values equal to 1. 

Under the aforementioned hypothesis, the ensemble covari-
ance P is an approximation of the forecast error �:

We use the Deterministic EnKF (DEnKF, Sakov and Oke 
2008), a deterministic formulation of the EnKF. The forecast 
ensemble mean is updated as follows:

and the update of the ensemble anomaly is:

(1)��T ≈ P = (N − 1)−1Af
A

fT
.

(2)x
a = x

f +K(d −Hx
f );
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The superscript a denotes the analysis, and f the forecast. 
d ∈ ℝ

m×1 is the observation vector with m number of obser-
vations, and an associated error covariance R ; H the obser-
vation operator which relates the forecast model state vari-
ables to the measurements. Finally, K is the Kalman gain:

Then, the full ensemble analysis Xa can be reconstructed:

We perform a monthly assimilation cycle, which updates 
the ESM’s ocean and sea ice component in the middle of the 
month as described in Bethke et al. (2021) (the i2 system). 
The other components (atmosphere and land) adjust dynami-
cally during the assimilation cycle. We assimilate SST from 
the HadISST2 data set (John Kennedy, personal communi-
cation, 2015; Nick Rayner, personal communication, 2015) 
and hydrographic profiles from EN4.2.1 (Gouretski and 
Reseghetti 2010). The observation error for the hydrographic 
profiles and the localization radius varies with latitude, as 
described by Wang et al. (2017). The localization radius has 
a bimodal Gaussian function that varies with latitude. At the 
Equator, the radius has a local minimum of 1500 km, where 
covariances become anisotropic. In the mid-latitudes, the 
radius reaches a maximum of 2300 km. There is another 
minimum in the high latitudes, where the Rossby radius 
is small (Wang et al. 2017). The observation error of the 
hydrographic profiles are a function of depth from Stammer 
et al. (2002), based on Levitus et al. (1994) and Levitus and 
Boyer (1994). We update the full isopycnal state variable in 
the vertical. We employ the aggregation method for layer 
thickness (Wang et al. 2016). The method is a cost-efficient 
modification of the linear analysis update in data assimi-
lation for physically constrained variables. It ensures that 
the analysis satisfies physical bounds without changing the 
expected mean of the update and thus avoids introducing a 
drift. We use the rfactor inflation method where the obser-
vation error is inflated by a factor 2 for the update of the 
ensemble anomaly (Eq. 3) and the k-factor formulation in 
which observational error is artificially inflated if the assimi-
lation pushes the update beyond two times the ensemble 
spread (Sakov et al. 2012). We use an anomaly assimilation 
technique to remove the climatological monthly difference 
between the observations and the model. The monthly clima-
tological mean of the model is estimated from the 30-mem-
ber historical ensemble for the period 1980–2010. The cli-
matological mean for the hydrographic profiles is calculated 
from the EN4 objective analysis (Good et al. 2013). The 
EnKF implementation in NorCPM works offline—meaning 

(3)A
a = A

f −
1

2
KHA

f
.

(4)K = PH
T (HPH

T + R)−1.

(5)X
a = x

a
1
T + A

a
.

that the model is stopped, the state is written on disk, the 
data assimilation is applied to the files, and the model is 
restarted.

2.3 � Atmospheric nudging

Nudging is a simple method to constrain the evolution of 
a system towards a prescribed dataset (Hoke and Anthes 
1976). It does not consider the uncertainty of the observa-
tions and only applies a constraint on the variables nudged 
(monovariate). However, it is computationally cheap, imple-
mented in most ESMs, and works online. This is beneficial 
since the time required for initializing the model and writing 
the input/output is burdensome with large systems. This is 
the case for the initialization of the atmospheric state that 
requires 6-hourly updates (see, e.g., Karspeck et al. 2018).

Nudging works by adding a term (nudging tendency) that 
is applied at the model time step to the prognostic (or ten-
dency) equations:

where X stands for the variable to nudge, and the subscripts 
m and p identify the model predicted and the prescribed 
values. The formulation in Eq. (6) corresponds to full-field 
nudging. The constant � is the relaxation time scale—how 
strong the model is attracted to the prescribed dataset. This 
parameter value is selected to avoid dynamic shocks and 
to counteract the error growth (Carrassi et al. 2014). The 
prescribed value can be either from reanalysis data or the 
model itself (Zhang and Wan 2014).

One can also apply anomaly nudging (Zhang and Wan 
2014), where the right-hand side of equation (6) is replaced 
by the anomaly terms, i.e., X → A . Thus, A = X − X and X 
is the climatological seasonal cycle. The anomaly nudging 
tendency is:

Considering the model and prescribed data anomalies ( Am 
and Ap ) and re-arranging the terms, the anomaly nudging 
tendency can be formulated as a function of the model state 
Xm and a new prescribed term:

Using the new prescribed term, the Eq. (7) can be expressed 
as:

(6)
�Xm

�t
= −

Xm − Xp

�
,

(7)
�Xm

�t
= −

Am − Ap

�
.

(8)X∗
p
= Xp − Xp + Xm.

(9)�Xm

�t
= −

Xm − X∗
p

�
.
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With the formulations of Eqs. (6) and (9), we can perform 
both full-field and anomaly nudging without having to mod-
ify the model code, and by changing only the input data 
used.

We use the nudging implementation described in Koop-
erman et al. (2012) and Zhang and Wan (2014). We nudge 
at every atmospheric model time step (30 min) with relax-
ation time scale � = 6 h towards fields from the 6-hourly 
reanalysis product ERA-Interim (ERA-I, Dee et al. 2011) 
linearly interpolated in space and time to our model grid. 
For anomaly nudging, we compute the monthly climatology 
for the model (from Free, see Table 1) and ERA-I for the 
period 1980–2010. We interpolate these monthly climatolo-
gies linearly to the model time without correcting for biases 
in the diurnal cycle. Additionally, we nudge surface pressure 
and apply a correction to the barotropic wind accordingly. 
In the vertical, nudging is performed on atmospheric model 
levels below 60 km height with tapering between 50 and 
60 km. The surface state is indirectly constrained by the 
atmospheric state on the model levels, with the lowest level 
located approximately 60 m above ground.

In CAM, an energy fix is applied to preserve energy in 
the system during the model integration. When nudging 
temperature, one modifies the energy in the atmospheric 
component. A common practice is, thus, to switch off the 
energy fix and let the energy in the atmosphere converge to 
that of the target data set. However, when one only nudges 
winds, energy is no longer sustained. We will therefore con-
sider the impact of nudging the winds without the energy fix 
activated (default in CAM4) with a version where the energy 
fix is reactivated.

2.4 � Experimental design

We evaluate six different initialization schemes (Table 1), 
assessing both the accuracy of the reanalyses and the skill 
of S2D predictions. Two schemes, NudF-UVT and NudA-
UVT, use FF and AF atmospheric nudging of horizontal 
wind and temperature fields (U, V, T). The schemes NudA-
UV and NudA-UV (EF) use anomaly atmospheric nudging 

of the horizontal wind field (U, V), with the difference that 
the latter imposes energy conservation (EF) in addition (see 
Sect. 2.3).

A fifth scheme, ODA, constrains ocean variability. We 
perform anomaly assimilation of SST and vertical tempera-
ture and salinity (T, S) profiles with the EnKF (see Sect. 2.2 
for details on the practical implementation). Finally, the 
scheme ODA+NudA-UV combines the ODA and NudA-UV 
(EF) experiments. We did not combine ODA with full field 
atmospheric nudging as it would have caused a mismatch of 
the mean state because our ODA scheme assimilates anoma-
lies (see Counillon et al. 2016, for detailed justification).

All the schemes produce a reanalysis with a 30-member 
ensemble of NorESM1-ME (Sect. 2.1). The ensemble of ini-
tial conditions for all reanalyses is identical and produced by 
randomly selecting states from a stable pre-industrial simu-
lation and integrating it with historical forcing from 1850 
to 1980. The 30-member reanalyses of each initialization 
method are used as initial conditions for our seasonal-to-
decadal hindcasts. The simulation (typical historical ensem-
ble) run without assimilation is called Free and is used to 
identify the skill associated with external forcing.

The seasonal-to-decadal hindcasts comprise 104 seasonal 
hindcasts (26 years with four hindcasts per year) and 13 dec-
adal hindcasts for each of the six initialization schemes. The 
seasonal hindcasts start on the 15th of January, April, July, 
and October each year during 1985–2010 and run for a year. 
The decadal hindcasts begin on October 15th every other 
year between 1985 and 2010 (i.e., 1985, 1987, 1989,...2009), 
with a duration of 122.5 months, which account for 10 com-
plete calendar years (January–December), plus 2.5 months 
from the initialization year. Thus, our last decadal hindcast is 
initialized on October 15th, 2009, covering until 2019. Each 
hindcast comprises nine realizations (ensemble members). 
The ensemble size is a compromise between computational 
cost and skill accuracy. It is close to the 10 members recom-
mended from established climate prediction protocols (e.g., 
Boer et al. 2016) that has been shown to yield an atmos-
pheric S2S forecast skill that is approximate 90 % of the 
theoretical maximum skill (Han et al. 2023).

Table 1   Configurations 
summary

aVariables in squared brackets (parenthesis) denote ocean (atmosphere) observations
b E. F. is for Energy Fix

Configuration Ocean DA Atmo nud (6 h) Assimilated variablesa E. F.b

Free – – – Yes
NudF-UVT – FF (U, V, T) –
NudA-UVT – AF (U, V, T) –
NudA-UV – AF (U, V) –
NudA-UV (EF) – FF (U, V) Yes
ODA AF – [SST, T, S] Yes
ODA+NudA-UV AF AF [SST, T, S] + (U, V) Yes
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2.5 � Assessment: data and metrics

This section describes the metrics and datasets we used to 
assess our initialization schemes.

2.5.1 � Metrics

We base our analysis on monthly anomalies. We computed 
all climatologies (seasonal cycles) over the 1980–2010 
period. We calculate the anomalies for the reanalyses by 
subtracting their corresponding climatological seasonal 
cycle from the monthly average. We obtain the hindcast 
anomalies after performing a drift correction, which we 
assume to be lead-time (month or year) dependent. Thus, 
the hindcast anomalies are computed relative to the aver-
age of the Nh hindcasts:

Xjt and X′
jt
 are the raw and anomalies (drift-corrected) values 

for hindcast j at the lead time t. The observation anomalies 
are obtained by removing the corresponding climatology 
from the dataset.

We assess the system’s skill using the following met-
rics: unbiased root mean squared error RMSEu , and the 
anomaly correlation coefficient ACC. The RMSEu and 
ACC are defined as:

where X′
k
 and Y ′

k
 are the reanalysis (or hindcast) and observa-

tion anomalies at month (lead-time) k; and N is the evalu-
ation period’s length. Since the assessment is based on the 
anomalies, the RMSEu does not penalize if the reanalysis has 
a bias or if the hindcasts drift with lead time. Similarly, the 
ACC is insensitive to bias (Wilks 2019). To account for the 
sampling error in the estimation of the ACCs, we compute 
the 95 % confidence interval based on Fisher’s z-transform 
(Hv and Zwiers 1999). We used the two-sided Student’s 
t-test to assess the significance of the ACCs estimate at a 
95 % confidence level; additionally, we assumed the data to 
be uncorrelated due to the small sample size (Hughes and 
Hase 2010).

(10)X�
jt
= Xjt − N−1

h

Nh
∑

k=1

Xkt.

(11)RMSEu =

(

N−1

N
∑

k=1

(X�
k
− Y �

k
)2

)1∕2

,

(12)ACC =

N
∑

k=1

X�
k
Y �
k

(

N
∑

k=1

X
�2

k

N
∑

k=1

Y
�2

k

)−1∕2

,

For the reanalysis, we also computed the climatological 
change ΔBIAS , defined as the deviation of the reanalysis 
monthly climatology to that of Free during the reanalysis:

X
R

t
 is the monthly climatology of the reanalyses and X

F

t
 that 

of Free with N = 1,… , t,… , 12 being the calendar months.
In a reliable system, the total error � should match RMSEu 

(Fortin et al. 2014; Rodwell et al. 2016), thus:

where the total error is the quadratic sum between the 
ensemble spread �m , and the observation error �o , and 
RMSEu is defined in Eq. (11). For our nudging implemen-
tation, since this assimilation method does not consider the 
uncertainty (error) of the observations, the total error � is 
equal to model spread �m , thus RMSEu = �m.

In the case of the hindcasts (seasonal or decadal), we also 
used persistence as a benchmark for skill. Thus, the persis-
tence P starting at i-th month (year), at lead-time (month or 
year) k is:

Y ′
i
 is the observation anomaly of i-th month (year), and 

k = 1,… ,N ; where N is the hindcast length. This is equiv-
alent to constructing the autoregressive order zero model 
AR(0). Thus, for a seasonal hindcast initialized in April 
2000, we constructed the corresponding AR(0) persistence 
forecast as the April 2000 monthly mean of the deseasoned 
observation Y ′

i
.

For the global statistics, we use grid cell area weighting:

and

where ai is the area of the corresponding i-th grid cell. These 
statistics will measure the effectiveness of our implemen-
tations in improving spatial variability. Meanwhile, the 
regional indices are calculated using area weighting, fol-
lowed by the estimation of statistics.

2.5.2 � Datasets

To validate the reanalysis and hindcasts, we take 2 m tem-
perature (T2M) data from the ERA5 reanalysis (ERA5, 
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Hersbach et al. 2020), with a horizontal resolution of 0.25° 
× 0.25°, which we re-grid to the CAM4 model grid. ERA5 
is the updated atmospheric reanalysis version of ERA-I and 
thus cannot be considered independent for the system that 
uses atmospheric nudging. Observations can be correlated 
in time, and we can assess the data set’s independence in 
forecast mode by comparing it with persistence,—i.e., the 
forecasting system must beat persistence (observation auto-
correlation) to demonstrate skill.

For the ocean surface temperature, we take SST obser-
vations from the Hadley Centre Sea Ice and Sea Surface 
Temperature dataset HadISST2. We interpolate our ocean 
outputs towards the HadISST2 horizontal grid. Since Had-
ISST2 is assimilated in ODA, it cannot be considered inde-
pendent for the reanalysis if it does not beat persistence for 
the hindcast.

We obtain subsurface temperature and salinity data from 
the EN4.2.1 objective analysis (EN4.2.1, Good et al. 2013). 
We re-grid and interpolate our ocean subsurface output to 
EN4 objective analysis resolution for the comparisons. The 
EN4 objective analysis is not independent of our ODA rea-
nalysis because it uses the same raw observations (i.e., the 
EN4.2.1 hydrographic profiles Gouretski and Reseghetti 
2010). Still, this comparison is of interest because objec-
tive analysis and model reanalysis are different in construc-
tion. Objective analysis provides a 4D interpolation of the 
observations without dynamical constraints but reverts to 
climatology if no observations are available, while model 
reanalyses provide dynamical reconstructions and can 
thus propagate improvement to the unobserved regions but 
are also limited by model error (Storto et al. 2019). The 

accuracy of the objective analysis is highly dependent on 
the available observations, which are sparse in the South-
ern Hemisphere but reasonably good in the North Atlantic. 
We define the heat and salinity content in the first 500 m, 
as HC500 and SC500, respectively. We define them as the 
ocean depth’s average temperature (and salinity).

We also use the Atlantic meridional overturning circula-
tion (AMOC) at 26° North from the RAPID dataset (Smeed 
et al. 2015).

3 � Results

In this section, we evaluate the performance of each data 
assimilation scheme to provide skillful reanalysis (Sect. 3.1), 
seasonal (Sect. 3.2.1) and decadal (Sect. 3.2.2) predictions.

3.1 � Reanalysis

We first compare the quality of the reanalyses using atmos-
pheric nudging with FF (NudF-UVT) and AF (NudA-UVT). 
Both schemes have similar global ACC and RMSEu for all 
evaluated quantities (Fig. 1). Globally, the reanalysis from 
NudF-UVT is marginally better for SST and T2M (Fig. 1a, 
b), but yields a degradation for HC500 (Fig. 1c) and SC500 
(Fig. 1d). Most of this degradation occurs in the subpolar 
gyre (SPG), the tropical and South Atlantic, and the South-
ern Ocean (Fig. 2d). Furthermore, NudF-UVT exhibits a 
substantial RMSEu drift of HC500 and SC500 (Fig. 3). Such 
RMSEu drift follows a parabolic shape, as the mean clima-
tology (used for computing the metric, Eq. 11) is reached 

Fig. 1   Global statistics of the 
reanalyses computed over 
1980–2010, for a SST, b T2M, 
c HC500, and d SC500. The 
left-hand y-axis (in black) 
displays units for RMSE

u
 

(magenta), ΔBIAS (cyan), and 
total error (yellow), while the 
red right-hand y-axis is for ACC 
(red). The reanalyses are said to 
be reliable when the total error 
(yellow) and RMSE

u
 (magenta) 

overlap. The black horizontal 
line marks zero, and the red 
dashed line marks the 95 % 
significance level for ACC​



	 L. Garcia‑Oliva et al.

halfway through the reanalysis period. In contrast, the rea-
nalysis provided by NudA-UVT does not have the drift in 
HC500 RMSEu , while in SC500, the RMSEu has a much 
weaker trend than in NudF-UVT. Additionally, the use of 
FF atmospheric nudging—of U, V, T—introduces a large 
change in the climatology ( ΔBIAS in Fig. 1). Such change 
in the model climatology is expected as the FF technique 
shifts the model attractor towards the observed climatologi-
cal state. For SST and T2M, ΔBIAS is larger than RMSEu . 
Both schemes yield poor global ensemble reliability near 
the surface, with the estimated total error (Eq. 14) being 
much smaller than the RMSEu (Fig. 1a, b). This implies that 
the ensemble spread nearly collapses during the reanaly-
ses (Figure 1a and 1b in Supplementary Information, SI). 
The reliability for HC500 and SC500 is also poor (Fig. 1c, 
d). It should be acknowledged that the HC500 (and, to a 
minor extent, SC500) reliability of Free is already too low. 
Our Free is a pure Monte Carlo simulation where the initial 
condition samples the possible state in the pre-industrial 
state and is run forward until the present day. Monte Carlo 
is well suited to estimating the time evolution of the prob-
ability density function of the model state (Evensen 1994). 
The low reliability in Free suggests that the model has some 
intrinsic limitations (e.g., signal-to-noise) or that the obser-
vation error estimate from EN4 objective analysis is too low. 

Still, when applying the nudging, the ensemble uncertainty 
is reduced more than the error of the ensemble mean, and 
the reliability is further degraded. In the SPG (Fig. 4a, b), 
both schemes capture well the timing of the rapid shift in 
the gyre index in 1995, but only NudA-UVT reproduces the 
amplitude of the shift correctly. This abrupt shift is linked 
to the North Atlantic Oscillation (NAO) influence (Häk-
kinen and Rhines 2004; Yeager and Robson 2017), which 
induces a preconditioning of the ocean circulation state 
(Lohmann et al. 2009; Robson et al. 2012). Moreover, both 
schemes failed to sustain a weak SPG in the 2000s. NudA-
UVT achieves overall better performance than NudF-UVT, 
which exhibits a drift from a too-weak SPG in the 1980s to 
a too-strong SPG in 2010. This likely relates to the strong 
decreasing trend in the AMOC in NudF-UVT (Fig. 5b) that 
affects the poleward heat transport. The verification period 
with the RAPID data is too short to hold a firm conclusion. 
Yet, NudA-UVT has a decreasing anomaly from 2005 in 
good agreement with observations, albeit missing the weak-
ening in 2009, while NudF-UVT has an unrealistic decreas-
ing trend.

We compare the schemes NudA-UV and NudA-UVT 
to assess the importance of constraining atmospheric tem-
perature in addition to horizontal winds, compared to just 
constraining horizontal winds. At the surface (SST and 

Fig. 2   ACC of monthly HC500 
anomalies a NudA-UVT, b 
NudA-UV, c ODA, d NudF-
UVT, e NudA-UV (EF) and f 
ODA+NudA-UV reanalysis 
computed against EN4 objec-
tive analysis for the period 
1980–2010. Green-to-magenta 
colors indicate positive ACCs, 
and the cyan color indicates all 
the negative ACCs

Fig. 3   Time series of RMSE
u
 

for a HC500 and b SC500 in the 
different reanalyses computed 
against EN4 objective analysis. 
Line color green corresponds to 
NudF-UVT, orange to NudA-
UVT, cyan to NudA-UV, blue 
to NudA-UV (EF), red to ODA, 
magenta to ODA+NudA-UV, 
and brown is Free
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T2M), nudging only horizontal winds degrades performance 
(Fig. 1a, b). For T2M, for example, NudA-UV reduces error 
by 0.3 K compared to Free, whereas NudA-UVT reduces it 
by 0.6 K. Note that this is expected because T2M is nudged 
in NudA-UVT. The degraded performance of NudA-UV 
is largest over the tropical band and is less pronounced at 
mid-to-high latitudes (Fig. 6a, b). The reliability for T2M 
is slightly improved in NudA-UV compared to NudA-UVT 
(see also Table 1 in SI). Anomaly nudging imposes that the 
model remains on the climatological level of the nudged 
variables. However, deviations can still occur for other 
variables if they non-linearly respond to the variables that 
are nudged (e.g., the nudging imposes the observed wind 
variance, which, in turn, can change the wind-temperature 
covariance, altering the eddy component of heat trans-
ports). In NudA-UV, there is a slight climatological change 
( ΔBIAS ) for SST and T2M, but NudA-UVT sustains ΔBIAS 
of SST and T2M near 0 K. The ΔBIAS for SST and T2M 
in NudA-UV is relatively small and much less than with 
full-field nudging. Below the surface, the global accuracy 
of NudA-UV and NudA-UVT are similar for HC500 and 
SC500 (Fig. 1c, d), with NudA-UV being slightly poorer. 
NudA-UV also impacts ΔBIAS of HC500, giving a larger 
negative bias than NudA-UVT. Most of the ACC differ-
ences for HC500 are in the Atlantic Ocean, specifically in 

the Iceland basin (SI, Figures 3c and 3e), North East Atlan-
tic, and South Pacific (Fig. 2a, b). The performance for the 
SPG (Fig. 4) and AMOC (Fig. 5) variability are comparable, 
with NudA-UV showing a slightly poorer match in the early 
1990s. This suggests that wind-driven variability is not the 
sole factor determining the amplitude of the SPG, as NudA-
UV cannot maintain a strong gyre.

The default implementation of nudging in CAM4 deac-
tivates the energy conservation fix in the atmospheric com-
ponent (see Sect. 2.3). Anomaly nudging imposes that the 
model remains on the climatological level of the variables 
that are nudged, but a deviation can still occur for other vari-
ables if there is a non-linear response with the variable that 
is nudged. Thus, we assess if conserving energy can reduce 
the climatology change by comparing ΔBIAS in NudA-UV 
with that of the NudA-UV (EF) experiment for which the 
global energy fixer is activated (Fig. 1a, d). Overall, the per-
formance ( RMSEu , ACCs, and reliability) is unchanged, but 
the climatological change is reduced by half in NudA-UV 
(EF). However, we see that the HC500 skill in the Iceland 
Sea and into the Norwegian Sea differ in these two schemes. 
An analysis of the HC500 time series for the Iceland Sea fur-
ther reveals that long-term trend and inter-annual variability 
contribute to the variability of the region (SI, Figure 3). And 
comparing NudA-UV and NudA-UV (EF), we find that the 

Fig. 4   HC500 anomalies 
in the SPG box (48°–65°N, 
60°–15°S) for a NudA-UVT, 
b NudF-UVT, c NudA-UV, d 
NudA-UV (EF), e ODA and f 
ODA+NudA-UV reanalyses. 
Solid-colored lines represent the 
ensemble mean of reanalysis, 
dash-dotted lines correspond 
to the ensemble mean of the 
decadal hindcast, and the solid 
brown line is Free. Shading 
denotes ensemble minima and 
maxima. The solid black line 
shows the EN4.2.1 objective 
analysis estimate. The cor-
relation coefficient R between 
reanalysis and observations 
is in the top-left-hand corner. 
Positive values of the index cor-
respond to a weak SPG
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energy fix is very effective in improving the representation 
of the trend in the Iceland basin ( R =0.34 and 0.64, respec-
tively, in Figures 3e and 3 g in SI).

We now compare atmospheric constraints versus ocean 
constraints for coupled reanalysis. The skill for T2M 
(Fig. 1b) using atmospheric nudging is substantially bet-
ter than using ODA. The ODA system has skill over the 
ocean (most pronounced over the tropical band) while skill 
over land is poor in the extratropics and polar areas (Fig. 6a, 

c). When comparing the T2M skill over the ocean with the 
SST skill (not shown), atmospheric nudging works better 
than ODA when using T2M. However, for SST, ODA was 
found to be more effective. It is important to note that the 
correlation between T2M and SST is strong and that the 
choice of validation data sets can significantly affect skill 
differences. The validation of SST is done against the Had-
ISST2 analysis, which is assimilated in the ODA system. 
Meanwhile, the verification of T2M is done against ERA5, 

Fig. 5   AMOC transport 
anomalies at 26.°N with respect 
to the 1980–2010 period for a 
NudA-UVT, b NudF-UVT, c 
NudA-UV, d NudA-UV (EF), 
e ODA and f ODA+NudA-UV 
reanalyses. Solid-colored lines 
represent the ensemble mean 
of reanalysis, dash-dotted lines 
correspond to the ensemble 
mean of the decadal hindcast, 
and the solid brown line is Free. 
Shading denotes ensemble 
minima and maxima. The 
solid black line is the RAPID 
observations

Fig. 6   ACC of de-seasoned 
monthly T2M for a NudA-UVT, 
b NudA-UV, c ODA, d NudF-
UVT, e NudA-UV (EF) and f 
ODA+NudA-UV reanalyses 
computed against ERA5 for the 
period 1980–2010. Green-to-
magenta colors indicate positive 
ACC values, and the cyan color 
indicates all the negative ACCs
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which is similar to the ERA-I product used for atmospheric 
nudging. This slight contradiction highlights the uncertain-
ties in the observation data sets (Massonnet et al. 2016; 
Bellprat et al. 2017). In the ocean interior, ODA outper-
forms all atmospheric nudging schemes (Fig. 1c, d). This 
is expected because the EN4 Objective analysis is not inde-
pendent from the EN4.2.1 profiles assimilated. This is also 
clear from Fig. 3, where ODA has a consistently lower error 
than the nudging schemes and is the only system with stable 
RMSEu for SC500—that does not degrade with time. This 
stability implies that the strong constraint on the variability 
of the surface fluxes provided by atmospheric nudging is 
insufficient to guarantee a stable performance for the ocean 
interior, such as SC500. The benefit of the ODA over the 
nudging schemes is largest in the tropical Pacific, the north-
western Pacific, the Indian Ocean, and the SPG (Fig. 2c), 
where atmospheric nudging introduces a patch of low-skill 
in the Irminger and Icelandic Seas (see, for example, Fig. 2a, 
b). The reliability of the system is also better preserved as 
we see a closer match between RMSEu and total error � 
(Fig. 1c, d; magenta and yellow lines; and SI, Table 1). In 
the ODA system, the reliability is only marginally degraded 
from Free and much less than atmospheric nudging. Since 
our Free is a pure Monte Carlo simulation, we expect it to 
correctly sample the system’s state, and as such, we use 
it as a benchmark to calibrate our DA system. Therefore, 
if our DA system degrades reliability, compared to Free, 
this implies that our DA system is wrongly calibrated or 
that some of the assumptions made are not satisfied (e.g., 
observation error underestimated, model bias). In the case 
of regional indexes, ODA achieves overall the best correla-
tion for the SPG HC500 index ( R = 0.98 , Fig. 4e), and it is 
the only system that sustains the weak (warm) SPG during 
the 2000s. However, the shift in 1995 is not as abrupt as 
in the observations and the atmospheric nudging schemes 
(see, for example, Fig. 4a). This is because the NAO con-
straint is very weak in the ODA system, and the system only 
adjusts a-posteriori through the surface fluxes. Finally, for 
the AMOC at 26.°N, there is a long-term weakening with 
a local maximum in 2006 that is underestimated by all sys-
tems. ODA is the only system that captured the rebound 
in 2009; however, it does not capture the local minimum 
in 2004 as with atmospheric nudging systems (Fig. 5c, e), 
suggesting that this feature is better constrained with atmos-
pheric variability.

Given the complementary skills of atmospheric nudging 
and the ODA systems, one would expect their combination 
to work best as it makes use of two independent observation 
data sets and that covariance across the two components is 
not null (Penny et al. 2017). However, comparing the global 
statistics of ODA and ODA+NudA-UV (Fig. 1), we see 
that the use of atmospheric nudging in ODA+NudA-UV 
degrades performance in ocean quantities (SST, HC500, 

and SC500). ODA+NudA-UV performs almost identically 
to NudA-UV. This is more evident at the surface (see T2M 
in Fig. 6b, c, f). This is because the ODA relies on the reli-
ability of the system—the analysis update depends on the 
relative importance of the ensemble spread to the obser-
vational error— and, in our current implementation, the 
atmospheric nudging drastically reduces the ocean’s ensem-
ble spread (SI, Figure 1). This means that ocean observa-
tions have nearly no impact. However, the ODA+NudA-UV 
performs slightly better than NudA-UV for SST, HC500, 
SC500, and SPG (Fig. 4f), and AMOC (Fig. 5f) in good 
agreement with Brune et al. (2018), indicating that ODA 
yields improvements.

3.2 � Predictions

In this section, we evaluate the skill of the seasonal and dec-
adal hindcasts initialized from the reanalysis (see Sect. 2.4).

3.2.1 � Seasonal predictions

Our prediction systems have a superior global surface 
skill compared to persistence starting from the third lead 
month (Fig. 7a, b). On the other hand, the prediction skill 
for HC500 is low and only beats persistence after the sixth 
month, while SC500 never outperforms persistence (Fig. 7c, 
d). However, it is possible that the skill of persistence is 
overestimated as it is computed from the same data set used 
for validation. This is likely the case for HC500 and SC500 
since the observation error in the EN4 objective analysis is 
highly correlated in time due to the sparse in situ measure-
ments. Comparing the different systems, the ODA system 
performs best for all assessed quantities (Fig. 7). Despite the 
T2M reanalysis using atmospheric nudging, which reached 
a better skill than with ODA, this skill is rapidly lost by lead 
month 1, with the highest skill in the tropical regions (SI 
Figure 2). This highlights the importance of ocean initializa-
tion in the prediction skill achieved, albeit being quite low 
overall.

While T2M and HC500 global average skill is low, with 
ACCs below 0.4 (Fig. 7b, c), some regions show enhanced 
skill (Figs. 8 and 9). The skill is most significant over the 
ocean and most notably in the tropical band driven by the El 
Niño–Southern Oscillation (ENSO) (Balmaseda and Ander-
son 2009; Meehl et al. 2021), the Indian Ocean Dipole (Saji 
et al. 1999; Webster et al. 1999), and, to a lesser extent, 
over the Atlantic Niño region (Keenlyside et al. 2020). In 
agreement with other climate prediction systems (e.g., Kirt-
man et al. 2014; Wang et al. 2019), a region of significant 
skill exists in the northern North Atlantic, the SPG, and the 
Iceland Sea.

Most of our experiments show good skill in predicting 
T2M and HC500 in the SPG at lead months 2–5. The best 
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Fig. 7   Global average ACC 
of the seasonal hindcast with 
lead month, for: a sea surface 
temperature (SST), b 2 m air 
temperature (T2M), c 500 m 
heat content (HC500), and d 
500 m salinity content (SC500). 
Line color green corresponds to 
NudF-UVT, orange to NudA-
UVT, cyan to NudA-UV, blue 
to NudA-UV (EF), red to ODA, 
and magenta to ODA+NudA-
UV. The solid black line is per-
sistence, and the brown line is 
the Free run. The black dashed 
line marks the 95 % significance 
level

Fig. 8   Seasonal hindcast 2–5 
lead-month T2M ACC for a 
NudA-UVT, b NudA-UV, c 
ODA, d NudF-UVT, e NudA-
UV (EF) and f ODA+NudA-
UV. Green-to-magenta colors 
indicate positive ACCs and 
cyan color indicates all negative 
ACCs

Fig. 9   ACC of the seasonal 
hindcasts at lead-month 2–5 for 
HC500 with: a NudA-UVT, b 
NudA-UV, c ODA, d NudF-
UVT, e NudA-UV (EF) and 
f ODA+NudA-UV computed 
against EN4 objective analysis. 
Green-to-magenta colors indi-
cate positive ACCs, and cyan 
indicates all negative ACCs
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skill is achieved with ODA, and of all the nudging schemes, 
NudA-UVT performs best (Figs. 8 and  9). NudF-UVT 
performs poorly and even reaches a negative correlation 
in the Irminger Sea. This highlights that constraining the 
mean state error is not critical in this region and that simple 
lead-dependent drift post-processing is insufficient with our 
model, unlike in Yeager et al. (2012). On the other hand, in 
the Iceland Sea and into the Norwegian Sea, ODA again per-
forms best, and it is clear that NudF-UVT and NudA-UVT 
outperform NudA-UV. This highlights the role of atmos-
pheric heat flux in this region. The comparison between 
NudA-UV and NudA-UV (EF) highlights that correcting 
the spurious drift (see Sect. 3.1) in this region is important 
for predictive skill at seasonal scales.

We assess the prediction skill in the ENSO region by 
computing RMSEu and ACC of the Niño 3.4 index (mean 
SST within the box 5° S–5° N, 120° W–170° W) against 
HadISST2 observations with lead time (Fig. 10). All predic-
tion systems outperform persistence, with ODA performing 
best. Note that individual correlation differences between 
the schemes are not statistically significant (SI Figure 8), 
but RMSE is substantially and consistently lower in ODA 
than in the other schemes from lead months 2–9. NudF-
UVT and NudA-UVT perform better than NudA-UV, show-
ing the importance of constraining the surface heat flux for 
predicting ENSO variability. NudF-UVT is initially better 

than NudA-UVT, but the skill quickly degrades over time 
for RMSEu . This nicely highlights the dilemma of full-
field versus anomaly-field initialization: the mean state is 
essential for initialization. However, constraining the bias 
causes drift and more rapid degradation of predictability 
performance than anomaly-field initialization. We can also 
observe ODA’s impact in ODA+NudA-UV, which, com-
pared to NudA-UV (EF), has a higher skill, especially after 
the seventh lead month. These results are valid regardless 
of the initial season of the hindcasts (Figures 4 and 5 in SI), 
and no system shows superior performance regarding the 
May predictability barrier.

For the Atlantic Niño, we analyze the ATL3 index (SST 
averaged over the region 3° S–3° N, 20° W–0°) RMSEu 
and ACC as a function of lead-time (Fig. 11). NudF-UVT 
outperforms all other systems. NudF-UVT’s skill is com-
parable to persistence during the first six months; the other 
systems show relatively low ACCs (ACC < 0.4 ), from which 
ODA sustains significant ACCs for most of the lead months, 
except for lead month 4. Note, however, that the correlation 
differences between the schemes are not statistically sig-
nificant, but the RMSEu of the NudF-UVT scheme is con-
sistently lower than for the other schemes during the first 4 
months (SI Figure 9). Breaking down the analysis by start 
season, we see that NudF-UVT performs better among the 
other schemes for the hindcast starting in May, for which 

Fig. 10   a ACC of Niño 3.4 SST as a function of the lead month and b 
is the same for RMSE

u
 in  K. Line color green corresponds to NudF-

UVT, orange to NudA-UVT, cyan to NudA-UV, blue to NudA-UV 

(EF), red to ODA, magenta to ODA+NudA-UV, brown to Free, and 
persistence is the solid black line. The black dashed line marks the 
95 % significance level for ACC​

Fig. 11   Same as Fig. 10 for 
ATL3 SST
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the skill is significant during the first 3 months and similar 
to persistence (SI, Figures 6b and 7b). This is at the peak 
of the Atlantic Niño. Skillfully predicting this event is very 
challenging, and the NudF-UVT system beats the anomaly-
coupled version of NorCPM (Counillon et al. 2021), whose 
hindcasts starting in May performed poorly. This highlights 
that constraining the mean seasonal cycle and the wind vari-
ability is critical to skillfully predicting the Atlantic Niño 
(Ding et al. 2015; Dippe et al. 2018; Harlaß et al. 2018). 
The skill for the other start months is poor (Figures 6 and 
7 in SI), in agreement with those shown in Counillon et al. 
(2021). Overall, the skill remains poor in predicting Atlantic 
Niño variability.

3.2.2 � Decadal predictions

We assess our decadal prediction skill with ACC and RMSEu 
as a function of lead year. The whole period analyzed cor-
responds to 1986–2019 and is lead-year dependent; thus, 
for instance, at lead year 2, it is 1987–2011, while for lead 
year 5, the period includes 1990–2014 (see Table 2 in SI).

Figure 12 shows the global average skill with lead years 
for HC500, and Fig. 13 shows the corresponding pointwise 
skill for lead-year 2–5. Globally, all systems show higher 
skill than persistence. ODA performs best and NudF-UVT 

worst in comparison of all systems used in this study. NudF-
UVT shows comparable skill to NudA-UVT until lead year 
2, after which its skill rapidly degrades.

All schemes show a relatively low global skill. Given the 
small sample of our decadal hindcast (13 start dates), the 
ACCs pattern is relatively noisy and even negative in some 
regions (cyan-to-blue colors in Fig. 13). However, compared 
to the skill of the uninitialized Free experiment (Fig. 13e), 
all of our schemes show regions of improved skill. The dif-
ferences between ACC and Free (SI, Figure 10) reveal that 
all the schemes improve the prediction for HC500 in the 
Western Pacific Ocean. This improvement is, however, not 
enough to have significant skill in the region (ACCs < 0 ) 
and is further accompanied by the degradation of the skill 
in the Eastern Pacific Ocean. Another region of improve-
ment is in the North Atlantic, more specifically in the SPG. 
In this region, the skill is significantly higher (ACCs > 0.5 ) 
than in Free for most of the schemes, except NudF-UVT and 
NudA-UVT. The regions for which skill is improved when 
compared to Free agree with the NorCPM experiment for 
CMIP6 DCPP covering the 1950–2020 period (Bethke et al. 
2021). The skill is mostly driven by external forcing, and 
initialization further improves it, in agreement with previ-
ous studies (e.g., Choi and Son 2022). The skill is negative 
in Free at the western coasts of North and South America 

Fig. 12   Global a ACC and b 
RMSE

u
 as a function of lead 

year for HC500. The line color 
green corresponds to NudF-
UVT, orange to NudA-UVT, 
cyan to NudA-UV, blue to 
NudA-UV (EF), red to ODA, 
and magenta to ODA+NudA-
UV, brown to Free, and the 
black line is persistence. The 
black dashed line marks the 
95 % significance level for ACC​

Fig. 13   ACC for the decadal 
hindcast at lead year 2–5 of 
HC500 a NudA-UVT, b NudA-
UV, c ODA, d NudF-UVT, e 
Free and f ODA+NudA-UV 
computed against EN4 objective 
analysis. Green-to-magenta 
colors indicate positive ACCs, 
while cyan-to-blue colors indi-
cate negative ACCs
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as the forced response does not agree with the Pacific Dec-
adal Oscillation (PDO) that is predominantly positive during 
the analysis period 1980–2010 and can be partly related to 
internal climate variability (Mochizuki et al. 2010). Skill 
in Free is improved if one considers a longer period, e.g., 
1950–2020, see Bethke et al. (2021). The degradation is mit-
igated by initialization, and overall, the best skill is achieved 
by NudF-UVT, suggesting that correcting the climate mean 
state can be important for PDO predictions (e.g., Guemas 
et al. 2012). Finally, ODA has the largest skill improvement 
in the SPG region, highlighting the importance of constrain-
ing the ocean to initialize decadal variability within the sub-
polar North Atlantic.

To further analyze the SPG variability, we evaluate 
the performance of the SPG index based on HC500 with 
lead-year (Fig. 14). The conclusions are unchanged when 
using different SPG indices (e.g., based on SSH or SST, 
not shown). Most systems beat persistence after lead-year 
5. ODA provides the best skill and outperforms persistence 
from the start, while NudF-UVT is the worst. We can also 
see the benefit that ODA brings in ODA+NudA-UV, which 
achieves higher skills than NudA-UV only, due to hydro-
graphic profile assimilation. Also, nudging only horizontal 
winds (NudA-UV) gives better predictions than additionally 
nudging atmospheric temperature (NudA-UVT) (Fig. 14). In 
NudA-UV, the dynamical forcing of NAO is well captured, 
and its effects on predictions are more long-lasting (Lohm-
ann et al. 2009; Häkkinen and Rhines 2004) than addition-
ally applying temperature constrain. The additional con-
straint of the temperature provides better reanalysis near the 
surface but introduces a dynamic imbalance with the ocean 
interior. We can also see that the schemes using NudA-UV 
give a more steady prediction skill of about 0.6 along the 
complete forecast. All schemes show a pronounced attrac-
tion towards their climatology (dash-dot lines in Fig. 4), 
showing that the memory of the initial conditions is gradu-
ally lost, and the ensemble mean converges with that of Free. 

In NudF-UVT, the drift is substantial and overshoots Free. 
Such a drift is characteristic of dynamic imbalance.

Prediction of AMOC variability at 26.°N is shown in 
Fig. 5 and compared to the RAPID observation program 
started in 2004. The validation period is too short to assess 
robustly which configuration has the most skill. However, 
most systems tend to agree in their reanalysis, but there is a 
larger discrepancy for atmospheric nudging, including tem-
perature, and NudF-UVT has, again, a considerable drift.

4 � Discussion and summary

In this study, we compared the potential of a large set of 
initialization schemes to constrain climate variability in an 
ESM (NorESM1-ME, the model that is used in NorCPM) 
and to provide skillful initial conditions for climate predic-
tions. This enabled us to assess the strengths and weaknesses 
of different methodologies and techniques using the same 
model, setting, and period. We compared anomaly versus 
full-field atmospheric nudging, together with U, V, and T 
nudging, compared to only U and V in the atmosphere. We 
also assessed the importance of conserving energy in atmos-
pheric assimilation, and finally, we tried to combine atmos-
pheric nudging and ocean data assimilation. We assessed 
the performance for reanalysis and for a set of seasonal and 
decadal hindcasts for 1980–2010. Our analysis is summa-
rized below: 

1.	 Full-field initialization introduces a large drift in the 
climate reanalysis and hindcasts, but constraining the 
mean state error was shown to improve the performance 
in some regions, such as in the Tropical Atlantic. The 
initialization with anomalies performs overall best for 
lead times beyond one month, as the benefit of full field 
initialization is rapidly lost.

Fig. 14   a ACC and b RMSE
u
 of the SPG index (computed from 

HC500 versus EN4 objective analysis) as a function of lead year. The 
line color green corresponds to NudF-UVT, orange to NudA-UVT, 
cyan to NudA-UV, blue to NudA-UV (EF), red to ODA, and magenta 

to ODA+NudA-UV, the brown line is Free, and the black line is per-
sistence. The black dashed lines mark the 95 % significance level for 
ACC, and the dotted black line marks the zero ACC​
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2.	 Nudging of atmospheric momentum achieves good skill 
for decadal predictions. It shows little drift in the hind-
casts for the North Atlantic Gyre circulation (e.g., SPG 
or AMOC). Adding a temperature constraint provides 
more accurate reanalysis and seasonal predictions but 
degrades decadal predictions.

3.	 Conserving energy with anomaly atmospheric nudging 
of horizontal winds limits the climatological change dur-
ing the reanalysis. This change does not affect the skill 
for seasonal or decadal predictions.

4.	 Ocean data assimilation enhances the accuracy of the 
ocean interior during the reanalysis. It provides a bet-
ter skill for seasonal and decadal predictions than any 
atmospheric nudging simulations. For seasonal predic-
tions, it gives better skills for global SST, T2M, HC500, 
SC500, and the ENSO index, while for decadal hind-
casts the better skill for the SPG index. However, atmos-
pheric nudging improves the reanalysis of ocean vari-
ability strongly influenced by atmospheric events, such 
as the 1995 shift in the SPG.

5.	 While the ocean data assimilation and atmospheric 
nudging approaches are complementary, and their com-
bination is expected to provide optimal performance, 
the scheme tested in this study achieved inferior skill. 
Atmospheric nudging towards a deterministic atmos-
pheric reanalysis causes a near collapse of the ensemble 
spread at the surface and strongly degrades the influ-
ence of the surface ocean data. Still, the assimilation 
of hydrographic profiles yields slight improvements in 
decadal predictions.

We have evaluated the accuracy of seasonal and decadal 
predictions using the CMIP5 forcing scenario. Upgrading to 
the CMIP6 forcing scenarios should result in a better repre-
sentation of the external forcing and the system’s response 
to it. This upgrade can have different impacts on global pre-
diction skill. For example, Borchert et al. (2021) found that 
the use of CMIP6 forcings may lead to improved decadal 
prediction of the North Atlantic SPG SST, whereas Wu et al. 
(2023) shows that the inclusion of historic volcanic forcing 
significantly degrades the forecast skill of multiyear-to-dec-
adal SST in the central-eastern tropical Pacific. Our CMIP6 
implementation in NorCPM performed poorer than the one 
using CMIP5 forcing (Bethke et al. 2021; Passos et al. 2023), 
which motivated our choice to use CMIP5 forcing here. We 
do not expect that the use of different forcing would lead to 
very different conclusions, as the skill of assimilation relies 
primarily on synchronizing internal variability.

In future work, we will explore ways of preserving the 
reliability of the ensemble at the ocean–atmosphere inter-
face when combining atmospheric nudging with ocean data 
assimilation. A substantial limitation of the current approach 
is that we are nudging toward a deterministic reconstruction 

of the atmosphere. As such, this approach disregards the 
atmospheric reanalysis error and causes the ensemble spread 
to collapse. We will, therefore, nudge toward an atmospheric 
ensemble reanalysis (e.g., ERA5). Note also that our cur-
rent study uses ERA-interim, which performs poorer than 
the latest ERA5. The new simulations will give us a chance 
to compare the impact of the upgrade of our atmospheric 
reanalysis data set. Furthermore, models used for producing 
atmospheric reanalyses have considerably higher resolution 
than the atmosphere model in our ESM, and representation 
error (e.g., Janjić et al. 2018) may also induce a collapse of 
the ensemble spread (Anderson 2001). Therefore, we will 
complement the system with ad-hoc techniques such as infla-
tion (Anderson 2001; El Gharamti et al. 2021), atmospheric 
perturbation (Houtekamer and Derome 1995) and consider 
using a weaker nudging. Once the system is well calibrated 
for ocean and atmospheric constrain, we will explore the 
potential of strongly coupled data assimilation (Penny et al. 
2017; Sandery et al. 2020; Liu et al. 2013).

We have also seen that full-field and anomaly nudging 
initialization have advantages. To date, models have biases 
that are typically larger than the variability being predicted 
(Palmer and Stevens 2019). However, we foresee that the 
advantages of the full-field initialization approach will one 
day out-compete its caveats due to model improvement (for 
example, using higher resolution (e.g., Hewitt et al. 2017)), 
and better observational data (more numerous and compre-
hensive). Furthermore, several methods are being developed 
to handle climate biases with NorCPM, namely: anomaly 
coupling (Counillon et al. 2021), multivariate parameter 
estimation (Singh et al. 2022), super-resolution (Barthélémy 
et al. 2022) and supermodelling (Counillon et al. 2023; Sch-
evenhoven and Carrassi 2021; Schevenhoven et al. 2023).
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