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Abstract
Social scientists have argued that good communication around risks in climate hazards requires information to be presented 
in a user-relevant way, allowing people to better understand the factors controlling those risks. We present a potentially 
useful way of doing this by explaining future UK winter precipitation in terms of changes in the frequency, and associated 
average rainfall, of local pressure patterns that people are familiar with through their use in daily weather forecasts. We apply 
this approach to a perturbed parameter ensemble (PPE) of coupled HadGEM3-GC3.05 simulations of the RCP8.5 emis-
sions scenario, which formed part of the UK Climate Projections in 2018. The enhanced winter precipitation by 2050–99 
is largely due to an increased tendency towards westerly and south-westerly conditions at the expense of northerly/easterly 
conditions. Daily precipitation is generally more intense, most notably for the south-westerlies. In turn, we show that the 
changes in the frequency of the pressure patterns are consistent with changes in larger scale drivers of winter circulation 
and our understanding of how they relate to each other; this should build user confidence in the projections. Across the PPE, 
these changes in pressure patterns are largely driven by changes in the strength of the stratospheric polar vortex; for most 
members the vortex strengthens over the twenty-first century, some beyond the CMIP6 range. The PPE only explores a 
fraction of the CMIP6 range of tropical amplification, another key driver. These two factors explain why the PPE is skewed 
towards exploring the more westerly side of the CMIP6 range, so that the PPE’s description of UK winter precipitation 
changes does not provide a full picture.
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1 Introduction

One of the key aspects of making good decisions about how 
to adapt to climate change is that there is effective commu-
nication between specialists and users, particularly around 
the handling of the uncertainty inherent in the projections 
(Jones et al. 2015). Pidgeon and Fischhoff (2011) argue that 
for good communication around climate risks, people also 
need some understanding of “the processes creating and 
controlling those risks, and thus causing uncertainty about 
them”. In this spirit, and as providers of the UK Climate 
Projections 2018 (UKCP18; Murphy et al. 2018), our main 
goal here is to provide a physical explanation of the range 

of changes in UK winter precipitation which (a) users can 
easily relate to, and (b) allows them to assess the robustness 
of the projections. We focus on the 15-member perturbed 
parameter ensemble (PPE) of HadGEM3-GC3.05 simula-
tions (Yamazaki et al. 2021). The PPE members differ by 
having different values for 47 parameters in the atmosphere/
land schemes covering convection, the boundary layer, grav-
ity wave drag, cloud microphysics, cloud radiation, the land 
surface and aerosols. The same ocean configuration was 
used for each member and the simulations are flux-adjusted. 
These 15 PPE members were combined with 13 CMIP5 sim-
ulations to provide “UKCP Global”, the plausible global 
realisations in UKCP18 (Murphy et al. 2018). Therefore, our 
results will be of immediate relevance to studies of climate 
biases and impacts (e.g., Arnell et al. 2020; Hanlon et al. 
2021; Kennedy-Asser et al. 2021; Garry and Bernie 2023) 
already based on UKCP Global and “UKCP Regional” and 
“UKCP Local”, the regional model simulations at 12km and 
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2.2km resolution downscaled from 12 of the 15 PPE mem-
bers (Fosser et al. 2020; Kendon et al. 2021).

Our approach involves two stages. First, we aim to 
describe the uncertainty of some aspect of the future climate 
in terms that people can more easily relate to. Our approach 
complements other new ways in which climate scientists are 
trying to help people understand what future climate might 
mean for our everyday lives (e.g. BBC 2020). In our exam-
ple, we will explain the range of changes in UK winter pre-
cipitation in terms of changes in common pressure patterns 
over the UK (“weather types”) and in their associated pre-
cipitation. Pressure patterns have the advantage that they are 
already familiar to members of the UK public through their 
use by weather presenters on British television to explain 
uncertainty in the forecast. The emphasis here is on provid-
ing a useful description. This is in contrast with an index like 
the North Atlantic Oscillation (NAO), which is the primary 
mode of atmospheric variability in the North Atlantic, and is 
useful for demonstrating skill in forecasts from a season out 
to one year ahead (Scaife et al. 2014a; Dunstone et al. 2016). 
However, the NAO is a feature best suited for describing the 
climate on monthly to seasonal timescales, exhibiting large 
variation in daily conditions for a given phase of the NAO; 
several of the weather types used here project on to the NAO 
pattern yet behave differently to each other in our climate 
projections. Using the NAO index here would lose useful 
detail in the explanation.

The second stage involves linking the changes in the 
pressure systems to the larger scale drivers of circulation 
like the stratospheric polar vortex or upper tropical tropo-
spheric warming. Such drivers have been used to explain 
seasonal forecasts, and feature in explanations of recent 
extreme UK winters (Huntingford et al. 2014; Davies et al. 
2021). They have been used to explain a large fraction of 
the spread of the projected changes in the CMIP5 ensem-
ble (Manzini et al. 2014). This has led to their use as the 
basis for a storyline approach (Zappa and Shepherd 2017) 
to aid decision-making, and for that same reason, we use 
them in our second stage to assess how representative our 
PPE is of the uncertainty that could be explored by com-
binations of different sets of climate projections (e.g. the 
PPE, a multimodel ensemble, a single model ensemble with 
a large number of initial conditions e.g. Kay et al. (2015), or 
a one-off very expensive, very high resolution simulations 
e.g. Moreno-Chamarro et al. (2021)). Such an assessment 
aids robust decision-making by using deeper process under-
standing to provide the user with more tools for judging the 
usability and limitations of the information, and this step is 
considered a key ingredient for building confidence in model 
projections (Baumberger et al. 2017).

In this study, we focus on the 15-member PPE of 
HadGEM3-GC3.05 coupled simulations rather than the 
combined set of CMIP5 and PPE members used in the 

UKCP18 Global Projections. This is firstly because we 
want to demonstrate how to assess the robustness of a sin-
gle source of projections like the PPE against a wider con-
text (here the CMIP6 ensemble). This makes our results 
particularly relevant to studies based on UKCP Regional 
and UKCP Local, which are based entirely on PPE mem-
bers. Multimodel ensembles like CMIP5 and CMIP6 are 
useful context as they typically provide a wider range 
of climate projections than a PPE based around a single 
model because they explore more processes (Collins et al. 
2011). However, in practice, the situation depends on the 
climate variable of interest. Yamazaki et al. (2021) show 
that our PPE explores a reasonably diverse set of regional 
precipitation changes for most worldwide regions, but a 
narrow range of global warming relative to CMIP5. The 
latter demonstrates the presence of a structural limitation 
that is, by definition, common to all parameter combina-
tions. In contrast, each member of the multimodel ensem-
ble has their own systematic error, and this will not be 
well understood unless there is an associated PPE. Rostron 
et al. (2020) shows that for some variables, the bias in the 
tuned variant might not be a good indicator of the struc-
tural error common to most PPE members. This lack of 
explicit understanding of the different structural errors of 
the multimodel ensemble members has long been ignored 
in emergent constraints but it has presented issues, for 
example, such relationships might lack robustness across 
successive CMIP ensembles (Caldwell et al. 2018). Here 
we use emergent relationships to link the changes in UK 
winter precipitation to a) large-scale drivers and b) the key 
parameters and processes that are driving the variation in 
this single model framework. So, the second reason for 
focusing on the PPE is that these emergent relationships 
are based on PPE members with a single common sys-
tematic error, and can be linked to parameter perturba-
tions, which will be indicative of a physical mechanism. In 
other words, emergent relationships across a PPE are more 
clearly interpreted, albeit in the context of this particular 
structural limitation.

In Sect. 2, we describe details of the 15-member PPE of 
HadGEM3-GC3.05 coupled simulations and the circulation 
variables that will be analysed. Section 3 describes changes 
in the frequency of pressure patterns classified into eight 
“weather types”. In Sect. 4, changes in UK winter precipita-
tion are decomposed into changes in the frequency of each 
weather type, and changes in the average rainfall associated 
with each weather type. This decomposition is then used to 
explain the range of changes in UK winter precipitation and 
its interannual variability across the PPE. Section 5 inves-
tigates the links to changes in the eddy-driven jet and other 
large-scale circulation drivers to assess the robustness of 
the PPE projections. Section 6 summarises the results and 
discusses how they might support user applications.
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2  Experimental details and data

We analyse the 15 members of the PPE of HadGEM3-
GC3.05 coupled simulations under CMIP5 historical and 
RCP8.5 emissions scenarios that contributed to UKCP 
Global. The details about the parameter perturbations and 
various stages of the coupled experiments can be found 
in Yamazaki et al. (2021). Five other PPE members were 
omitted from UKCP18 due to obvious drifts in their Atlan-
tic Meridional Overturning Circulation (AMOC). Since 
the release of UKCP18, control simulations of 1900 condi-
tions have been run for each of the PPE members and have 
revealed that two members of UKCP18 (with id numbers 
2305 and 2335 following Yamazaki et al. (2021)) also 
have drifts in their AMOC. We retain these two mem-
bers here as they are already in UKCP-based studies. The 
PPE members are the same resolution (60km atmosphere, 
quarter degree ocean) as used in the Met Office seasonal 
forecasts which have skill at predicting the winter NAO 
(Scaife et al. 2014a). The model configuration is very simi-
lar to HadGEM3-GC3.1 (Williams et al. (2018)), which is 
used for climate simulations provided by the Met Office 
to CMIP6 and has been shown to capture the frequency 
of various weather regimes relatively well compared to 
other climate models (Fabiano et al. 2020). The small dif-
ferences between the GC3.05 and GC3.1 configurations 
are explained in Sexton et al. (2021), as is the method for 
picking the parameter combinations. The control simula-
tions are used in Sect. 5.

We analyse the precipitation changes from 1900 to 2100 
over five regions: the UK, Scotland, Northern Ireland, 
Wales, and England. We only consider grid points where 
the land fraction is greater than 0.5. In Sect. 4 we focus on 
the difference between the last fifty years of the simula-
tion relative to the first 50 years, that is, 2050–2099 minus 
1900–1949. For similar reasons to Zhang et al. (2021), this 
choice provides the strongest signal with a baseline period 
largely unaffected by anthropogenic forcing.

There are several different methods for estimating 
weather types. We use a method (Fereday et al. 2008; Neal 
et al. 2016) based on k-means clustering to classify daily 
mean circulation patterns for the full period 1900–2100; 
hereafter we refer to these clusters as “weather types” in 
line with terminology used in UKCP18. The Met Office 
routinely classifies pressure patterns over the North 
Atlantic and European sector into a pre-defined number 
of weather types, and uses them as a tool for weather 
forecasting and extreme event analysis (Neal et al. 2016; 
Kendon et al. 2020). Here we use the classification into 8 
weather types which describe the broad-scale features of 
the atmospheric circulation. There are alternatives, e.g. the 
four patterns used by Madonna et al. (2017), but the eight 

weather types have the advantage that they are available 
online to users of UKCP18. The eight weather types are 
also based on mean sea level pressure rather than geo-
potential height and so are more relevant to the UK public. 
See Pope et al. (2021) for a description of changes in the 
30 weather types in UKCP18 Global, which are a more 
detailed classification on which our eight are based. Note 
that we assume the eight weather types are relevant to the 
future as well as the historical climate so that error from 
any misclassification is small. Neal et al. (2016) name the 
eight weather types (see Fig. S1) as 1: NAO- (Northerly); 
2: NAO + (Westerly); 3: Northwesterly; 4: Southwesterly; 
5: Scandinavian High; 6: UK High; 7: UK Low (low pres-
sure centred just to west of UK); and 8: Azores High. The 
names in brackets for the first two weather types are ones 
we use here in the paper, but we note that NAO- covers a 
wide range of pressure patterns ranging from Northerly to 
Northeasterly (see Fig. S2).

Alternative methods for classifying the atmospheric cir-
culation exist, such as principal component analysis of the 
mean sea level pressure field e.g. Woollings et al. (2010). 
However, the resultant eigenvectors are not necessar-
ily physical, rather a mathematical description and not as 
familiar to people as the pressure patterns represented by 
the weather types. So, weather typing is preferred here to 
describe atmospheric variability.

To understand the links between UK winter precipitation 
and the large-scale circulation we analyse relationships with 
the eddy-driven jet, tropical and extra-tropical temperatures, 
stratospheric circulation (Zappa and Shepherd 2017) and the 
QBO (Andrews et al. 2019). For the midlatitude jet driven 
by momentum and heat fluxes from transient midlatitude 
eddies, we use daily diagnostics that measure the jet latitude 
and strength based on 850hPa zonal wind speed (Woollings 
et al. 2010). That study identified three preferred jet lati-
tude bands linked to the dominant patterns of atmospheric 
variability in the North Atlantic. These are (i) a southern jet 
where the wind speed peaks at a latitude similar to Spain; 
(ii) a central jet where the greatest speeds are just to south of 
the UK; and (iii) a northern jet that passes north of Scotland. 
As the jet stream shifts north, there is an increase in the 
southwest-northeast tilt. There is substantial intra-seasonal 
to inter-annual variability in the eddy-driven jet that deter-
mines much of the winter weather in the North Atlantic-
European sector.

Daily time series of the weather types and jet diag-
nostics are available online as part of UKCP18 under 
“UKCP18 European Circulation Indices” (Met Office Had-
ley Centre 2020). Murphy et al. (2018) show that the PPE 
reproduces the tri-modal distribution of the jet latitude 
relatively well compared to the 13 CMIP5 models used in 
UKCP18. They also show that the frequency of weather 
types found in the PPE is also reasonable, although there 
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is a small systematic tendency to have too many cases of 
WT1 (Northerly) at the expense of WT3 (Northwesterly).

The three indices from Zappa and Shepherd (2017) that 
are important drivers of Northern Hemisphere extratropi-
cal circulation are: polar amplification (850hPa tempera-
ture averaged 60–90oN); tropical amplification (250hPa 
temperature averaged  30oS–30oN); and stratospheric 
polar vortex strength (20hPa westerly wind speed aver-
aged 70–80oN; we drop “stratospheric” hereafter). We 
also include the QBO (20hPa westerly wind averaged 
 10oS–10oN) as Holton and Tan (1982) have shown that it is 
related to Northern Hemisphere winter circulation. Indeed, 
studies have shown that the QBO influences seasonal fore-
casts of circulation over the Atlantic (Scaife et al. 2014b; 
Maidens et al. 2021).

The aim is to use these large-scale drivers to assess 
the robustness of our climate projections by assessing to 
what extent the PPE explores the range sampled by other 
climate models. For this exercise, we use CMIP6 simula-
tions (see Table 1; Eyring et al. 2016).

3  Changes in local drivers of UK winter 
weather

Figure 1 (top panel) shows the ensemble mean change in 
the number of days that each weather type occurs during 
each winter. There is an increase in frequency for weather 
types 2 and 6 (Westerly and UK High) from about 2000 
onwards. This increase in frequency is common to all 
15 PPE members by the end of the twenty-first century 
(middle panel) and is associated with modest increases 
in year-to-year variability in frequency by the end of the 
twenty-first century. Southwesterlies (WT4) also increase 
in frequency for nearly all members and the ensem-
ble mean suggests this starts middle of the twenty-first 
century. These increases in frequency are balanced by a 
decrease in frequency of weather types 1 and 5 (Northerly 
and Scandinavian High) over nearly all PPE members, 
both accompanied by a reduction in the year-to-year vari-
ability of their frequency during the twenty-first century. 
If we consider weather types 1, 2, and 5 to be similar 
to the regimes NAO – , NAO + and Scandinavian Block-
ing (SBL) of Fabiano et al. (2021), then the PPE behaves 
similarly to CMIP6 for NAO + and SBL, but only like half 
of the CMIP6 simulations that show a reduced frequency 
of NAO-. Fig. S3 shows that these changes are outside 
the range of deviations of individual members about the 
ensemble mean after filtering to remove annual and dec-
adal variability. Weather types 3, 7, and 8 (Northwester-
lies, UK Low, and Azores High) do not change much in 
terms of frequency or year-to-year variability.

4  Changes in projected UK winter rainfall 
and its variability and links to weather 
types

Figure 2 shows that winter mean precipitation is projected 
to increase in all five regions. The strongest signals are in 
Scotland and Wales, which show a more rapid increase 
from 2030 onwards. Comparison with an estimate of the 
observed climatological average for 1985–2014 from 
E-OBS (see Fig. S4; Haylock et al. 2008) shows that in 
the ensemble mean, the PPE has a wet bias for Wales, 
England, and the UK of 15%, 27%, and 15% respectively, 
whereas Scotland and Northern Ireland have very small 
biases. We assume that this bias to continue into the 
twenty-first century. There is a modest rise in year-to-
year variability, which is most strongly seen in Wales from 
2025 onwards. This increased winter precipitation and 
increased range of winter precipitation seen from year to 
year will present a major adaptation challenge. For Wales 

Table 1  List of CMIP6 models used in this study. Only one variant is 
used for each model, and this is indicated by the Variant-Id

Model Institution Variant-Id

ACCESS-CM2 CSIRO-ARCCSS r1i1p1f1
ACCESS-ESM1-5 CSIRO r1i1p1f1
AWI-CM-1–1-MR AWI r1i1p1f1
BCC-CSM2-MR BCC r1i1p1f1
CAMS-CSM1-0 CAMS r1i1p1f1
CESM2 NCAR r1i1p1f1
CESM2-WACCM NCAR r1i1p1f1
CMCC-CM2-SR5 CMCC r1i1p1f1
CanESM5 i1p1f1 CCCma r1i1p1f1
FGOALS-g3 CAS r1i1p1f1
FIO-ESM-2–0 FIO-QLNM r1i1p1f1
GISS-E2-1-G NASA-GISS r1i1p1f2
HadGEM3-GC31-LL MOHC r1i1p1f3
HadGEM3-GC31-MM MOHC r1i1p1f3
IITM-ESM CCCR-IITM r1i1p1f1
MCM-UA-1–0 UA r1i1p1f2
MIROC-ES2L MIROC r1i1p1f2
MIROC6 MIROC r1i1p1f1
MPI-ESM1-2-HR MPI-M r1i1p1f1
MPI-ESM1-2-LR MPI-M r1i1p1f1
MRI-ESM2-0 MRI r1i1p1f1
NESM3 NUIST r1i1p1f1
NorESM2-LM NCC r1i1p1f1
NorESM2-MM NCC r1i1p1f1
TaiESM1 AS-RCEC r1i1p1f1
UKESM1-0-LL MOHC r1i1p1f2
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Fig. 1  Changing frequency of weather types and their year-to-year 
variability for DJF in 1900–2100 (top panel) Change in frequency 
of each of the 8 weather types for the 15-member ensemble average; 
(middle panel) Change in frequency between 2050–99 and 1900–49 

for each of the 8 weather types for each member; (bottom panel) 
Change in the ensemble mean of the interannual standard deviation 
of the frequency of each weather type over a rolling 30-year window 
plotted against the central year of the window
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there is a heightened risk of the interannual variability 
doubling by the end of the twenty-first century, as a few 
members have a standard deviation that is about twice the 
ensemble average value seen in the 1900–1949 baseline 
(not shown). Therefore, it is important to understand what 
is driving the range of changes in winter precipitation and 
its interannual variability.

An approach that has proved useful for understanding 
precipitation changes, is based on the decomposition of the 
changes in to a dynamic/non-thermodynamic and thermo-
dynamic/non-dynamic component. These methods vary in 
complexity from the detailed budget analysis of Seager et al. 
(2010) to the simpler method adopted by Emori and Brown 
(2005) where precipitation was conditioned on a dynamical 
variable, in their case the intervals in the strength of vertical 
ascent. We use the simple method here as it is versatile, having 

been applied successfully to other problems e.g. understanding 
cloud changes (Bony et al. 2004) and cloud radiation in the 
tropics (Williams and Webb 2009).

The difference here is that the dynamic component is condi-
tioned on the weather types. For a given period, we categorise 
the days into different weather types (i = 1,…,8 here). For each 
weather type we estimate the average amount of precipita-
tion per day, which we will refer to as “intensity”. Then the 
precipitation ( p ) for that period, is the sum of the intensities 
( I ) weighted by the frequency ( f  ) over 8 weather types. For a 
given PPE member, the precipitation in the baseline period is,

(1)pbase =

8
∑

i=1

f base
i

Ibase
i

Fig. 2  Change in winter precipitation in the five different regions. (top panel) Ensemble average of DJF mean precipitation change relative to 
1900–1950; (bottom panel) Ensemble average of the interannual standard deviation of DJF mean precipitation in a rolling 30-year window
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The same can be applied to a future period with differ-
ent frequencies and different average precipitation for each 
weather type. If the future values of frequency and intensity 
are expressed as changes from the baseline values (denoted 
by Δ’s), then

The change in precipitation can then be written as:

Equation 3 shows that the change in precipitation is made 
up of three terms: (i) the change in frequency multiplied by 
the baseline intensity; (ii) the baseline frequency multiplied 
by the change in intensity; and (iii) a cross term multiply-
ing the changes in frequency by the changes in intensity. 
We describe the first term as the “dynamic” contribution, 
as it is due solely due to the changes in the frequency of 
the weather types. The second term arises solely from the 
change in intensity under each weather type. Intensity is due 
to a number of reasons such as moisture availability, contrast 
between the temperature and humidity of the polar and tropi-
cal air masses, how deep the low-pressure system becomes, 
plus other mechanisms that affect rainfall on a few occasions 
like interaction with dry air from the stratosphere. The first 
two reasons are thermodynamic, though the third reason 
involves both thermodynamics and dynamics in how the air 
is advected across jet exit regions. Therefore, we do not label 
this term as “non-dynamic” or “thermodynamic”. We also 
note that the 60km horizontal resolution used in our PPE 
will represent the large-scale circulation better than smaller 
scale processes that can drive rainfall intensity. Smaller scale 
features are better captured by very high resolution convec-
tion-permitting models (Fosser et al. 2020).

For a given PPE member, the change in frequency for 
each of the weather types, Δfi , has been shown in Fig. 1 (mid-
dle panel). For the changes in intensity for 2050–2099 (see 
Fig. 3), it is clearer to present them as percentage changes 
from the 1900–1949 baseline value i.e., 100 × ΔIi∕I

base
i

 . For 
weather types 4–8, most members show an increase in inten-
sity over all five regions. Weather type 1 (Northerly) events 
largely become wetter in Wales (up to 50%), but largely drier 
in Scotland (up to 30%) with no clear sign of change for 
Northern Ireland and England. Westerly days (WT2) become 
wetter across the PPE for Wales and England but there is no 
robust signal for Northern Ireland or Scotland. Northwest-
erlies (WT3) become drier in Scotland and Northern Ireland 
but have no consistent change in England and Wales.

The total precipitation change can be decomposed into 
contributions from the 8 weather types for individual 

(2)pfut =

8
∑

i=1

f
fut

i
I
fut

i
=

8
∑

i=1

(f base
i

+ Δfi)(I
base

i
+ ΔIi)

(3)pfut − pbase =

8
∑

i=1

(Δfi ∙ I
base
i

+ f
base

i
∙ ΔIi + Δfi ∙ ΔIi)

members (as an example see Fig. S5 for UK) and then 
averaged across the 15 ensemble members (Fig. 4). The 
ensemble-averaged results (top left) show that the biggest 
increase in winter precipitation generally involves weather 
types 2 and 4 (westerlies and south-westerlies), but these are 
partly offset by negative changes associated by weather type 
1 (northerly). Weather type 6 also shows a small positive 
ensemble mean change. Other weather types make small 
contributions for some of the PPE members (Fig. S5a). The 
observational biases described above suggest that any bias 
adjustment would modify the results for England the most, 
then Wales and UK, but have little impact on those for Scot-
land and Northern Ireland.

A main aim of this paper is to explain what is driving the 
spread in winter precipitation changes in terms of intensity 
and frequency of the eight weather types. This means iden-
tification of the weather types that cause the most deviation 
of the individual members about their respective ensemble 
mean contribution. For a given weather type and quantity, 
this is measured as the total variance, that is the sum of 
the row of the covariance matrix including the off-diagonal 
terms associated with the other weather types. The second 
of the three bars in Fig. 4 (top right) shows that for all five 
regions, the total variance is dominated by weather type 2 
(westerlies). For Scotland, there is a secondary contribu-
tion from weather type 3 (northwesterly) offset by negative 
contributions from weather type 5 (Scandinavian High). For 
other regions, the southwesterlies (WT4), which provided 
the second largest ensemble mean contribution, do not con-
tribute much to the spread indicating that their contribution 
is consistent across the ensemble.

The cyan and grey bars in Fig. 4 (top left) show that the 
main contributions to total changes in UK and regional win-
ter precipitation are associated with changes in the average 
daily rainfall associated with each weather type (i.e., the 
intensity term) rather than changes in the frequency of the 
weather types. Scotland is an exception in that there is a 
more equal split between frequency and intensity. Figure 4 
(top right) shows that the intensity dominates the spread in 
winter precipitation changes for all five regions.

The effect of a change in intensity or a change in fre-
quency can be decomposed into contributions from each 
weather type. Figure  4 (middle panels) show that the 
ensemble mean increase in precipitation results from most 
WTs seeing an increase, with the largest contribution from 
weather type 4 (south westerly) followed by type 2 (West-
erly). For the variance in the change in the intensity, weather 
types 1, 2, and 4 provide the main contribution across any 
of the five regions. Figure 4 (bottom panels) show that the 
ensemble means of precipitation change associated with 
frequency changes, are dominated by weather type 2 (West-
erly). The variance from the change in frequency is small 
for all regions except for a modest contribution for Scotland. 
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In this case, the variance associated with westerlies is mod-
erately large, but it is offset by a reduction in frequency of 
Northerlies and Scandinavian High (WT5).

In summary for the UK, the increase in winter precipita-
tion in the future arises due to both a change in the relative 
frequency of individual weather types (particularly more 
westerlies) and an increase in the intensity of precipitation 
associated with most weather types. South-westerlies (WT4) 
consistently contribute the second largest increase in precipi-
tation, more through changes in intensity than frequency. 
A reduction in frequency of northerly flow (WT1) partly 
offsets the two main positive contributors. The picture is 
largely the same for regions of the UK with Wales and Scot-
land having the greatest precipitation change into the future. 
Relative contributions from frequency and precipitation 

intensity changes are similar to those for the UK, with Scot-
land affected most by changes in frequency, Wales most 
by changes in intensity. The spread in changes in winter 
precipitation is most affected by variations in the changes 
associated with westerlies, more so in Scotland and Wales, 
and less in Northern Ireland.

An important consideration for adaptation is associated 
with changes in year-to-year precipitation variability as an 
increase over time means that society would need to adapt 
to a wider range of weather conditions. Figure 5 shows that 
on average across the PPE there is an increase in year-to-
year variability of winter precipitation for all five regions 
over the twenty-first century. To diagnose the contribution 
of year-to-year changes in precipitation due to changes in 
frequency (yellow line), we reconstruct the precipitation 

Fig. 3  Percentage changes in intensity (average daily rainfall) from 1900–1949 to 2050–2099 for each of the 8 weather types and for each of the 
five regions. The colour coding for the weather types is the same as used in Fig. 1



Describing future UK winter precipitation in terms of changes in local circulation patterns  

time series from the sum of the time series of frequency 
(see Fig. 1) for a given weather type scaled by its baseline 
average intensity. We then estimate the rolling window of 
year-to-year variability. We follow the equivalent proce-
dure to estimate the effect from year-to-year changes in 
intensity (red line). In all regions over all time windows, 
changes in year-to-year variations in the intensity of the 
precipitation is the dominant contribution to precipitation 
variability. Changes in interannual precipitation variability 
from changes in frequency of weather types are steady for 
all regions and, apart from in Scotland, are often appreci-
ably lower than the contribution from intensity. Conse-
quently, the increase in winter precipitation variability is 
largely associated with increases in year-to-year variations 
in precipitation intensity.

5  Changes in large‑scale circulation and key 
drivers

In this section we analyse the eddy-driven jet and other 
large-scale drivers of circulation to a) better explain what 
is driving variations in the weather types that affect the 
UK winter precipitation changes so that we can b) assess 
the robustness of the projections provided by the PPE.

5.1  Eddy‑driven jet

First, we focus on showing that the changes in frequency 
of the weather types are qualitatively consistent with 

Fig. 4  Summary over the five regions of ensemble mean (left panels) 
and ensemble variance (right panels) explained by different contribu-
tions of the frequency and intensity to the total winter precipitation 
changes from 2050–2100 relative to 1900–1950. (top panels) The 
values correspond to the ensemble mean and variance and show 3 
bars: the total; contributions from each weather type; and contribu-

tions from the frequency, intensity and cross-terms; (middle panels) 
Decomposition based on weather type for the ensemble average and 
variance where intensity is allowed to vary with time but frequency 
is fixed at its baseline value; (bottom panels) Decomposition based on 
weather type for the ensemble average and variance, where frequency 
is allowed to vary with time and intensity is fixed at its baseline value
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changes in the most immediate large-scale driver of flow 
over the North Atlantic/Europe sector, the eddy-driven jet. 
The observed relationship has been demonstrated using 
reanalysis data, based on a four weather-type classification 
(Madonna et al. 2017). For instance, they show that zonal 
westerly flow (like our weather type 2) is predominantly 
linked to the central jet position.

Figure 6 shows that each weather type is predominantly 
associated with a particular sub-region of the space explored 
by jet latitude and jet strength. For instance, westerlies 
(WT2) are linked with strong central and northern jets in 
our PPE, similar to the reanalysis results described above. 
Conversely, knowing the jet position and strength does 
not uniquely identify a particular weather type as there is 

considerable overlap between the sub-regions of jet latitude-
strength space for certain weather types. The relationship 
between jet and weather type is less clear for weather type 1 
(northerly); Fig. S2 shows that the pressure patterns that are 
clustered into weather type 1 can vary a lot conditioned on 
the position of the jet.

Figures 7 and 8 show that in the second half of the twenty-
first century the jet strengthens when in its central and 
northern locations, and there is a reduction in the amount of 
time spent in its southern position. Figure 6 shows that the 
reduction in the frequency of the weather types 1 (Northerly) 
and 5 (Scandinavian High) and the increase in frequency of 
westerly weather types (WT2 and WT4) in the future can 
be explained by a northerly shift and strengthening of the 

Fig. 5  Contribution in year-to-year variability of regional precipita-
tion associated with weather type frequency and intensity changes. 
The black dashed line is the ensemble mean of the standard devia-
tion over a rolling 30-year window from time series of winter pre-
cipitation. The yellow line (‘fixed intensity) is like the black line but 

based on time series generated by scaling the changes in weather type 
frequency by the 1900–1949 average intensity. Likewise, the red line 
is based on time series of changes in intensity scaled by their 1900–
1949 average frequency. The blue line is the square root of the yellow 
and red lines added in quadrature
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eddy-driven jet. By comparison with Fig. 6, this northward 
shift is broadly consistent with the PPE’s increase in fre-
quency of weather types 2 and 6 (westerly and UK High) and 
a decrease in occurrence of weather types 1 and 5 (North-
erly and Scandinavian High) seen in Fig. 1 from about 2050 
onwards. This timing for fewer days in weather types 1 and 5 
is also consistent with the timing of the reduced frequency of 
the southerly jet (see Fig. 8). However, the central jet stead-
ily becomes more frequent and stronger between 1900 and 

2050, after which it remains steady. The northern jet shows a 
modest reduction in frequency, and then becomes more fre-
quent from 2050 when it also strengthens. Averaged over the 
PPE, the jet latitude shifts northwards by a degree over the 
period 2070–2100 (not shown), which is consistent with the 
amount shown in Barnes and Polvani (2013). Figures 8and 
S6 show that most members have multidecadal variations 
in their jet latitude. The PPE contains members that have 
visible trends towards higher latitudes (like 2491 and 0834, 

Fig. 6  The relationship between properties of the eddy-driven jet and 
the eight weather types in the climate simulations for 1900–2100. 
Each panel shows the 2-d histogram (values normalised so sum to 

1) of daily jet latitude (y-axis) and strength (m/s; x-axis) for winter 
days when the weather type in the title of the panel occurred. The red 
dashed lines show the “central” jet position



 D. M. H. Sexton et al.

see Fig. S6), some behave similarly to the ensemble mean 
(like 2868 and 1649) and some retain a relatively southerly 
jet position throughout the twenty-first century (like 1113 
and 0605).

5.2  Large‑scale drivers of winter variability

Zappa and Shepherd (2017) state that based on the expe-
rience of seasonal forecasting, variations in these features 
of the Atlantic/European circulation arise from three main 
sources: polar vortex strength, tropical amplification, and 
polar amplification (see definitions in Sect. 2); we add a 
fourth, the QBO. We analyse changes in these four drivers 
to better understand changes in the PPE and compare against 
CMIP6 to assess robustness of our projections.

Figure 9 shows a diverse set of changes in the strength of 
the polar vortex with most members lying outside the range 
of control (unforced) simulations for the last few decades, 
suggesting these changes are not due to internal variability 
alone. The members predominantly show a large strengthen-
ing in polar vortex strength towards the end of the twenty-
first century, with several members at the high end of the 
CMIP5 range (Manzini et al. 2014). Unfiltered time series 
of the change in polar vortex strength (see Fig. S7) show 
that in the top five members of Fig. S6 (2491, 0834, 2123, 
1843, and 1649), some of the upward trend is explained by 
a reduction in winters with a strongly negative (weakened) 
polar vortex. The tropical amplification (see Fig. 9) shows a 
strong consistent signal with little diversity across the PPE, 
consistent with the narrow spread in global warming (see 

Fig. 7  Comparison of ensemble mean joint PDF of daily jet latitude 
and jet strength for winter (DJF) in the baseline period (1900–1949; 
top left) and future period (2050–2099; top right). Bottom panels 
show the change in PDF in the future period relative to the baseline 

period as a ratio (left) and difference (right). PDFs are estimated 
using the 2-d normalised histogram of daily jet latitude and strength. 
Red dotted lines denote the “central” jet position
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Yamazaki et al. (2021)). The polar amplification behaves 
similarly, although one PPE member behaves differently due 
to its drift in the AMOC (see Sect. 2). The QBO shows a 
clear reduction in the strength of the easterly phase, which 
implies less drag on the westerly polar vortex (Hall et al. 
2015) consistent with a strengthening of the polar vortex.

Analysis over periods of non-stationarity in individual 
members is problematic because it is easy to misinter-
pret strong collinearity as seen in Fig. S6 as causal when 
there is a risk that it might be spurious. However, emer-
gent relationships across PPEs or multimodel ensembles 
can somewhat alleviate this issue as they explore a range 
of different trends. Figure 10 shows scatterplots of the 
changes in weather type frequency against changes in the 

large-scale drivers between 2050–2099 and 1900–1950. 
Due to the relatively small sample size, we only show the 
four relationships where the magnitude of the rank correla-
tion is greater than 0.6. This does not mean that the large-
scale drivers are only affecting these four weather types; 
there are several relationships with correlations between 
0.4 and 0.6, which could be causal, but it would require 
a more detailed analysis to make more robust statements. 
Large correlations with parameter values across the PPE 
are indicative of the reason for the diverse spread. Here, 
a moderate 21% of the spread (not shown) in the polar 
vortex changes across the PPE is controlled by the Criti-
cal Froude number in the Gravity Wave Drag Scheme. We 
cannot tell whether this is a direct effect of the critical 

Fig. 8  Evolution of fraction of winter days spent in each jet latitude 
band and the jet strength from 1900 to 2100 for the southern, central 
and northern jet for the ensemble mean (left panels) and as 40-year 

filtered time series for the ensemble mean and individual PPE mem-
bers (right panels)
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Froude number on the response or whether it is indirectly 
related to changes in the present day state as suggested by 
(Sigmond and Scinocca 2010).

Into the future, members with a strengthened polar 
vortex also have a reducing frequency of WT1 and WT5, 
and an increasing frequency of WT2. These changes are 
consistent with the known influence of the stratosphere on 
the North Atlantic surface climate, where a strengthened 
polar vortex leads to a positive NAO (as discussed in Ine-
son and Scaife 2009). The change in polar vortex strength 
also has a sizeable rank correlation of 0.68 with the change 
in jet strength for the 13 non-drifting AMOC members 
(0.48 for the 15 members); several possible mechanisms 
that could provide such a link are discussed in Hall et al. 
(2015). Consequently, the future changes in pressure pat-
terns, eddy-driven jet, and polar vortex strength are behav-
ing consistently.

Having established the importance of the polar vortex 
strength in our PPE, and knowing the importance of tropical 
amplification from Zappa and Shepherd (2017), we com-
pare how the PPE and CMIP6 RCP8.5 projections explore 
the space defined by these two drivers (see Fig. 11). Unlike 
Zappa and Shepherd (2017), we do not normalise these by 
global temperature change. Figure 11 shows that for the end 
of the twenty-first century (right panel), the PPE extended 
the range of changes in polar vortex strength sampled by 
CMIP6 but only explored the top half of the CMIP6 range 
of tropical amplification. The latter is related to the narrow 
range of climate feedbacks explored by this PPE (Rostron 
et al. 2020). For changes up to the early twenty-first century, 
the space explored by the two ensembles is similar.

6  Summary and discussion

We have demonstrated a two-stage approach to explain 
the range of projected changes across an ensemble of 
climate simulations. The first stage (based on Figs. 1, 2, 
3, 4, 5) aims to describe the range of possible outcomes 
in a climate hazard, in terms of contributary factors that 
people can easily relate to. In our case, we have applied 
this to winter precipitation in regions of the UK, across a 
15-member PPE of coupled climate simulations, relating 
them to a local driver of changes in weather that people are 
familiar with, namely local pressure patterns. The second 
stage (based on Figs. 6, 7, 8, 9, 10, 11) involves an analysis 
to understand the changes in the local driver(s) in terms of 
larger-scale drivers such as global temperature, tempera-
ture gradients, and/or sub-seasonal phenomena that drive 
year-to-year variability. This deeper understanding is put 
in the context of results from other climate projections, to 
assess how representative our projections are with respect 
to the wider uncertainty, so that users of these climate 
projections can gauge the extent to which they need to 
factor in more information.

We find that the projected increase in UK winter pre-
cipitation (Fig. 2) predominantly relates to an increase in 
rainfall intensity across most weather types (Fig. 3), most 
notably for south-westerlies. The magnitude of intensity 
change varies across the PPE and is the main source of 
spread in future UK winter precipitation projections. This 
increasing intensity also leads to an increase in year-to-
year variability of winter precipitation (Fig. 5). However, 
changes in the frequency of the weather types (Fig. 1) over 
the twenty-first century also contributes to the projected 
increase in precipitation and its variability (Figs. 4 and 5). 
That the UK winter precipitation changes are largely due 
to an increase in rainfall intensity agrees with Emori and 
Brown (2005) and Seagar et al. (2010), the latter agreeing 
that this is largely a thermodynamic effect.

Our breakdown of precipitation by weather type also 
allows future projections to be better understood in rela-
tions to today’s weather. For example, if we experienced 
a period of northerlies and easterlies, we could say that 
our projections suggest less of these to occur in the future 
under climate change. Note that quantitative estimates 
would need to account for the wet biases for England, 
Wales, and UK as a whole. There are alternatives to our 
8 weather types that could have been used. We suggest 
the choice depends on a trade-off between the level of 
detail that suits the intended audience, and the level of 
detail required by the hazard of interest and by the need to 
provide useful insights. For example, if the four weather 
types used by Madonna et al. (2017) were expressed in 
terms of mean sea level pressure rather than geopotential 

Fig. 9  Time series of four large-scale drivers of North Atlantic/Euro-
pean circulation for the 15 coupled PPE members (blue), their ensem-
ble mean (dark blue). The grey shading shows the range of changes 
that correspond to years 1930 to 2100 from control runs forced with 
1900 conditions (the first 30 years are excluded due to an initial drift 
of 0.2K in global temperature in these runs over that period). The 
QBO is unfiltered but the other three drivers are smoothed with a 
40-year filter
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height, they could have led to slightly simpler messag-
ing; however, it would not have been possible to make the 
distinction between the greater increase in intensity asso-
ciated with southwesterlies over westerlies. In contrast, 
climate extremes might need a more detailed definition of 
the weather types; Kendon et al. (2020) show an example 
of how this might work, using the 30 weather types to help 
explain a different climate variable, the record hottest day 
in UK winter. A cautionary note from that paper is that the 
quality of the dependency of the local climate hazard on 
weather type varies considerably across the multimodel 
ensemble, suggesting an initial filtering stage is required 
to omit members with the poorest performance.

Unlike other studies that have had a similar aim to that of 
our first stage, we have added a second stage where we link 
the local driver (here it is the weather types) to the larger 
scale drivers that have been shown to explain most of the 
variations across climate projections. Across the PPE, the 

eddy-driven jet strengthens and shifts away from the south-
ern jet position towards the central position and by the late 
twenty-first century, towards the northern jet (Figs. 7 and 
8). The changes in the weather types are consistent with 
these changes in the eddy-driven jet (Fig. 6). We also ana-
lysed four other large-scale drivers (Fig. 9) and found that 
the changes in the weather types and eddy-driven jet were 
most strongly linked to changes in the strength of the polar 
vortex (Fig. 10). Half the PPE members show increases in 
the strength of the polar vortex. The QBO shows a reduc-
tion in the strength of the easterly phase in all members. 
As the easterly QBO phase favours a weaker polar vortex 
(Holton and Tan 1982), a reduction in its strength is likely 
to be contributing a strengthening effect on the polar vortex. 
This relative importance of the polar vortex strength over the 
polar and tropical amplification may be because the param-
eter perturbations (mainly in the gravity wave drag scheme) 
have been effective in sampling a wide range of changes 

Fig. 10  Relationships between changes between 2050–2099 and 
1900–1950 in the frequency of weather types and the four large-scale 
drivers across the PPE. Spearman rank correlations in the plot titles 

are for all 15 members, with a value in brackets for just the 13 mem-
bers with no AMOC drift. Only relationships where the correlation 
has a magnitude greater than 0.6 are shown
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in the strength of the polar vortex but cover only half the 
range of the other two key drivers. The lack of spread in 
tropical warming is largely due to the high-end global 
warming seen in the PPE, which is mainly because the PPE 
does not include variants that explore the low end of the 
climate sensitivity range with plausible model performance 
(Yamazaki et al. 2021). Figure 11 shows that neither the PPE 
nor CMIP6 is representative of the full coverage explored 
by both. We conclude that a combination of both the PPE 
and CMIP6 provides the best coverage of two key drivers of 
changes in circulation over the UK.

In practice, studies based on a set of climate simulations 
are not based on the full set of available climate simulations 
and therefore not representative of the full range that could 
be explored by state-of-the-art climate models. There are 
many reasons for this such as ease of access, availability of 
the required variables, or that only certain global simulations 
have been downscaled as in the case of UKCP Regional 
and UKCP Local. Armed with the information captured in 
Fig. 11, users can better appreciate how representative their 
results might be of the range of possibilities. For example, 
users of the regional simulations from UKCP can see that 
this ensemble does not represent future climates where the 
polar vortex weakens and the tropical amplification is at the 
low end, so that the westerlies become less frequent over 
the twenty-first century. The assessment also provides use-
ful information if the user wants to sub-sample the PPE 
members to provide a smaller but representative set of cli-
mate simulations to drive impacts studies e.g. (McSweeney 
and Jones 2016). The analysis from stage one also provides 
information which could be used for a sub-selection e.g., 

the members with the least and greatest contribution from 
changes in weather type frequency, (see Fig. S5).

In general, we have evaluated the robustness of our PPE 
in terms of changes in key large-scale drivers that dominate 
variations in the local drivers of stage one across the wider 
multimodel ensemble. So, a good understanding of the key 
large-scale drivers is required to inform any assessment of 
robustness of projections of other variables of interest. This 
follows the same reasoning behind the choice of the vari-
ables used for storylines, which are tailored to the user and 
are promoted as being better for robust decision-making 
strategies in the presence of the deep uncertainty that exists 
in climate adaptation due to imperfect climate models and 
a limited set of emissions scenarios (Zappa and Shepherd 
2017; Dessai et al. 2018; Harvey et al. 2023). So improved 
causal understanding can benefit both methods. Indeed, 
in this particular case, the Zappa and Shepherd storyline 
variables were the ones relevant to our assessment of the 
robustness.

Improved causal understanding also provides the poten-
tial to refine this cloud of values by ruling out PPE or 
CMIP6 members that are relatively poor in representing 
key processes involving the large-scale drivers. However, 
any future research on this will be challenging as there 
are often multiple causal factors to consider (e.g., Hall 
et al. 2015; Kretschmer et al. 2016; Andrews et al. 2019). 
Indeed, there are already signs of one such causal driver 
occurring in some of the PPE members; the driver is sea 
ice melt in the Barents and Kara seas which leads to an 
additional weakening of the polar vortex (Manzini et al. 
2018; Kretschmer et al. 2020). In Fig. 9 there is a decrease 

Fig. 11  Changes in polar vortex strength and tropical amplification from the 1900–1950 baseline, as seen in the PPE and CMIP6 under the 
RCP8.5 scenario
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in the polar vortex strength during the early twenty-first 
century at the same time that the sea ice melts; this will be 
more carefully investigated in future work.

The assessment of robustness of a new ensemble 
requires comparison with a larger set of simulations that 
could include the CMIP5 and CMIP6 multimodel ensem-
bles, the so-called SMILEs (single model initial condition 
large ensembles), and realisations from very high reso-
lution global and regional climate models. Even with a 
large, combined set of climate simulations from several 
of these sources, there are still sampling issues, and more 
importantly systematic errors, that limit how well the full 
range of possible future outcomes for the climate hazard 
are represented. For instance, studies that identify system-
atic errors common to all current models, such as Screen 
et al. (2022) who suggest the current models generally 
under-predict equatorward movement of the jet in response 
to Arctic sea ice melt, imply that there are possible future 
climates outside the range as it is currently explored. New 
methods are needed to estimate the wider uncertainty 
accounting for such issues; but it will still be essential to 
evaluate the climate projections in this context.
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