
Vol.:(0123456789)

Climate Dynamics 
https://doi.org/10.1007/s00382-024-07105-5

ORIGINAL ARTICLE

Validation of key Arctic energy and water budget components 
in CMIP6

Susanna Winkelbauer1,2,4  · Michael Mayer1,2,3,4 · Leopold Haimberger1,4

Received: 10 August 2023 / Accepted: 4 January 2024 
© The Author(s) 2024

Abstract
We investigate historical simulations of relevant components of the Arctic energy and water budgets for 39 Coupled Model 
Intercomparison Project Phase 6 (CMIP6) models and validate them against observation-based estimates. We look at simu-
lated seasonal cycles, long-term averages and trends of lateral transports and storage rates in atmosphere and ocean as well 
as vertical fluxes at top-of-atmosphere and the surface. We find large inter-model spreads and systematic biases in the repre-
sentation of annual cycles and long-term averages. Surface freshwater fluxes associated with precipitation and evaporation 
as well as runoff from Arctic lands tend to be overestimated by most CMIP6 models and about two thirds of the analysed 
models feature an early timing bias of one month in the runoff cycle phase, related to an early snow melt bias and the lack of 
realistic river routing schemes. Further, large biases are found for oceanic volume transports, partly because data required 
for accurate oceanic transport computations has not been archived. Biases are also present in the simulated energy budget 
components. The net vertical energy flux out of the ocean at the Arctic surface as well as poleward oceanic heat transports 
are systematically underestimated by all models. We find strong anti-correlation between average oceanic heat transports 
and mean sea ice cover, atmospheric heat transports, and also the long-term ocean warming rate. The latter strongly sug-
gests that accurate depiction of the mean state is a prerequisite for realistic projections of future warming of the Arctic. Our 
diagnostics also provide useful process-based metrics for model selection to constrain projections.
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1 Introduction

The Arctic has undergone major changes in recent decades 
due to climate warming, with important implications not 
only for the Arctic itself, but also for the global climate 
system. Various feedback mechanisms like the ice-albedo 
feedback or the Planck feedback (Goosse et al. 2018) lead 
to a faster warming of the Polar regions compared to the 
globe. While earlier studies report a warming about twice 
the global average (Serreze et al. 2009; Walsh 2014), more 

recent observational datasets suggest an even stronger warm-
ing about 4 times the global average (Rantanen et al. 2022). 
Rising temperatures provoke the degradation of permafrost 
(Rowland et al. 2010), thawing of the Greenland ice sheet 
(Mouginot et al. 2019) and sea ice melt (Stroeve and Notz 
2018). The decline in sea ice area and thickness has been 
particularly prominent in recent decades (Kwok 2018) and 
is caused by both atmospheric and oceanic processes (Doc-
quier and Koenigk 2021). Northward heat transports in both 
the atmosphere and ocean counterbalance an average net loss 
of energy to space in the Arctic. Variability and trends in 
those transports have major impacts on the state and change 
of the Arctic system, including sea ice, the atmosphere and 
the ocean (Docquier and Koenigk 2021).

Arctic warming also has a strong impact on the Arctic 
water balance, leading to an increase of runoff from land 
areas and the Greenland ice sheet as well as increases in 
precipitation. The reasons for enhanced Arctic precipitation 
changes are still under debate. While earlier studies attrib-
ute increases in area-integrated evaporation due to increased 
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open water areas together with enhanced moisture trans-
ports from lower latitudes (Bintanja and Selten 2014), more 
recent studies argue that the changes are consequences of the 
Planck feedback and therefore energetically driven (Pithan 
and Jung 2021; Bonan et al. 2023)

The effects of Arctic warming are not only limited to the 
Arctic—the melting of glaciers and the Greenland ice sheet 
contribute to rapid sea-level rise around the globe (e.g., 
Moon et al. 2018; Box et al. 2022) and the release of larger 
amounts of freshwater to the Atlantic Ocean (Haine et al. 
2015) could have major implications for the oceanic circula-
tion at a global scale. Further, there is contrasting evidence 
regarding the hypothesis that a reduction in the meridional 
temperature gradient might affect weather and climate in 
the mid-latitudes (e.g., Blackport and Screen 2020; Coumou 
et al. 2018; Francis and Vavrus 2012; Screen and Simmonds 
2013)

Thus, the Arctic represents a complex system marked 
by tight couplings between atmosphere, ocean and sea ice, 
encompassing processes on various spatial and temporal 
scales. Analyzing the Arctic energy and water budgets is 
crucial to understand the physical processes of the system 
as well as the couplings between its components and to com-
prehend the pronounced warming trend and the resulting 
impacts on the Arctic system itself and globally. Further, 
improved process understanding and accurate validation data 
is needed to develop and enhance climate models and sub-
sequently improve our knowledge of future Arctic change.

The development of the Coupled Model Intercomparison 
Project, a global collaborative initiative with its latest gen-
eration CMIP6 (Eyring et al. 2016), whose data are used to 
i.a. underpin the 6th Assessment Report of the Intergovern-
mental Panel on Climate Change (e.g., Fox-Kemper et al. 
2021), helps to assess projected future changes under vari-
ous greenhouse gas emission scenarios and is essential in 
understanding and quantifying the strength and the effects of 
climate change. However, the complex interactions between 
atmosphere, ocean and sea ice pose a major challenge to 
Arctic climate simulations and introduce large uncertainties 
and biases (Cai et al. 2021; Knutti 2008). This raises the 
need for a thorough evaluation of historical climate model 
simulations against observations in order to detect model 
biases, find potential shortcomings and improve our confi-
dence in future projections.

However, due to the harsh environmental conditions and 
sheer remoteness, measurements in the polar regions are rel-
atively sparse (Khosravi et al. 2022), complicating especially 
ocean and sea ice diagnostics. Satellite observations help 
in the quantification of surface properties, however in-situ 
data to assess subsurface properties, like vertically resolved 
temperatures in the ocean, are limited.

Over the past years, the usage of ocean reanalyses (ORAs) 
proved to be useful to study past ocean states, long-term 

climate trends and investigate ocean variability (Storto et al. 
2019b; von Schuckmann et al. 2020; Mayer et al. 2021c, 
2022). However, as their reliability depends i.a. on the qual-
ity and quantity of observational data assimilated into the 
models, the reanalyses are affected by data paucity in the 
Arctic. Nevertheless, Mayer et al. (2021c) show that ORAs 
realistically represents observed trends and temporal vari-
abilities of ocean heat content (OHC) in the Norwegian Sea. 
Cheng et al. (2022) find that the uncertainty of Arctic OHC 
is larger than for the other world basins, however they still 
find consistent trends for Arctic OHC between observations 
and a reanalysis product. Mayer et al. (2022) find a good 
agreement between ORAs and observations of the variabil-
ity of ocean heat transport (OHT) anomalies into the Arctic 
Mediterranean, but they find OHT to be biased small by 
about 14%. In general, OHC is more strongly constrained in 
ORAs than oceanic transports and hence are deemed to be 
more reliable. A largely observation-based estimate of OHTs 
is provided by Tsubouchi et al. (2018), who derive transport 
estimates from moorings in a mass-consistent way, creating 
a largely model-independent estimate of Arctic OHTs.

Serreze et al. (2009) provide holistic estimates of annual 
cycles and long-term means of the coupled Arctic energy and 
water budget. However, their results contained inconsisten-
cies of the various terms as indicated by large budget residu-
als, which is likely related to inaccurate data and suboptimal 
diagnostic methods (such as a biased atmospheric budget 
framework, see Mayer et al. 2017). Therefore, Mayer et al. 
(2019) combine transports from Tsubouchi et al. (2018) with 
state-of-the-art reanalyses and other observational products 
and provide updated and improved, consistent estimates of 
the coupled Arctic energy budget for the period 2005–2009. 
Similarly Winkelbauer et al. (2022) provide observationally 
constrained estimates of the key components of the Arctic 
water budget using observational datasets as well as reanaly-
ses for 1993–2019.

In this study, we will use the observationally constrained 
estimates from Mayer et al. (2019) and Winkelbauer et al. 
(2022) as well as updated estimates from observations and 
reanalyses to evaluate a large ensemble of CMIP6 models. 
We aim to analyse the models’ ability to accurately simu-
late some of the key components of the Arctic energy and 
water budgets and analyse the simulated long-term averages 
and seasonal cycles of the various energy and water cycle 
variables and their connections to understand typical model 
biases.

The paper is structured as follows. Section 2 introduces 
the main energy and water budget equations and describes 
the numerical methods used for calculating them, and Sect. 3 
describes the data sets analysed and the study area. The 
results are presented in Sect. 4 and are divided into water 
(Sect. 4.1) and energy (Sect. 4.2) budget analyses. Conclu-
sions and discussions follow in Sect. 5.
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2  Methods

In this section we formulate the vertically integrated energy 
and water balance equations for the Arctic and describe the 
analytical methods used.

2.1  Energy and water budgets

For the Arctic energy cycle, we follow Mayer et al. (2019) 
and define the equation for the total energy budget of the 
atmosphere as

with the net (turbulent plus net radiative) vertical energy flux 
at the surface F S , the net radiation at the top of the atmos-
phere F TOA , the atmospheric total energy tendency AET and 
the divergence of vertically integrated lateral atmospheric 
energy transports ∇ ⋅ FA , which is equal to atmospheric 
energy transports over the lateral boundaries (AHT). The 
last term represents the cooling of the surface due to falling 
snow and consists of the latent heat of fusion L f  (− 0.3337 
× 106 J kg−1 ) and the snowfall rate P snow . Vertical fluxes are 
defined as positive downwards. The energy budget equation 
for an ocean-sea ice column reads as follows:

with the temporal tendency of ocean heat content OHCT, 
the divergence of vertically integrated ocean heat trans-
port ∇ ⋅ FO , the sea ice melt energy tendency MET (i.e. the 
energy absorbed or released during melt and freeze, respec-
tively, computed as the product of monthly sea ice thickness 
change and L f  ), the sea ice sensible heat content tendency 
IHCT, the divergence of latent heat transport associated with 
sea ice transports ∇ ⋅ FI and the snowfall term. The last term 
describes latent heat changes in conjunction with changes in 
grid-point-averaged snow thickness (dsnow).

For the oceanic water budget equation we follow Winkel-
bauer et al. (2022) and formulate it in its volumetric form:

with the change of ocean volume denoted as ΔSO , the sur-
face water fluxes precipitation P and evapotranspiration ET 
(counted positive downward), runoff from surrounding land 
areas R and the divergence of lateral oceanic volume fluxes 
∇ ⋅ Fvol.

Furthermore, following Gauss’s divergence theorem the 
divergence terms in equations 2 and 3 can be replaced by 
transports of energy and volume across the lateral bounda-
ries when considering closed oceanic regions.

(1)FS = FTOA − AET − ∇ ⋅ FA − Lf (TP)Psnow

(2)
FS =OHCT + ∇ ⋅ FO +MET + IHCT + ∇ ⋅ FI

− Lf (Tp)Psnow + Lf �snow
�dsnow

�t

(3)ΔSO = P + ET + R − ∇ ⋅ Fvol

2.2  Oceanic transports

Oceanic transports of volume (OVT), heat (OHT) and ice 
(OIT) through a given strait are defined as follows:

where v⃗o is the velocity vector of the oceanic flow and n⃗ is 
the vector normal to the strait. Furthermore, x defines the 
width along the strait, with the straits’ starting point x s and 
the end point x e . The straits’ depth is given by z, where x 
and z together form the cross sectional area of the strait. Ice 
transports are calculated by integrating the cross-sectional 
ice velocity v⃗i over the grid point average ice depth (d) and 
integrating over the section. Latent heat transports into the 
study area through ice exports (IHT) are then estimated by 
multiplying OIT with the sea ice density (assumed constant 
at 928 kgm−3 ) and the latent heat of fusion L f  (− 0.3337 × 
106 J kg−1 ). Computation of heat transports requires potential 
temperature � , the specific heat of seawater cp and the den-
sity of seawater � . Throughout this study, cp and � are kept 
constant at 3996 Jkg−1 K−1 and 1026 kgm−3 , respectively, 
because variations in cp and � tend to compensate each other 
and together lead to only small changes in the computed heat 
transports (Fasullo and Trenberth 2008) which are neglected 
in the context of this study.

As discussed by Schauer and Beszczynska-Möller (2009), 
unambiguous heat transports would actually demand closed 
volume transports through the examined straits, which 
is not the case for the single straits considered here, and 
only approximately satisfied for the total oceanic transport 
through all straits. As a result, heat transports have to be cal-
culated relative to a reference temperature �ref  , which should 
represent the mean temperature of the assessed flow. Strictly 
speaking this reference temperature should vary spatially 
and temporally according to the investigated flow (Bacon 
et al. 2015). While changes in the reference temperature 
have only minor effects on the net Arctic transports (not 
shown), they are larger for transports through individual 
straits and may become significant the stronger �ref  changes. 
However, to simplify the analysis we follow e.g. Tsubouchi 
et al. (2012), Tsubouchi et al. (2018), Muilwijk et al. (2018), 
Shu et al. (2022), Heuzé et al. (2023) and calculate all heat 
transports relative to a 0 ◦C reference. Usage of the same 
reference temperature for all models and straits also allows 

(4)OVT =∫
xe

xs
∫

z(x)

0

v⃗o(x, z) ⋅ n⃗ dz dx

(5)OIT =∫
xe

xs

d(x)v⃗i(x) ⋅ n⃗ dx

(6)OHT =cp𝜌∫
xe

xs
∫

z(x)

0

(𝜃(x, z) − 𝜃ref )v⃗o(x, z) ⋅ n⃗ dz dx
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for better inter-comparisons with one another (Muilwijk 
et al. 2018).

Transports must be calculated on the native grids of 
the models to maintain the conservation properties of the 
models. However, ocean models often use curvilinear grids 
where the North Pole is placed over land areas to avoid 
singularities over the ocean. The number of poles (tri- vs. 
dipolar), the exact location of the poles, and the Arakawa 
partition vary between models, resulting in a large number 

of different grid types, making it difficult to compare models 
and with observations. We have developed two methods for 
calculating accurate ocean transports on different CMIP6 
model grids, which are described in Winkelbauer et al. 
(2023) and are available via the Python package StraitFlux 
(Winkelbauer 2023).

Net Arctic transports are calculated as the sum of trans-
ports through Fram Strait, Davis Strait, the Barents Sea 

Table 1  List of models included in the analysis, their modelling components and links to relevant references

i Model name Atmosphere Land Ocean Ice References

1 ACCESS-CM2 UM10.6 GA7.1 CABLE2.5 MOM5.1 CICE5.1.2  Bi et al. (2020)
2 ACCESS-ESM1-5 UM7.3 GA1 CABLE2.4 MOM5.1 CICE4.1  Ziehn et al. (2020)
3 BCC-CSM2-MR BCC-AGCM3-MR BCC AVIM2 MOM4 SIS2  Wu et al. (2019)
4 BCC-ESM1 BCC-AGCM3-Chem BCC AVIM2 MOM4 SIS2  Wu et al. (2019)
5 CAMS-CSM1-0 ECHAM5-CAMS CoLM 1.0 MOM4 SIS1  Chen et al. (2019)
6 CanESM5 CanAM5 CLASS3.6-CTEM NEMO3.4 LIM2  Swart et al. (2019)
7 CAS-ESM2-0 IAP AGCM5.0 CoLM LICOM2.0 CICE4.0E  Zhang et al. (2020)
8 CESM2 CAM6 CLM5 POP2 CICE5.1  Danabasoglu et al. (2020)
9 CESM2-WACCM WACCM6 CLM5 POP2 CICE5.1  Danabasoglu et al. (2020)
10 CMCC-CM2-HR4 CAM4 CLM4.5 NEMO3.6 CICE4.0 N/A
11 CMCC-CM2-SR5 CAM5.3 CLM4.5 NEMO3.6 CICE4.0 N/A
12 CNRM-CM6-1 ARPEGE-Clim6.3 Surfex 8.0c NEMO3.6 Gelato 6.1  Voldoire et al. (2019)
13 CNRM-CM6-1-HR ARPEGE-Clim6.3 Surfex 8.0c NEMO3.6 Gelato 6.1  Voldoire et al. (2019)
14 EC-Earth3P-HR IFS cy36r4 HTESSEL NEMO3.6 LIM3  Haarsma et al. (2020)
15 EC-Earth3 IFS cy36r4 HTESSEL NEMO3.6 LIM3  Döscher et al. (2022)
16 FGOALS-f3-L FAMIL2.2 CLM4.0 LICOM3.0 CICE4.0  He et al. (2019)
17 FGOALS-g3 GAMIL3 CAS-LSM LICOM3.0 CICE4.0  Li et al. (2020)
18 FIO-ESM2-0 CAM5 CLM4.0 POP2 CICE4  Bao et al. (2020)
19 GFDL-CM4 AM4.0 LM4.0 MOM6 SIS2  Held et al. (2019)
20 GFDL-ESM4 AM4.1 LM4.1 MOM6 SIS2  Dunne et al. (2020)
21 GISS-E2-1-G GISS-E2.1 GISS LSM GISS Ocean v1 GISS SI  Kelley et al. (2020)
22 HadGEM3-GC31-LL UM-HG3-GA7.1 JULES-HG3-GL7.1 NEMO-HG3-GO6 CICE-HG3-GS18  Williams et al. (2018)
23 HadGEM3-GC31-MM UM-HG3-GA7.1 JULES-HG3-GL7.1 NEMO-HG3-GO6 CICE-HG3-GS18  Williams et al. (2018)
24 INM-CM5-0 INM-AM5-0 INM-LND1 INM-OM5 INM-ICE1 N/A
25 IPSL-CM6A-LR LMDZ ORCHIDEE NEMO-OPA NEMO-LIM3  Boucher et al. (2020)
26 IPSL-CM6A-LR-INCA LMDZ ORCHIDEE NEMO-OPA NEMO-LIM3  Boucher et al. (2020)
27 KACE-1-0-G UM-HG3-GA7.1 JULES-HG3-GL7.1 MOM4p1 CICE-HG3-GSI8  Lee et al. (2020)
28 KIOST-ESM AM2 LM3.0 MOM5 SIS  Pak et al. (2021)
29 MIROC-ES2L CCSR-NIES AGCM MATSIRO6 COCO4.9 COCO4.9  Hajima et al. (2020)
30 MIROC6 CCSR AGCM MATSIRO6 COCO4.9 COCO4.9  Tatebe et al. (2019)
31 MPI-ESM1-2-HR ECHAM6.3 JSBACH3.20 MPIOM1.63 MPIOM1.63  Mauritsen et al. (2019)
32 MPI-ESM1-2-LR ECHAM6.3 JSBACH3.21 MPIOM1.63 MPIOM1.63  Mauritsen et al. (2019)
33 MRI-ESM2-0 MRI-AGCM3.5 HAL 1.0 MRI.COMv4 MRI.COMv4  Yukimoto et al. (2019)
34 NESM3 ECHAM6.3 JSBACH NEMO3.4 CICE4.1  Cao et al. (2018)
35 NorCPM1 CAM(OSLO4.1) CLM4 MICOM1.1 CICE4  Bethke et al. (2021)
36 NorESM2-MM CAM6 CLM5 BLOM CICE5.1.2  Seland et al. (2020)
37 SAM0-UNICON CAM5-UNICON CLM4.0 POP2 CICE4.0  Park et al. (2019)
38 TaiESM1 TaiAM1 CLM4.0 POP2 CICE4  Wang et al. (2021)
39 UKESM1-0-LL UM-HG3-GA7.1 JULES-ES− 1.0 NEMO-HG3-GO6 CICE-HG3-GS18  Sellar et al. (2019)
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Opening and Bering Strait (see Fig. 1 below for the location 
of the cross-sections).

2.3  Metrics

To validate CMIP6 output against observations, scalar quan-
tities are regridded to regular grids in the resolution of the 
available observation-based data (0.25◦ ✕ 0.25◦ and 1 ◦ ✕ 1◦ 
grids). However, quantities using vector-based components 
are computed on the respective native grids of the models to 
avoid any errors associated with the interpolation of vector 
quantities. Spatial averages are calculated over the Arctic 
areas as defined in Fig. 1 and long-term average seasonal 
cycles are determined over the 1993–2014 period.

We calculate decadal trends by applying a linear regres-
sion to the monthly anomaly (i.e., deseasonalized) time 
series. Significance is determined by the Wald test with a 
t-distribution, with p-values less than 0.05 considered sig-
nificant. Inter-model correlations are calculated using Pear-
son’s correlation coefficient r and to assess seasonal model 
performance we use normalised mean errors (nME). The 
normalisation for each variable is done using the largest 
error of all models for the variable in question to facilitate 
inter-model comparisons. For instance, the nME for model j 
over N years (whereby annual averages are calculated using 
only the assessed season, e.g. DJF for winter) is calculated 
as follows:

(7)nMEj =

∑N

i=1
(dataj,i − referencej,i)

MAXK
k
(nMEk)

To determine sampling errors of long-term averages that 
can arise, e.g., from different states of natural variability 
modes in the model runs compared to observations, we use 
a bootstraping approach of random sampling with replace-
ment. Thus, for every model and variable we calculate 1000 
long-term averages of the desired period (e.g. 22 years for 
the 1993–2014 period) out of randomly drawn annual aver-
ages within the most recent decades (1980–2014). The sam-
pling error is then estimated as 2-sigma standard deviation 
from the distribution of the randomly sampled long-term 
averages.

Confidence ellipses for two-dimensional datasets (see all 
scatter-diagrams in Sec. 4 and the supplementary material) 
are calculated using the Pearson correlation coefficient as 
described at https:// carst ensch elp. github. io/ 2018/ 09/ 14/ Plot_ 
Confi dence_ Ellip se_ 001. html. They are determined for the 
2-sigma standard deviation and therefore encompass about 
95% of all values in the 2D space.

3  Data and study domain

3.1  CMIP6 models

We use monthly output from 39 models that participated 
in the Climate Model Intercomparison Project Phase 6 
[CMIP6, Eyring et al. (2016)]. Table 1 lists all the models 
used in this study, including their modelling components, 
and provides links to key references. We use historical 
model runs for 37 models and the hist-1950 model run for 
EC-Earth3P-HR and HadGEM3-GC31-MM. We use one 

Table 2  List of all CMIP6 variables used through this study, including their units, number of available models n and the indices of missing mod-
els

All variables where downloaded through ESGF

Variable Description Unit n Missing models

rsus, rsds, rlus, rlds Surface up-/downward, short-/longwave raditations Wm
−2 39 –

rsut, rsdt, rlut Toa outgoing short-/longwave and incident shortwave radita-
tions

Wm
−2 39 –

hfss, hfls Surface sensible and latent heat flux Wm
−2 38 28

pr Precipitation flux kg m−2 s−1 39 –
evspsbl Evaporation (incl. sublimation and transpiration) kg m−2 s−1 38 28
mrro Runoff flux kg m−2 s−1 36 5, 34, 35
thetao Sea water potential temperature degC 38 27
uo,vo Sea water x/y velocity ms

−1 36 20,27,35
thkcello Ocean cell thickness m 26 7, 8, 9, 16, 17, 18, 21, 24, 27, 28, 33, 34, 35
sithick / sivol Actual thickness of sea ice / total volume of sea ice divided 

by grid-cell area (=sithick*siconc)
m 35 17, 21, 24, 27

siconc Percentage of grid cell covered by sea ice % 36 20, 21, 27
siu, siv Sea ice x/y velocity ms

−1 20 7, 8, 9, 13, 16, 17, 18, 20, 21, 24, 27, 28, 
29, 30, 33, 34, 35, 36, 38

https://carstenschelp.github.io/2018/09/14/Plot_Confidence_Ellipse_001.html
https://carstenschelp.github.io/2018/09/14/Plot_Confidence_Ellipse_001.html
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ensemble member per model and choose the first available 
member per model, r1i1p1f2 for CNRM-CM6-1, CNRM-
CM6-1-HR, MIROC-ES2L and UKESM1-0-LL, r1i1p1f3 
for HadGEM3-GC31-LL and HadGEM3-GC31-MM, 
r1i1p2f1 for EC-Earth3P-HR and r1i1p1f1 for the remaining 
32 models. The models have different horizontal and vertical 
resolutions (please refer to the individual model documenta-
tion listed in Tab. 1) and differ in their modelling compo-
nents for atmosphere, land, ocean and sea ice. However, the 
models are not completely independent and often overlap in 
one or more modelling components. Therefore, when calcu-
lating the multi-model mean (MMM), models should ideally 
be preselected to avoid overlapping components or weighted 
with respect to their independence and performance (Brun-
ner et al. 2020). Hence, results might differ when compil-
ing a model ensemble that maximizes independence of its 
members, but this is not the focus of this study.

All data are obtained from the Earth System Grid Fed-
eration (ESGF) website (https:// esgf- node. llnl. gov/ search/ 
cmip6/). We assess different components of the energy 
and water budgets. Table 2 lists the variables used in this 
study, not all variables are available for all models, there-
fore the number of available models (n) and a list of miss-
ing models (numbers correspond to indices in Table 1) are 
also given in Table 2. The variables listed in Table 2 are 
used to derive the main budget components represented by 
Eqs. 1 to 3, such as F s , F TOA , AET, OHCT, MET, OHT, 
OVT and OIT. F TOA and F s are calculated directly using 

all available radiative and turbulent heat flux components 
(see Table 2) and oceanic transports are calculated using 
StraitFlux (Winkelbauer et al. 2023). Heat content ten-
dencies in the ocean (OHCT) and sea ice (MET) are cal-
culated from sea water potential temperature and sea ice 
thicknesse respectively, using a Theil-Sen trend estimator. 
Atmospheric energy tendencies (AET) are calculated on 
temperature and humidity levels using central differences 
of monthly mean values and the atmospheric heat trans-
port AHT, which is equal to the divergence term ∇ ⋅ FA , is 
estimated indirectly using equation 1.

Sea ice extent was calculated similarly to Shu et al. 
(2020) as the area of all grid cells with sea ice concen-
tration (siconc) greater than 15%. For sea ice thickness 
we either use the variable sivol or multiply sithick with 
siconc, depending on the availability of the variable 
through ESGF.

3.2  Observational data

To quantify the representation of the energy and water 
budget components in CMIP, we compare the modelled 
seasonal cycles and long-term averages with observation 
based estimates.

Winkelbauer et al. (2022) provide observationally con-
strained estimates of the key components of the Arctic water 
budget using in-situ and satellite observations as well as 
reanalyses, and enforcing budget closure with a variational 

Table 3  List of datasets used to 
calculate the energy and water 
budget variables

Variable Data Time period

R Adapted from Winkelbauer et al. (2022) 1993–2014
P-E Adapted from Winkelbauer et al. (2022) 1993–2014
OVT GREP 1993–2014

ArcGate 10/2004–05/2010
OIT GREP 1993–2014

ArcGate 10/2004-05/2010
FS  Mayer et al. (2021b) 1993–2014

 Mayer et al. (2019) 2005–2009
FTOA DEEPC 1993–2014

 Mayer et al. (2019) 2005–2009
OHCT GREP 1993–2014

 Mayer et al. (2019) 2005–2009
MET GREP 1993–2014

CS2SMOS October–March 2011–2014
 Mayer et al. (2019) 2005–2009

AET ERA5 1993–2014
 Mayer et al. (2019) 2005–2009

AHT ERA5 1993–2014
 Mayer et al. (2019) 2005–2009

OHT GREP 1993–2014
ArcGate 10/2004-05/2010

https://esgf-node.llnl.gov/search/cmip6/
https://esgf-node.llnl.gov/search/cmip6/
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approach. To avoid use of fluxes based on short-term 
forecasts from reanalyses, which are known to be biased 
(Trenberth et al. 2011), the net surface water flux (P-E) 
was derived from moisture flux divergence, which can be 
computed from analysed state quantities and thus is more 
strongly constrained by observations. We adapt results from 
Winkelbauer et al. (2022) to the 1993–2014 period and use 
them to validate seasonal cycles and trends of the fresh-
water input components R and P-E into the Arctic Ocean 
simulated by the CMIP6 models. As we also want to assess 
lateral oceanic transports through individual straits and for 
liquid water and sea ice separately, we additionally calcu-
late oceanic transports directly from the Copernicus Marine 
Environment Monitoring Service (CMEMS) Global ocean 
Reanalysis Ensemble Product (GREP, Desportes et al. 2017; 
Storto et al. 2019a), an ensemble of four global ocean reanal-
yses: the CMCC Global Ocean Physical Reanalysis System 
(CGLORS, Storto and Masina 2016), the Forecasting Ocean 

Assimilation Model (FOAM, MacLachlan et  al. 2015), 
Global Ocean Reanalysis and Simulation Version 4 (GLO-
RYS2V4, Garric et al. 2017) and Ocean Reanalysis System 
5 (ORAS5, Zuo et al. 2015). The GREP ensemble members 
use the NEMO ocean model and are all run at 1∕4◦ horizon-
tal resolution with 75 vertical levels. They all use the same 
atmospheric forcing (ERA-Interim Dee et al. 2011), however 
there are differences in the data assimilation methods, used 
observational products, the reanalysis initial states, NEMO 
versions, the sea ice models, physical and numerical parame-
terizations, and air-sea flux formulations. For further details, 
we refer to the individual data documentations and Storto 
et al. (2019a). Additionally, we look into an improved ver-
sion of FOAM (GloRanV14, hereinafter called FOAMv2). 
Unlike the other reanalyses, FOAMv2 uses a non-linear free 
surface scheme (NLFS), which introduces some differences 
when looking into seasonal cycles of volume transports (see 
Section 4.1.1). Further, we use mooring-derived transports 
from the so-called ArcGate project (Tsubouchi et al. 2012, 
2018), which are available from October 2004 to May 2010.

For the energy budget, we compare the CMIP6 output to 
results from Mayer et al. (2019), who provide a consistent, 
closed estimate of the seasonal cycle of the Arctic energy 
budget for the period 2005–2009 using observations and rea-
nalyses and also a variational optimization approach. They 
calculate energy budget terms from Eqs. 1 and 2 using satel-
lite observations, various reanalyses and ocean reanalyses as 
well as oceanic transport derived from moorings. As here we 
assess longer time periods, i.a. to reduce sampling uncertain-
ties, we additionally calculate the major budget components 
using observations and reanalyses directly: Net TOA fluxes 
are compared with the DEEP-C dataset (Liu et al. 2020; 
Allan et al. 2014,; publicly available at https:// doi. org/ 10. 
17864/ 1947. 271), a backward extension of the net TOA 
fluxes from the Clouds and the Earth’s Radiant Energy Sys-
tem-Energy Balanced and Filled (CERES-EBAF) satellite 
product in version 4.1 (Loeb et al. 2018), where fluxes prior 
to the CERES period have been reconstructed using satellite 
observations, atmospheric reanalysis and model simulations 
(Liu et al. 2020). F s is compared with inferred net surface 
energy fluxes derived from mass-consistent energy budgets 
using ERA5 data (Mayer et al. 2021b). The snowfall term 
in Eqs. 1 and 2 as well as atmospheric transports (via the 
vertical integral of divergence of total energy flux) and the 
atmospheric tendency term (using central differences on the 
vertical integral of total energy) are additionally calculated 
using data from the ERA5 reanalyses (Hersbach et al. 2020). 
Energy tendency components OHCT and MET, as well as 
latent heat transports associated with sea ice transports 
(IHT) are estimated using the GREP reanalysis ensemble 
and oceanic transports of heat are calculated using GREP 
and mooring-derived transports from ArcGate. Addition-
ally, we use the merged data product from CryoSat2 and 

Fig. 1  Map of the main study area, consisting of the oceanic area 
bounded by the main Arctic gateways (indicated by solid orange 
lines; corresponds to 11.3 × 10

6 km2 ) and the terrestrial drainage 
area (grey shading; corresponds to 18.2 × 10

6 km2 for mainlands and 
islands and additional 0.95 × 10

6 km2 for Greenland). The orange 
dashed line indicates the position of the Greenland-Scotland Ridge, 
which bounds, together with Fram Strait and BSO, the region of the 
Nordic Seas. Additionally, the main currents flowing in and out of 
the Arctic (red and blue arrows for warm inflow and cold outflow, 
respectively) and 1993–2014 mean March (white solid) and Septem-
ber (white dashed) 30% sea ice concentration lines (taken from the 
GREP reanalyses ensemble) are shown. Shading in the oceanic areas 
indicates the bathymetry

https://doi.org/10.17864/1947.271
https://doi.org/10.17864/1947.271
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the Soil Moisture and Ocean Salinity satellites (CS2SMOS 
Ricker et al. 2017), which has not been assimilated in the 
used ocean reanalyses, to validate sea ice thickness and MET 
data.

The datasets used to estimate the major energy and water 
budget components are summed up in Table 3. The calcu-
lation of reference uncertainties depends on the used data 
sources: for P-E and R we use uncertainties provided by 
Winkelbauer et al. (2022), for oceanic transports as well as 
OHCT and MET we use the spread of the GREP ensemble 
and the remaining uncertainties are based on the standard 
deviations of monthly mean values.

While Mayer et al. (2019) and Winkelbauer et al. (2022) 
provide closed budgets and therefore consistent estimates of 
the budget components, the various other, independent data 
products for some of the budget components (as described 

above) are not expected to be fully consistent with each other 
and therefore budget closure for our observational reference 
estimates is not expected.

3.3  Study area

We consider the Arctic Ocean, which is bounded by hydro-
graphic mooring lines in Fram Strait, Bering Strait, Davis 
Strait and the Barents Sea Opening (BSO). There are also 
two small passages, Fury and Hecla Straits, which connect 
the Arctic Ocean to Hudson Bay through the Canadian Arc-
tic Archipelago (CAA). However, as Tsubouchi et al. (2012) 
and Bacon et al. (2022) pointed out, volume fluxes through 
these passages are very small and are not considered in this 
study. Figure 1 shows the study area, which was chosen to 

Fig. 2  Averages (black, left axis) and standard deviations of annual 
averages (red, right axis) for the major Arctic water budget compo-
nents. Reference values (REF) for P-E and R are taken from Winkel-
bauer et al. (2022). They are indicated by horizontal lines and shown 
on the right hand side of the panels. For the oceanic transports REF 

shows transports from the GREP reanalyses (1993–2014) and addi-
tionally also transports from the ArcGate project (2005–2010) are 
shown (blue bars and dashed lines). Error bars denote sampling errors 
for CMIP6 and errors calculated from the spread of used observa-
tional data for REF



Validation of key Arctic energy and water budget components in CMIP6  

Table 4  Long-term averages for the major water budget components

The MMM is calculated using all available models and REF denotes the observation based reference values. Values in brackets show decadal 
relative trends ( ∗ are significant). Reference values for P-E, R and R 

G
 are taken from Winkelbauer et al. (2022), while OVT and OIT are calcu-

lated using the GREP reanalyses (1993–2014) and ArcGate (2005–2010, denoted by A ). OVT and OIT are defined as positive northward. Refer-
ence uncertainties (±) are taken from Winkelbauer et al. (2022) or calculated from the spread of the GREP ensemble

Units P-E R R
G

OVT OIT
[103 m3/s] ([frac/dec]) [mSv = 103 m3/s] ([frac/dec])

ACCESS-CM2 65.9 (0.04*) 122.9 (0.06*) 1.3 (0.12) 33 ( − 0.80) − 141 (0.13*)
ACCESS-ESM1-5 85.1 (0.01) 130.8 (0.01*) 7.6 (0.03) − 66 (0.03) − 63 (0.19*)
BCC-CSM2-MR 91.8 (0.03*) 149.4 (0.01) 9.4 (0.11*) − 226 (0.08) − 35 (0.28*)
BCC-ESM1 75.2 (0.01) 133.8 (0.03*) 9.5 (− 0.03) − 255 (0.33) − 45 (0.09)
CAMS-CSM1-0 82.5 (0.00) – – − 37 ( − 1.38*) − 72 (0.0)
CanESM5 75.0 (0.01) 150.1 (0.03*) 8.2 (0.10) -194 ( − 0.03) − 120 (0.39*)
CAS-ESM2-0 74.7 (0.04*) 139.5 (0.00) 4.6 (0.07) – –
CESM2 89.8 (0.04*) 157.7 (0.02*) 4.7 (0.13) − 234 (0.83*) –
CESM2-WACCM 84.8 (0.03*) 159.4 ( − 0.00) 4.5 (0.07)  − 277 (0.48*) –
CMCC-CM2-HR4 91.6 (0.04*) 180.6 (0.01) 3.0 (0.13)  − 227 (0.02) -104 (0.01)
CMCC-CM2-SR5 69.3 (0.05*) 179.3 (0.01*) 4.4 (0.14) -174 ( − 0.01) − 41 (0.27*)
CNRM-CM6-1 70.9 (0.02) 145.2 (0.01) 9.7 (0.09) -50 ( − 0.02) − 53 (0.02)
CNRM-CM6-1-HR 71.2 (0.00) 129.4 (0.01*) 11.4 (0.00) -363 (0.21) –
EC-Earth3P-HR 68.3 (0.00) 120.0 (0.03*) 1.5 ( − 0.01) 70 (0.48) − 151 (0.11*)
EC-Earth3 68.2 ( − 0.00) 135.7 (0.07*) 1.8 (0.12)  − 48 ( − 1.17) − 163 (0.31*)
FGOALS-f3-L 72.8 (0.01) 170.0 (0.00) 2.5 (0.16) − 465 (0.99*) –
FGOALS-g3 70.2 ( − 0.00) 136.7 (0.04*) 1.5 (0.09) − 43 (1.31*) –
FIO-ESM2-0 73.6 (0.02) 138 (0.02*) 1.9 (0.16) 6.6 (1.05) –
GFDL-CM4 69.4 (0.08*) 89.0 (0.03*) 0.8 (0.03) − 200 ( − 0.15) − 78 (0.18*)
GFDL-ESM4 72.2 (0.01*) 88.5 ( − 0.01*) 0.4 ( − 0.06) – –
GISS-E2-1-G 75.8 ( − 0.02*) 136.0 ( − 0.02*) 0.5 (0.01) – –
HadGEM3-GC31-LL 66.5 (0.04*) 134.6 (0.08*) 3.8 (0.27) -99 ( −  0.44) − 119 (0.31*)
HadGEM3-GC31-MM 69.5 ( − 0.02*) 119.8 (0.06*) 2.4 (0.18) -139 ( −  0.33) − 111 (0.16*)
INM-CM5-0 71.1 (0.00*) 131.3 (0.00) 11.9 (0.11) – –
IPSL-CM6A-LR 75.9 (0.01*) 156.6 (0.05*) 12.9 (0.05) − 120 ( −  0.13) − 97 (0.12*)
IPSL-CM6A-LR-INCA 80.9 (0.00) 154.4 (0.03*) 13.2 ( −  0.00)  − 128 ( − 0.09) − 91 (0.07)
KACE-1-0-G 67.1 (0.00) 151.5 (0.01) 19.0 (0.03) – –
KIOST-ESM – 132.6 (0.03*) 6.2 (0.03) – –
MIROC-ES2L 63.2 (0.07*) 127.5 (0.05*) 8.3 (0.04) 39 (1.76*) –
MIROC6 76.7 (0.06*) 137.6 (0.03*) 9.9 (0.05) 64 (1.04*) –
MPI-ESM1-2-HR 82.1 ( −  0.02) 141.4 (0.02*) 0.3 (0.02) − 316 (0.47*) − 108 (0.22*)
MPI-ESM1-2-LR 76.4 ( −  0.00) 153.8 ( −  0.01*) 0.4 (0.04) 221 ( − 0.53*) − 96 (0.15*)
MRI-ESM2-0 78.0 (0.01) 149.2 (0.03*) 3.5 (0.30)  − 220 ( − 1.26*) –
NESM3 84.5 (0.02*) – − 336 ( − 0.03) –
NorCPM1 76.5 (0.04*) – – –
NorESM2-MM 84.3 (0.07*) 158.8 (0.01*) 9.8 (0.05) – –
SAM0-UNICON 84.5 (0.04*) 154.8 (0.05*) 1.4 ( − 0.06)  − 224 ( − 0.14) − 188 (0.15*)
TaiESM1 78.6 (− 0.00) 146.9 (0.03*) 8.0 (0.04)  − 238 (0.30*) –
UKESM1-0-LL 68.4 (0.01) 135.5 (0.04*) 1.9 (0.37) − 86 (− 0.33)  − 144 (0.27*)
MMM 75.9 (0.02*) 141.1 (0.02*) 5.6 (0.06) − 145 (0.66) − 101 (0.18*)
REF 69.2 ± 2.5 (0.02*) 127.0 ± 1.1 (0.02*) 11.9 ± 0.4 (0.13*) − 151 ± 43 ( − 0.00) /  − 91A  − 60 (0.19*) /  − 65A

 Winkelbauer et al. (2022) —"— —"— —"—  − 207
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be the same as in Mayer et al. (2019) and Winkelbauer et al. 
(2022).

To analyse water entering the ocean from the surround-
ing land areas, we additionally introduce the terrestrial 
domain, which consists of all land areas draining into the 
Arctic Ocean, including the CAA as well as islands along 
the Eurasian coast. We use the catchments as defined by 
Winkelbauer et al. (2022) and use the same area for all mod-
els. The total oceanic and terrestrial areas are 11.3 × 106 km2 
and 18.2 × 106 km2 respectively, and Greenland provides an 
additional terrestrial catchment area of 0.95 × 106 km2.

4  Results

4.1  Water budget

This section looks at the main components of the Arctic 
water budget. We assess their long-term averages, trends 
and seasonal cycles.

Figure 2 and Table 4 show long-term averages of sur-
face fresh water flux (P-E) and runoff (R), as well as lat-
eral oceanic fluxes of water volume and ice for the period 
1993–2014 and compared with reference values from Win-
kelbauer et al. (2022). Figure 2 also shows standard devia-
tions and values in brackets in Table 4 show decadal trends. 

Fig. 3  Mean annual cycles of key terms of the oceanic Arctic water 
budget: a atmospheric freshwater input into the ocean (P-E), b runoff 
from Arctic lands (R), c oceanic volume transports and (d) oceanic 
ice transports across the main Arctic gateways. Ice exports from the 
ArcGate project are based on the PIOMAS reanalysis and not direct 

measurements. Shading indicates the uncertainty range of the refer-
ence values and is either adopted from Winkelbauer et al. (2022) (top 
panels) or calculated from the spread (2� ) of the GREP ensemble 
(bottom panels)
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Reference values indicate a long-term mean net freshwater 
input to the Arctic Ocean from surface fluxes of about 208×
103 m3 s−1 . About one-third comes from net precipitation 
(69.2×103 m3 s−1 ), two-thirds from runoff from Arctic lands 
(127.0×103 m3 s−1 ) and about 5% are melt water and ice dis-
charge from the Greenlandic ice cap R G (11.9×103 m3 s−1 ). 
The MMMs for oceanic P-E (38 models) and R (36 models) 
are about 10 % higher than our observational references. 
Net precipitation ranges between 63.2×103 m3 s−1 and 91.8×
103 m3 s−1 , while runoff ranges between 88.5 and 180.6×
103 m3 s−1 , with the lowest values coming from GFDL-
CM4 and GFDL-ESM4 and the highest values simulated 
by CMCC-CM2-SR5 and CMCC-CM2-HR4. Greenlandic 
runoff from CMIP6 models varies between 0.3 and 19.0×
103 m3 s−1 and is underestimated by most models, with the 
MMM being about 50% smaller than the reference value. In 
contrast, the CMIP6 MMM of P-E over Greenland is about 
10% higher than the reference estimate and there is a clear 
offset between runoff and P-E for most models. As soil mois-
ture content and the surface snow amount do not change 
considerably (not shown) the mass balance over Greenland 
does not seem to be closed for the affected models. Possible 
reasons may include that the catchment area used, which 
is assumed to be the same for all models, might omit high 
runoff regions, that discharge coming directly from the ice 
sheet and/or solid discharge is underestimated or missing 
or, to a lesser degree, that the models feature conservation 
issues over Greenland. Further analyses would be needed to 
get to the origin of these discrepancies, which were not in 
the scope of this study.

Most models agree on an increase in freshwater input 
to the Arctic Ocean for the period 1993–2014: 25 models 
show a significant increase in R (only 3 show a significant 
decrease) and while all models agree on increasing precipi-
tations and evaporations, trends in precipitation prevail in 
most models leading to significant positive trends in oceanic 
P-E for 19 models (only 2 show a significant decrease). The 
MMMs show an increase in oceanic P-E of 2% per decade 
and an increase in R of 2% per decade, which is in fairly 
good agreement with trends in the reference data. These 
increases in oceanic P-E and R contribute to an increase 
in liquid freshwater stored in the Arctic Ocean, which has 
been observed (Rabe et al. 2011; Proshutinsky et al. 2009; 
McPhee et  al. 2009) and simulated by CMIP6 models 
(Zanowski et al. 2021; Wang et al. 2022), and further may 
lead to increased oceanic freshwater exports out of the Arc-
tic system.

Reanalyses indicate a net outflow of liquid volume from 
the Arctic Ocean of − 151 ± 43 mSv, while estimates 
derived from observation in the ArcGate project reach 
-91 mSv. Most CMIP6 models agree on an outflow of liq-
uid volume out of the Arctic and the CMIP6 MMM stays 
within the reference estimates with − 145 mSv, however 

the inter-model variability is large. Some models signifi-
cantly overestimate the net outflows (e.g., FGOALS-f3-L, 
MPI-ESM1-2-HR), while others indicate net inflows into the 
Arctic of up to 221 mSv (MPI-ESM1-2-LR). However, it has 
to be noted that diagnosed volume transports are very sensi-
tive to the exact ocean bathymetry, where slight changes may 
lead to large deviations of multiple Sverdrups. As net Arctic 
volume transports are comparatively small values resulting 
from the sum of large in- and outflowing branches, small 
errors may lead to significant inconsistencies.

Ice volume transports have only been calculated for 20 
models, with all models agreeing on an export of ice to 
the Atlantic. Ice transports vary between − 188 and − 35 
mSv, with a MMM about 30% higher than our observational 
estimates (− 60 ± 19 mSv for GREP and − 65 mSv for 
ArcGate).

Using those precisely calculated liquid and solid trans-
ports and taking into account all volume budget terms, we 
are still not able to close the simulated volume budgets for 
the individual models. Possible reasons for those shortcom-
ings are discussed in Sect. 4.3.

While most models simulate an increase in liquid vol-
ume exports through the Fram Strait, an increase in imports 
through the Barents Sea opening and a decrease in exports 
through the Davis Strait (not shown, see e.g. Wang et al. 
2022), the trends in net volume transports for the whole 
Arctic vary widely between models. For ice transports, 
the majority of models agree on a decrease in ice exports 
over the considered 22-year period, with significant trends 
between 11 and 39% per decade and a MMM trend of 
18%. Long-term averages for volume transports and trends 
through the individual straits are shown in Table 6.

4.1.1  Long term mean seasonal cycles

Figure 3 shows the seasonal cycles of the main components 
of the Arctic water budget. Reference values (Winkelbauer 
et al. 2022) indicate a peak in net atmospheric freshwater 
input to the Arctic Ocean (P-E, Fig. 3a) from July to Septem-
ber and input minima during the cold season. The CMIP6 
ensemble shows a large spread throughout the year. Most 
models are able to simulate the timing of P-E peaks and 
minima correctly, but tend to overestimate net P-E for most 
of the year (see also Table 1).

The annual cycles of terrestrial runoff are summarized in 
Fig. 3b). Observations show a strong runoff peak in June, 
mainly due to snowmelt and river ice break-up, and weak 
runoff during winter. CMIP6 models disagree on the tim-
ing of the runoff peak, with about two-thirds placing the 
runoff maximum in May. However, while observations are 
derived from gauge measurements at river mouths, the dis-
charge estimates for CMIP6 are determined by calculating 
area integrals of runoff at each individual grid point over 
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the whole Arctic catchment. As we do not use any kind of 
river routing this may introduce an error in the runoff phase 
- especially for large catchments, routing can lead to delays 
of several months (Gosling and Arnell 2011). Hou et al. 
(2023) feed daily runoff outputs from 12 CMIP6 models 
into a state-of-the-art global river routing model to obtain 
discharge estimates at river gauges and compare the results 
with streamflow observations. In general, they find that mod-
els tend to perform better in non-cold regions than in cold 
environments. They find an early bias in the timing of the 
simulated maximum discharge for cold regions in most of 
the CMIP6 models evaluated. Therefore, in addition to dif-
ferences in river routing, differences in runoff phase are most 
likely related to the ability of models to accurately simulate 
cryospheric hydrological processes such as snow and per-
mafrost. Gosling and Arnell (2011) find that especially for 
catchments where the peak flow is strongly influenced by 
seasonal snowmelt (e.g. Ob and Mackenzie), models tend 
to overestimate the magnitude of the peak flow and show 

an early bias of the seasonal peak flows. Kouki et al. (2022) 
analyse the seasonal snow cover for 33 CMIP6 models and 
find that the models generally overestimate the spring snow-
melt rate, leading to early snowmelt. In addition, they found 
that the snow water equivalent is generally overestimated in 
winter, driven by precipitation biases and that, while tem-
perature and precipitation can partly explain the biases in 
snowmelt, there may also be other contributing factors like 
inaccuracies in model parameterizations related to snow 
and the surface energy budget. The shift in the runoff phase 
also has implications for the seasonal cycles of terrestrial 
water storage. Wu et al. (2021) assess the annual cycles of 
terrestrial water storage for 25 CMIP6 models and find a 
shift in the phase of water storage for the four largest Arc-
tic river basins compared to GRACE satellite data, with an 
earlier end of the recharge period and an earlier start of the 
discharge period, which is consistent with our results. Nev-
ertheless, some models appear to get the timing of the run-
off peak right (Fig. 3b), however whether this is caused by 

Fig. 4  Vetical profiles of area averaged Arctic temperatures and temperature trends over the 1993–2014 period. Reference values are taken from 
the GREP reanalyses. Shading indicates the spread (2� ) of the GREP ensemble
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an actual better representation of the cryospheric processes 
therein or whether they get the phase right for the wrong 
reason is not clear and would need further examination.

Figure 3c shows the seasonal cycles of oceanic volume 
transports through the main Arctic gateways. The GREP 
ocean reanalysis mean resembles the seasonal cycles of 
freshwater input to the ocean surface and shows an export 
maximum of 430 mSv in June, an almost instantane-
ous response of the ocean to surface freshwater input, as 
the ocean achieves mass adjustment within about a week 
through the generation of barotropic waves (Bacon et al. 
2015). The observational ArcGate estimate does not show 
this peak in June, most likely because the mooring arrays are 
too sparse and the velocity field is not measured accurately 
enough (both in space and time) to resolve barotropic waves. 
Models using a non-linear free surface scheme (NLFS), 
where freshwater from sea ice melt is physically dumped 
into the ocean resulting in barotropic waves (Madec 2016; 
Roullet and Madec 2000), were corrected by subtracting 
the seasonal change in sea ice volume. Volume transports 
without the sea ice volume correction are shown in the Sup-
plementary material (Fig. S1). The FOAMv2 reanalysis, 
which in contrast to the GREP ensemble also uses NLFS, 
as well as CMIP6 models with NLFS show much stronger 
amplitudes and summer peaks up to one order of magnitude 
larger than the other models and reanalyses. The effect of 
ice formation and growth on volume transport can be seen 
in the cold season, as freshwater is removed from the ocean, 
leading to a net import of water into the Arctic. However, 
this behaviour is physically not realistic, as in reality sea 

ice melt and formation should not affect volume transports 
in and out of the Arctic. While the correction for net Arctic 
volume transports appears to be relatively straightforward, 
the correction for individual Arctic straits and heat trans-
ports is not as straightforward and is beyond the scope of this 
study. Unsurprisingly, the effect of the model mass adjust-
ment of 2-3 Sv in summer is also visible to some extent 
in the heat transports and will be discussed in Sect. 4.2.1. 
Meanwhile, linear free surface models show smoother cycles 
with smaller amplitudes as salt is removed from the ocean 
during ice melt and added during ice growth to simulate 
brine rejection. After the correction (Fig. 3c) the seasonal 
cycles of the NLFS models appear smoother and the CMIP6 
MMM stays within uncertainty bounds of our reference esti-
mates during 9 out of 12 months. However, the inter-model 
spread is still large and there are also models showing some 
spurious patterns. For example, the MPI-ESM1-2-LR model 
features volume inflows of up to 900 mSv in spring. As men-
tioned above, due to the sensitivity of volume transports 
some errors may be a result of inaccuracies in the calcula-
tion process related to the ocean bathymetry. We discuss this 
further in Sect. 5 and Winkelbauer et al. (2023).

Annual cycles of oceanic ice transports are shown in 
Fig. 3d. Reanalyses (REF) and ArcGate estimates agree 
on the annual phase of ice export, with a maximum of ice 
export in March and a minimum from July to September. Of 
the 20 CMIP6 models used in this study, which provide all 
the necessary parameters to calculate ice transports, most 
agree with the observational estimates in terms of the timing 
of ice discharge, but differ widely in terms of magnitude. Ice 

Fig. 5  Mean annual cycles of a the mean Arctic sea ice extent (SIE) and b the mean sea ice thickness for CMIP6 models and the GREP reanaly-
sis. Additionally SIT estimates from CS2SMOS (10-2002–12-2014) are shown. Shading indicates the spread (2� ) of the GREP ensemble
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export maxima in March range from -250 mSv (ACCESS-
CM2) to -70 mSv (BCC-CSM2-MR), with most models 
overestimating total sea ice export throughout the year.

4.2  Energy budget

In this section we will assess the key components of the cou-
pled energy budget of the Arctic. We will start by looking at 
the mean state of the Arctic system and the accumulation of 
energy (enthalpy) in the Arctic ocean-sea ice system (heat 
content of the Artcic Ocean and the enthalpy due to sea ice 
melt).

Figure 4a shows depth profiles of average Arctic ocean 
temperatures integrated over our whole study area. The 
observed halocline lies in the uppermost  250 m, with the 
warmer and saltier Atlantic Water layer lying underneath. 
Vertical profiles from the GREP reanalyses (REF) are 

quite consistent with observed profiles (see e.g. Khosravi 
et al. 2022) and show an Atlantic water core temperature 
of about 0.6− 0.8 ◦ C and a core depth of about 450 m. 
Temperature profiles from the CMIP6 models feature sub-
stantial biases, especially so in depths below  500 m. Con-
sistent with Khosravi et al. (2022) and Heuzé et al. (2023), 
we find that CMIP6 models simulate the Atlantic layer too 
deep and too thick. Further, CMIP6 models feature a large 
inter-model spread of more than 3 ◦ C for layers underneath 
the halocline.

Figure 5 shows the annual cycles of sea ice extent (SIE) 
and sea ice thickness (SIT). While the CMIP6 models again 
feature a large inter-model spread with obvious biases for 
several models, the MMM actually stays within the uncer-
tainty bounds of our reference estimates for both SIE and 
SIT.

Figure 6 shows the heat accumulation in the Arctic since 
1993. The starting year 1993 was chosen because of the 

Fig. 6  Full-depth anomalous OHC (top) and ME (middle) accumula-
tion as well as their sum (bottom) in the Arctic Ocean since 1993. 
Number of available CMIP6 models is given in the titles (n). Left axis 

shows area-averaged changes in J/m2 and the right axis shows area 
integrated changes in ZJ using a conversion factor of 11.3 × 1012 m2 . 
Shading indicates the spread (2� ) of the GREP ensemble
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availability of our observational reference values. The top 
panel shows the increase in heat contained in the Arctic 
Ocean at full depth (OHC), as defined in Fig. 1. Ocean 
reanalyses show an increase of 0.2 GJ/m2 (area integrated 
values may be calculated using the Arctic Ocean area of 
11.3 × 1012 m2 and are provided on the right axes of Fig. 6). 
While most CMIP6 models agree on an increase in oce-
anic heat over the period 1993–2014, the amount of heat 
accumulation varies widely between models. Most models 
overestimate the heat accumulation, with CMCC-CM2-SR5 
being the most extreme with an accumulation of 1.3 GJ/m2 . 
The MMM of all 34 models is almost twice as high as the 
observational estimate, reaching 0.35 GJ/m2 for the 22-year 
period. Three models (CAMS-CSM1-0, NESM3, MIROC-
ES2L) show a slight decrease in oceanic heat storage over 
the 20-year period and another three models (BCC-ESM1, 
BCC-CSM2-MR, FGOALS-g3) show insignificantly small 
heat accumulations, about an order of magnitude smaller 
than the reference values.

The middle panel shows the accumulation of energy 
going into sea ice melt (ME). Ocean reanalyses show a heat 
accumulation of 0.1 GJ/m2 over the 22-year period, about 
57% less than the accumulated OHC change. All CMIP6 
models (except one CNRM-CM6-1) agree on an increase 
of the ME over the last decades, but they again show a huge 
inter-model spread and range from a total accumulation of 
0.0 to 0.4 GJ/m2 . The MMM of all 32 models (0.2 GJ/m2 ) 
is about 30% higher than indicated by the reanalyses, but 
remains within the uncertainty of the reanalysis ensemble. 
The total ocean energy accumulation (OHC+ME) is mostly 
dominated by ocean heat content and is shown in the bottom 
panel of 6.

For a deeper understanding of the OHC changes we 
assess the trends of Arctic Ocean temperatures with depth 
(Fig. 4b). Reanalyses reveal a strong increase of tempera-
tures of about 0.25 ◦ C per decade at the surface. Trends 
become weaker with depth and beneath about 500 m tem-
perature changes become very small. CMIP6 models show 
quite diverse trends. While most models agree on an tem-
perature increase at the surface, the strength of the trend 
ranges from close to zero up to an increase more than twice 
as high as shown by reanalyses. For the layers below the 
halocline models differ in terms of sign of the trend and 
trend strength. For the deep ocean all models agree on com-
parably small temperature changes. However, it has to be 
noted, that temperature trends are calculated over a 22-year 
period, a time-frame short enough that variabilities in in-
flowing Atlantic Waters may be of importance. Muilwijk 
et al. (2018) found that variabilities in northward ocean heat 
transports may impact temperature changes in the deeper 
Arctic Ocean, with prominent variability on perennial and 
decadal time scales as well as indicators of variability on 
multidecadal scales.

Nevertheless, for the 1993–2014 period the large OHC 
changes simulated by the CMCC-CM2-SR5 model are a 
result of strong temperature increases from the surface 
down to about 2000 m depth, while for instance the strong 
OHC changes for CMCC-CM2-HR4 are mainly driven by 
temperature changes in the depth of the Atlantic layer core. 
The NESM3 model, which simulates a slight decrease of 
heat accumulation, features plausible temperature trends 
at the surface, however those are compensated by a strong 
temperature decline around the Atlantic water core depth. 
For the other five models simulating either insignifi-
cantly small heat accumulations or even slight decreases, 

Fig. 7  1993–2014 average F 
S
 for the observation based estimate (REF, left) and the CMIP6 MMM (middle) as well as their difference (right). 

30% sea ice concentration lines are indicated in black, cyan and grey, borders of the study area are marked in blue
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temperature trends are rather small and partly negative 
already from the surface down. There are also some other 
spurious signals to be seen, for instance the EC-Earth3 
model simulates net heat accumulations similar to the 

observed values, however temperature trends at the surface 
are about twice as high as indicated by our observational 
reference and in return it features strongly negative tem-
perature trends around 800 m depth. To assess the spurious 

Table 5  Long-term averages 
for major energy budget 
components. The MMM is 
calculated using all available 
models and REF denotes the 
observation based reference 
values. Averaging periods are 
1993–2014 for the MMM and 
REF and 2005–2009 for the 
Mayer et al. (2019) estimate. 
Reference values for OHT 
are taken from reanalyses and 
ArcGate (2005–2010, denoted 
by A ). Oceanic transports 
are given in TW and may be 
converted to Wm

−2 using an 
integration area of 11.3 × 10

12 
m

2 . Reference uncertainties 
(±) are based on the standard 
deviations of monthly mean 
values (F

S
 , F 

TOA
 , AET) or 

calculated from the spread of 
the GREP ensemble (OHCT, 
MET, OHT)

F
S

F
TOA

AET OHCT MET OHT
Units [Wm

−2] [TW]

ACCESS-CM2 − 7.1 − 109.3 0.1 0.4 0.3 87.2
ACCESS-ESM1-5 − 9.7 − 111.7 0.0 1.0 0.2 134.8
BCC-CSM2-MR − 2.8 − 114.0 0.0 0.0 0.1 27.6
BCC-ESM1 − 3.5 − 112.5 − 0.0 − 0.0 0.1 23.6
CAMS-CSM1-0 − 3.5 − 110.0 0.0 − 0.1 0.0 35.6
CanESM5 − 8.0 − 109.8 0.0 1.1 0.4 92.2
CAS-ESM2-0 0.1 − 103.6 − 0.0 - 0.2 –
CESM2 − 6.3 − 115.6 − 0.1 0.4 0.2 68.0
CESM2-WACCM − 5.9 − 118.4 0.0 0.3 0.3 60.4
CMCC-CM2-HR4 − 14.6 − 114.7 0.0 1.3 0.3 189.8
CMCC-CM2-SR5 − 9.8 − 98.0 0.0 1.9 0.1 144.6
CNRM-CM6-1 − 8.1 − 115.6 0.0 0.3 − 0.0 100.7
CNRM-CM6-1-HR − 7.8 − 117.1 − 0.0 0.3 0.0 113.5
EC-Earth3P-HR − 9.5 − 112.0 0.0 0.8 0.2 115.5
EC-Earth3 − 9.8 − 112.8 − 0.0 0.6 0.3 103.2
FGOALS-f3-L − 5.3 − 111.9 − 0.0 0.1 0.1 64.4
FGOALS-g3 − 5.4 − 111.7 0.2 0.3 - 31.8
FIO-ESM2-0 − 7.4 − 104.7 − 0.0 0.9 0.6 106.0
GFDL-CM4 − 8.7 − 112.9 − 0.1 0.4 0.2 121.9
GFDL-ESM4 − 7.7 − 114.0 0.1 0.3 0.1 –
GISS-E2-1-G − 2.6 − 113.3 − 0.0 – – –
HadGEM3-GC31-LL − 9.9 − 108.8 0.0 0.6 0.4 115.3
HadGEM3-GC31-MM − 9.8 − 110.9 − 0.0 0.4 0.4 122.5
INM-CM5-0 − 10.1 − 103.6 0.0 0.6 - -
IPSL-CM6A-LR − 8.7 − 114.9 0.0 0.4 0.2 110.6
IPSL-CM6A-LR-INCA − 8.0 − 115.5 0.0 0.8 0.3 109.5
KACE-1-0-G − 12.8 − 107.9 0.0 – – –
KIOST-ESM - − 115.2 - - 0.2 -
MIROC-ES2L − 6.7 − 100.4 0.1 − 0.0 0.2 94.1
MIROC6 − 8.0 − 109.6 0.0 0.8 0.3 119.3
MPI-ESM1-2-HR − 8.4 − 115.7 0.1 0.6 0.2 102.4
MPI-ESM1-2-LR − 10.9 − 115.3 0.0 0.6 0.2 124.3
MRI-ESM2-0 − 6.1 − 115.2 0.1 0.4 0.3 83.9
NESM3 − 4.7 − 112.6 0.0 − 0.1 0.3 40.0
NorCPM1 − 8.3 − 111.9 − 0.1 - 0.2 -
NorESM2-MM − 8.6 − 116.3 0.0 0.4 0.4 -
SAM0-UNICON − 7.0 − 111.8 − 0.1 0.3 0.3 61.8
TaiESM1 − 7.9 − 113.0 0.1 0.3 0.5 78.8
UKESM1-0-LL − 8.3 − 109.7 − 0.0 0.5 0.6 93.0
MMM − 7.6 − 111.6 0.0 0.5 0.2 92.9
REF − 18.0 ± 3.9 − 116.7 ± 0.5 0.1 ± 0.9 0.3 ± 0.4 0.3 ± 0.1 126.7 ± 

3.7 / 
151.4A

 Mayer et al. (2019) − 16.2 − 115.8 − 0.1 0.3 0.4 175.2
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trends more closely we looked at longer time periods and 
found some dubious jumps in the models’ OHC time series 
and partly even changes in the sign of temperature trends 
when viewing other 22 year periods (not shown). This may 
indicate that equilibrium was not yet reached by the mod-
els and longer spin-up times may be required. We found 
no clear connection between temperature biases and the 

strength of temperature trends. We additionally calculated 
some of the water and energy budget variables for a selec-
tion of intra-ensembles containing multiple members of 
the same models. While intra-model spreads are small 
for most variables, we found rather large ranges for OHC 
anomalies, with additionally strong variation from model 
to model, indicating model-dependence of simulated 

Fig. 8  Averages (black, left axis) and standard deviations of annual 
averages (red, right axis) for the major Arctic energy budget com-
ponents. Reference values (REF) are indicated by horizontal lines 
and shown on the right hand side of the panels. They are taken from 
Mayer et  al. (2021a), DEEPC, ERA5 and the GREP reanalyses 

(1993–2014). Additionally also transports from the ArcGate pro-
ject (2005–2010) are shown (blue bars and dashed lines). Error bars 
denote sampling errors for CMIP6 and errors calculated from the 
spread of used observational data for REF
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Fig. 9  Mean annual cycles of the key terms of the coupled Arctic 
energy budget: a net radiation at the top of the atmosphere F 

TOA
 , b net 

vertical energy flux at the surface F 
S
 , c atmospheric energy tendency 

AET, d atmospheric heat transport AHT, e full-depth ocean heat 
content tendency, f melt energy tendency (MET), and g the oceanic 

heat transport across the main Arctic gateways. Shading indicates the 
uncertainty range of the reference values and is either based on the 2 � 
standard deviations of monthly mean values (F

S
 , F 

TOA
 , AET, AHT) 

or calculated from the spread of the GREP ensemble (OHCT, MET, 
OHT)
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internal variability. For instance, OHC anomalies at the 
end of 2014 for an ensemble of 11 CMCC-CM2-SR5 
models range between 0.59 and 1.31 GJm−2 and for 11 
CESM2 models only between 0.19 and 0.29 GJm−2 . The 
larger intra-model errors could again be a sign of inter-
nal variability or possible spin-up effects. Nevertheless, 
as errors estimated via our bootstrapping approach are of 
a similar or even higher value than those estimated from 
the model ensembles, we believe our uncertainty estima-
tion to be valid.

The OHC and ME accumulations are converted into 
tendencies following Mayer et al. (2019) using the Theil-
Sen trend estimator. Mean rates for 1993–2014 are given 
in Table 5. Reanalyses indicate a total ocean warming rate 
(OHCT+MET) of 0.4 Wm−2 for 1993–2014, of which about 
40% is due to sea ice melting. The CMIP6 MMM shows a 
total warming rate of 0.7 Wm−2 , of which about one third is 
due to MET. The atmospheric warming rate (AET) is more 
than one order of magnitude smaller than OHCT and MET. 

The CMIP6 models range between − 0.1 and 0.1 Wm−2 (the 
exception being FGOALS-g3), with an MMM of 0.0 Wm−2 . 
Our reference estimate (ERA5) reaches 0.1±0.9 Wm−2 , 
while the estimate from Mayer et al. (2019) suggests − 0.1 
Wm−2 . As the latter was calculated only over the 2005–2009 
period it may be affected by natural variability on various 
time scales, as AET is assumed to be positive but close to 
zero on longer time scales (von Schuckmann et al. 2020).

Table 5 also shows long-term averages of vertical and lat-
eral energy fluxes into the Arctic and results suggest strong 
biases in several energy budget components. Satellite obser-
vations show a net radiation at TOA of − 116.7±1.2 Wm−2 
for the period 1993–2014 and for the area of interest. Most 
CMIP6 models show smaller fluxes, the whole ensemble 
ranging from − 118.4 to − 98.0 Wm−2 , with a MMM of − 
111.6 Wm−2.

The net vertical energy flux at the ocean surface (FS ) 
from Mayer et al. (2021a) is − 18.0±2.1 Wm−2 for the 

Fig. 10  Scatter plots between the net surface flux F 
S
 and mean sea ice extent SIE averaged over 1993–2014. Left panel: September-April corre-

lation, right panel: May–August correlation. Yellow ellipses show the 2-sigma confidence ellipses for the CMIP6 models
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period 1993–2014, while Mayer et al. (2019) estimate a 
flux of − 16.2 Wm−2 for 2005–2009. All CMIP6 models 
strongly underestimate the outgoing energy fluxes at the 
surface, ranging from − 14.6 to − 2.6 Wm−2 , with one 
model (CAS-ESM2-0) even showing a slightly positive 
annual F S of 0.1 Wm−2 . Geographical maps of F S for the 
individual models are not shown, but it should be noted 
that all models are able to simulate reasonable large-scale 
patterns, with low F S values over sea ice and high values 
from the ocean in the Nordic Seas. However, net F S in 
the Nordic Seas shows even larger biases with the CMIP6 
MMM being about 30% lower than indicated by our ref-
erence (not shown). Figure 7 shows the long-term aver-
aged F S for our observational estimate (left panel), the 
CMIP6 MMM (middle panel) and their difference (right 
panel). Furthermore, 30 % sea ice concentration isolines 
are shown. Differences in F S over the central, sea ice cov-
ered Arctic are small, with slightly higher values around 
the Kara, Laptev and Chukchi Seas. The largest differences 
in F S occur near the sea ice edge between Greenland and 
Svalbard, in the Barents Sea and in the Norwegian Sea 
in proximity of the Lofoten Basin, with differences of up 
to 80 Wm−2 . The exact position of the sea ice edge in the 
Nordic Seas varies considerably between CMIP6 models 
(indicated by the grey lines in Fig. 7), with the MMM sea 
ice edge being positioned further south than the reference. 
Thus, most CMIP6 models simulate too little open water, 
resulting in smaller net outgoing energy fluxes. For the 
Labrador Sea and the Bering Sea, the sea ice concentration 
lines between our reference and CMIP6 are in good agree-
ment and the differences in F S are comparatively small. 
Apart from sea ice, the sea surface temperature has major 
effects on F S . For example, F S biases in Lofoten Basin are 
mainly caused by regional cold biases in the simulated sea 
surface temperatures (not shown).

The loss of energy to space over the Arctic is balanced 
by northward heat transports in atmosphere and ocean. 
The CMIP6 models show an enormous range of simulated 
oceanic heat transports, ranging from 20.30 to 189.82 
TW (corresponding to a convergence of 1.80 to 18.80 
Wm−2 ), with a MMM of 93.3 TW (8.26 Wm−2 ). For the 
same period, reanalyses indicate a long-term average heat 
flux of 126.7 TW for 1993–2014. Observational estimates 
(Tsubouchi et al. 2012) are only available for the period 
10/2004-05/2010, but they show an even higher heat trans-
port of 151.4 TW (13.40 Wm−2 ). For the same period, 
the reanalysis is 136.2 TW (12.05 Wm−2 ) and the CMIP6 
MMM is 98.1 TW (8.68 Wm−2 ), clearly underestimating 
the lateral energy input. Table 5 shows that while most 
models underestimate the reference value, there are 6 mod-
els in particular (BCC-CSM2-MR, BCC-ESM1, CAMS-
CSM1-0, FGOALS-g3, FGOALS-f3-L and NESM3) that 

have exceptionally low transports, with values more than 
50% lower than our reference estimates. Some of these use 
the same ocean model component, BCC-CSM2-MR, BCC-
ESM1 and CAMS-CSM1-0 use MOM4, while FGOALS-
g3 and FGOALS-f3-L use LICOM3.0. Therefore, it would 
be a useful step to scale the models in terms of their inde-
pendence through appropriate weighting algorithms to 
obtain reliable MMM.

Figure 8 shows long-term averages of the major energy 
fluxes and tendencies for all models and the reference-
based estimates, whereby especially the models’ biases in 
Fs and OHT stand out. Additionally, standard deviations 
of annual averages and sampling errors are shown. The 
large sampling errors for OHCT and MET highlight the 
high temporal variabilities in those variables, which, as 
discussed above, may indicate possible residual spin-up 
effects.

4.2.1  Long term mean seasonal cycles

Figure 9 shows the mean annual cycles of the main energy 
budget terms in Eqs. 1 and 2. Averaging periods depend on 
the availability of reference data and are indicated in the 
figure titles. In general, most models are able to simulate 
the general shape of the annual cycles accurately, but there 
are also some obvious biases and differences, which are dis-
cussed in more detail below.

The net radiation at TOA is shown in Fig.  9 a. It is 
strongly negative for most of the year and only slightly posi-
tive in June and July. This strong seasonal cycle is mainly 
driven by solar radiation. The spread (max-min) between 
CMIP6 models is relatively small in winter and the tran-
sition seasons, reaching a maximum of 95 Wm−2 in sum-
mer. A few models reach unrealistically high values during 
summer, in particular the CMCC-CM2-SR5 model shows a 
maximum of more than 80 Wm−2 (compared to 12 Wm−2 
from observations), mainly due to strongly underestimated 
reflected shortwave radiation as a consequence of low sea 
ice biases (Fig. S2 in Supplementary material). About 20% 
of the models (8 out of 39) simulate negative F TOA through-
out the year. Inter-model spread is higher during summer, 
nevertheless the CMIP6 MMM is in quite good agreement 
with the observational estimate (DEEPC) and stays within 
the observational uncertainty bounds during those months. 
In winter, the inter-model spread is smaller, but most models 
underestimate the strong winter minima and the MMM is up 
to 10 Wm−2 lower than indicated by observations. The net 
radiation at TOA is an important driver of the annual cycle 
of the surface energy flux F S , so F S shows a similarly strong 
annual cycle. F S remains negative (outgoing) during winter, 
and with the maximum of incoming shortwave radiation in 
May, F S becomes positive and reaches its maximum in sum-
mer as sea ice melt progresses. Similar to F TOA , some models 
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have unrealistically high summer maxima (CMCC-CM2-
SR5, CAS-ESM2-0, FIO-ESM-2-0), caused by underesti-
mated reflected shortwave radiation due to too little sea ice 
(not shown). The CMCC-CM2-SR5 model strongly underes-
timates both the total extent of sea ice in the area of interest 
and the thickness of the sea ice cover (Fig. 5), and in the 
summer months CMCC-CM2-SR5 even simulates an ice-
free Arctic. CAS-ESM2-0 and FIO-ESM-2-0 are also at the 
lower end of the SIE ensemble, while models with high SIE 
during the summer months (e.g. NorCPM1, FGOALS-g3) 
also simulate low F S during the summer months. In winter, 
most models simulate lower net upward F S than our refer-
ence estimate (inferred F S , Mayer et al. 2021a). However, 
CMCC-CM2-SR5 overestimates the winter minima because 
the SIE is quite small in winter, leading to unrealistically 
strong outgoing longwave radiation and latent heat fluxes 
(not shown). Figure 10 shows scatter plots between long-
term average F S and SIE. The correlations are divided into 
the season with negative net F S (September - April) and the 

season with positive net F S (May - August). The correlations 
are high throughout the year. In summer, when incoming 
solar radiation is high, models with little sea ice simulate 
higher incoming net radiations, mostly caused by reduced 
reflected shortwave radiations (not shown). In autumn and 
winter, when the incoming solar radiation is low to non-
existent, models with less sea ice simulate higher outgoing 
longwave radiations (not shown) and therefore lead to higher 
negative net radiations.

Figure 9c shows that the annual cycle of the atmospheric 
energy storage component AET is moderate compared to 
the other atmospheric components, and that CMIP6 models 
reproduce the observed cycles (ERA5) quite well. Atmos-
pheric energy transport (AHT) for CMIP6 is estimated as 
residual using Eq. 1. Inter-model spread is relatively high 
throughout the year with most CMIP6 models simulating 
higher transports than indicated by our observational ref-
erence (ERA5). Biases are strongest from late autumn to 
early spring and are connected to biases in surface energy 

Fig. 11  Barents Sea Opening correlations of long-term annual aver-
aged ocean heat transports (OHT) and ocean volume transports 
(OVT, left panel) as well as BSO average temperatures (right panel) 
for various CMIP6 models (1993–2014), the GREP reanalyses mean 

(1993–2014) and ArcGate observations (2005–2010). Positive values 
denote transports into the Arctic. Yellow ellipses show the 2-sigma 
confidence ellipses for the CMIP6 models and grey ellipses for the 
GREP reanalyses
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fluxes and therefore biases in the position of the sea ice edge 
as well as sea surface temperatures. However, in summer, 
where biases in F S and F TOA are at their peaks in some mod-
els (e.g., CMCC-CM2-SR5, CAS-ESM2-0 and NorCPM1), 
compensating effects lead to smaller biases in AHT. Mean-
while, biases in AET play a less prominent role and adjust 
the total AHT biases with smaller reinforcing and compen-
sating effects.

Figure 9e shows the annual cycles of the oceanic storage 
component OHCT. The models agree on ocean warming 
in the summer months and ocean cooling in the winter, but 
the amplitude of the cycles varies considerably. The model 
scatter is large for most of the year, with 95% of the models 
within 12–43 Wm−2 in summer and − 24 and − 4 Wm−2 in 
winter. The most obvious exception is CMCC-CM2-SR5, 
which has summer maxima about three times higher than 
the MMM and winter minima about three times lower. These 
large variations are again closely related to the underestima-
tion of sea ice in CMCC-CM2-SR5. An amplification of the 
OHCT seasonal cycle with declining sea ice is expected, 

and in fact has already been observed over recent decades 
(Mayer et al. 2016), but of course to a much lesser degree 
compared to CMCC-CM2-SR5. The annual cycles of the 
melt tendency (MET) are shown in figure 9f. The reference 
values are calculated from the GREP ensemble. The major-
ity of models simulate the phase of the annual MET cycle 
correctly, but the inter-model spread is large throughout the 
year. Winter values range from − 31 to − 10 Wm−2 and 
summer peaks are between 16 and 52 Wm−2 . The MMM 
amplitude is generally lower than the reference estimate, 
with weaker freezing in late winter and early spring and 
weaker melting during the summer months.

The annual cycles of the net oceanic heat transports are 
shown in Fig. 9g. The large inter-model variability is evident 
throughout the year, but all models agree on an inflow of 
heat to the Arctic in all calendar months. Most models are 
able to simulate the timing of the inflow extremes correctly, 
with a minimum in May and a maximum in late autumn 
and early winter. Reference values (REF) are derived from 
the GREP ocean reanalysis ensemble, and the observational 

Fig. 12  Scatter plots of the effect of ocean heat transports on sea ice 
and the ocean warming rate. a) correlations between oceanic heat 
transports through the Barents Sea Opening and the mean sea ice 
extent in the Barents Sea, b) correlations between net Arctic oceanic 

heat transports and the oceanic heat content tendency. All values are 
long-term annual averages over the 1993–2014 period. Yellow ellip-
ses show the 2-sigma confidence ellipses for the CMIP6 models and 
grey ellipses for the GREP reanalyses
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annual cycle from ArcGate is also shown. Almost all models 
underestimate the heat influx compared to REF and ArcGate. 
Only CMCC-CM2-HR4 simulates larger heat transports 
throughout the year than indicated by observations, with an 
October peak about 25% higher than the ArcGate estimate of 
about 200 TW. In addition, CMCC-CM2-SR5, MPI-ESM1-
2-HR and MPI-ESM1-2-LR exceed observations in spring. 
The heat transports for BCC-CSM2-MR, BCC-ESM1, 

CAMS-CSM1-0, FGOALS-g3, FGOALS-f3-L and NESM3 
are too low in all calendar months and are mainly caused by 
biases in the inflow of Atlantic waters through the Barents 
Sea opening. Heat transports through the individual Arctic 
straits are shown in the Supplementary material (Fig. S3). In 
general, while most models are able to simulate the shape of 
the annual transport cycles to some extent, the inter-model 
spread is large for all Arctic straits. Seasonal cycles for the 

Fig. 13  Scatter plots of long-term annual averages of oceanic heat 
transports and atmospheric energy budget components. Correlations 
between a OHT and the net surface energy flux F s , b OHT and the 

net energy flux at the top of the atmosphere F 
TOA

 , c OHT and atmos-
pheric heat transports AHT, d AHT and F 

TOA
 . Yellow ellipses show 

the 2-sigma confidence ellipses for the CMIP6 models
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BSO feature similar spreads and biases as the net Arctic heat 
inflow, reflecting the leading role of BSO in determining 
the amount of oceanic heat entering the central Arctic. Fig-
ure 11 shows correlations between BSO heat transports with 
BSO volume transports and BSO average ocean tempera-
tures. Correlations are high both for volume transports and 
temperatures indicating biases in the simulated temperatures 
and currents. It is worth noting that volume transports and 
strait average temperatures are not independent of each other 
and feature moderate to high correlations (not shown). The 
models with exceptionally low OHT values show mean tem-
peratures around 0 degrees Celsius or even slightly negative 
values. Additionally, they simulate Norwegian Coastal Cur-
rents (NCs) that are generally too weak, slowed down too far 
south, or even negative, while high OHT values are driven 
by high volume transports due to strong NCs and higher tem-
peratures. Figure 4 revealed that some of the models (includ-
ing BCC-CSM2-MR, BCC-ESM1 and CAMS-CSM1-0) 
feature large positive temperature biases in and underneath 
the Atlantic water layer. However, in the upper most layers 
some of those models show negative biases and underesti-
mate the actual temperatures in the surface and halocline 
layers. Figure S4 shows temperature profiles averaged along 
the individual straits. The BSO profile reveals that while 
the largest temperature biases for BCC-CSM2-MR, BCC-
ESM1, CAMS-CSM1-0 and FGOALS-g3 are found at the 
surface, where three of the models even simulate tempera-
tures below 0 ◦ C, negative temperature biases are present in 
all layers of the rather shallow BSO. These low temperatures 
near the surface are tightly coupled to the overlying sea ice 
cover. However, the sea ice cover does not only affect heat 
transport, but the link between oceanic transports and sea 
ice goes both ways, as increased heat transports also lead to 
less sea ice (Årthun et al. 2019).

Heat transports through Fram Strait (Fig. S3a) are too small 
in the majority of models, but it is possible that models with 
the NLFS scheme are affected by the mass adjustment due to 
sea ice melt, as the differences in volume transports between 
models with non-linear and linear surfaces are largest for Fram 
Strait (not shown), leading to a simulated maximum volume 
outflow in summer for NLFS models and a minimum about 2 
Sv smaller for those without NLFS. Volume transports through 
Fram Strait are generally biased low in CMIP6 (Heuzé et al. 
2023). However, while net transports show a large spread simi-
lar to the BSO (Tab. 6), the MMM actually stays well within 
the uncertainty range of the reference values. Temperature 
profiles (Fig. S4) at Fram strait show that virtually all models 
feature a positive temperature bias below 500 m and above that 
the majority of models features a negative temperature biases. 
Therefore, the low biases in OHT are mainly caused by warm 
biased deep waters flowing out of the Arctic through the East 

Greenlandic Current (EGC) and cold biased waters flowing 
into the Arctic via the more shallow West Spitsbergen Cur-
rent (WSC).

Fig. 14  “Portrait” diagram of seasonal normalized mean errors 
(nME) for various water and energy budget components for 1993–
2014. Triangles indicate the respective seasons DJF (upper triangle), 
MAM (right triangle), JJA (bottom triangle), and SON (left triangle). 
SIE

B
 denotes the sea ice extent in the BSO
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The effect of model spatial resolution can be seen for heat 
transports through Davis Strait (Fig. S3c). All CMIP6 mod-
els with a horizontal resolution of 1/4 degree simulate an 
OHT peak in autumn, similar to the observational ArcGate 
estimate, while coarser resolution models do not show such a 
peak. Somewhat surprisingly, the reanalysis-based estimates, 
which also feature a horizontal resolution of 1/4 degree, do 
not simulate such a peak, however they are known to have 
a cold bias in the West Greenland Current (Pietschnig et al. 
2017). The high resolution CMIP6 models however fea-
ture stronger and warmer West Greenlandic Currents and 
stronger, but similarly tempered, Baffin Island currents dur-
ing autumn (see Fig. S5).

The strength of OHT has important implications for 
the state of the Arctic Ocean and sea ice. Figure 12 shows 
scatter plots of OHT, sea ice extent and the ocean warming 
rate OHCT. As mentioned above there is a tight coupling 
between sea ice and heat transports. The left panel shows 
this correlation for the BSO, as models with higher/lower 
heat transports simulate smaller/larger sea ice areas. This 
leaves two possibilities: either reduced OHTs allow more sea 
ice to form, or a larger sea ice cover slows down currents, 
cools the ocean and therefore leads to lower heat transports. 

While the effect of OHT on Arctic sea ice has been discussed 
in various observational (e.g., Årthun et al. 2012; Onarheim 
and Årthun 2017) and modelling (e.g., Årthun et al. 2019; 
Dörr et al. 2021) studies, the influences of changes in Arctic 
sea ice on oceanic circulations, temperatures and therefore 
heat transports have been less investigated and still pose 
many unknowns (Docquier and Koenigk 2021). More thor-
ough analysis and model experiments would be required to 
clarify this possible bidirectional effect, but, this is beyond 
the scope of this study.

Ocean heat transports also affect the change in oceanic 
temperature. Figure 12 b) shows the correlation of heat 
transports and the change in ocean heat content: models 
with larger/smaller OHT show a faster/slower warming of 
the Arctic Ocean.

The consequences of biases in the oceanic components 
may also pass over to the Arctic atmosphere, potential effects 
are shown in Fig. 13. There are strong correlations between 
simulated long-term averaged OHT and F s (Fig. 13a), as 
OHT driven changes of sea ice and ocean temperature 
strongly affect the reflected shortwave radiation during sum-
mer and outgoing longwave radiations as well as turbulent 
energy fluxes. However, there are no significant correlations 

Fig. 15  Water (left, in 103 m3/s) and energy (right, in Wm
−2 ) fluxes 

and storage rates for the reference estimates (black) and the CMIP6 
MMM (red) for 1993–2014. Additional estimates from ArcGate and 

Winkelbauer et  al. (2022) as well as Mayer et  al. (2019) are given 
in Table 7. The graphic designs of the schematics are adapted from 
Winkelbauer et al. (2022) and Mayer et al. (2019)
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between OHT and the net radiation at the top of the atmos-
phere (Fig. 13b) and biases do not seem to reach up to the 
top of the atmosphere. In contrast, Fig. 13d shows high 
correlations between long-term averaged atmospheric heat 
transports AHT and F TOA , as models with weaker outgoing 
F TOA also feature weaker AHT. OHT and AHT feature mod-
erate anti-correlation (Fig. 13c) and the atmosphere com-
pensates for variances in OHT to the extent that its biases 
are not seen at the TOA. Models with stronger OHT feature 
stronger F s and therefore weaken the atmospheric gradients 
and subsequently AHT. Note the deviation of the reference 
values from the model based reference ellipse in 13a. This is 
caused by inconsistency in our reference based estimates for 
F s and OHT and will be discussed futher in the next section.

The impact of OHT on other components of the Arctic 
system highlights the importance of detecting the exact 
source of any possible biases therein. To check whether 
the biases in OHT are also present further south, where 
less sea ice is present, we calculated transports through 
the Greenland-Scotland Ridge (GSR, dashed orange line 
in Fig. 1). Figure S6 shows heat transports at the GSR 
and figure S7a shows scatter plots between heat transports 
though the GSR and the sum of transports through Fram 
Strait and the BSO. They show a high correlation with 
biases of heat transports being also present further south 
in the Nordic Seas, tightly coupled to biases in the GSR 
across strait temperatures (Fig. S7b). Figure S7a shows a 
group of models slightly to the left of the reference esti-
mates, simulating realistic GSR transports and lower Fram 
and BSO transports. This shift is actually caused by too 
much sea ice in the models, which forces the heat out of 

the ocean in the Nordic Seas through higher outgoing sur-
face energy fluxes.

Figure 14 summarises the seasonal performance of 
the models and shows normalised mean errors for all 
models and variables for the energy and water budgets. 
Seasons are subdivided by triangles, as indicated in the 
top left-hand corner of the figure. Mean errors for each 
variable have been normalised by the largest error of the 
concerning variable to allow for better inter-model com-
parisons. The closer the values are to 0, the smaller the 
model bias and the better the model performance. For 
instance, the net surface energy flux F s is biased positive 
from autumn to spring and biased negative in summer for 
most models, meaning that there is less outgoing energy 
during the colder seasons and less net incoming energy 
during summer for those models (see Fig. 9). In contrast, 
the CMCC-CM2-SR5 model shows a positive bias during 
summer (more net incoming energy) and a negative bias 
during winter, caused mainly by its large negative sea ice 
bias. Further, the connection of biases in sea ice and oce-
anic heat transports is evident, as models with positive 
biases in sea ice extent have a negative OHT bias, while 
biases in sea ice thickness seem to be less relevant with 
regard to OHT. Seasonal biases in OVT for some models 
are caused by the models NFL scheme. The affected mod-
els are biased negative in summer (stronger outgoing flux 
due to the sea ice melt effect) and biased positive in winter 
(effect of ice formation and growth). However, also models 
without the NFL scheme tend to feature some spurious 
features. Biases in runoff are mostly due to the one-month 
shift in the simulated annual cycle, with summer runoff 

Fig. 16  Budget residuals for the energy (top) and water (bottom) budget of the Arctic Ocean
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being biased small and spring runoff being biased large. 
MET biases are largest in the transitional seasons (spring 
and autumn), while OHCT biases are largest in winter and 
summer, indicating a weakened amplitude of the annual 
cycle for most models and an enhanced amplitude for the 
CMCC-CM2-SR5 model.

4.3  Budget closure

Non-closure of global budgets may contribute to unforced 
long-term changes/trends in state variables, the so-called 
model “drift”. This may distort the estimate of forced 
changes in coupled climate simulations and lead to false 
interpretations. On a global scale Irving et al. (2021) find 
non-negligible drift trends in time-integrated ocean heat and 
freshwater fluxes, F TOA and moisture flux into the atmos-
phere (evaporation minus precipitation), suggesting a con-
siderable leakage of mass and energy in the simulated cli-
mate system. To our knowledge, budget closure on a more 
regional scale for the Arctic area has not been assessed yet 
for CMIP6. We use all terms from equations 2 and 3 and 
ignore changes in the oceanic volume storage, which are 
considered small (Winkelbauer et al. 2022), to assess the 
energy and water budget closure for the Arctic Ocean:

Annual mean fluxes and storage components for the water 
and energy budgets as simulated by the CMIP6 MMM (red 
values) and our reference estimates (black values) are shown 
in Fig. 15. Note that the reference estimates were taken from 
multiple independent data sources and are not consistent 
and therefore the observational budget estimates are not 
closed but rather feature budget residuals. Comparisons with 
estimates from Mayer et al. (2019) and Winkelbauer et al. 
(2022) are given in Table 7.

Figure 16 shows residuals for the energy (top) and water 
(bottom) budgets. With a snowfall term of 1 Wm−2 (ERA5) 
energy budget residuals for the reference estimates using 
oceanic transports from the GREP ensemble (REFGREP ) 
are at − 4.8 Wm−2 . Residuals using oceanic transports 
from ArcGate (REFAG ) are smaller at − 2.6 Wm−2 . As 
already seen in Fig. 13a, the largest inconsistencies are 
found between net surface energy fluxes derived from a 
combintation of CERES-EBAF TOA fluxes and atmos-
pheric energy budget quantities provided by Mayer et al. 
(2021a) and oceanic lateral heat transports from the GREP 
ensemble. Surface energy fluxes as seen by the ocean rea-
nalyses are actually about 3 Wm−2 smaller (not shown), 

(8)

Resenergy =FS − OHCT −MET − ∇ ⋅ FO − ∇ ⋅ FI + Lf (Tp)Psnow

− Lf �snow
�dsnow

�t

(9)Reswater =P + ET + R − ∇ ⋅ Fvol

explaining the observation based budget residuals. While 
Mayer et al. (2021a) use ERA5 data, the ocean reanalyses 
in GREP are not coupled and use atmospheric forcing from 
ERA-Interim, which already features significantly smaller 
surface energy fluxes than ERA5 (not shown). Further, 
the GREP reanalyses calculate their own upwelling fluxes 
influenced by their own ice thicknesses and skin tempera-
tures, while ERA5 sees constant sea ice thickness of 1.5m 
and is known to have a warm temperature biases over sea 
ice (Wang et al. 2019). For the water budget reference 
based residuals are at − 2.9×103 m3 (REFGREP ) and − 52.1×
103 m3 (REFAG).

Figure 16 further shows budget residuals for the indi-
vidual CMIP6 models. Residuals for the energy budget 
are comparatively small with values between − 2.5 and 2 
Wm−2 . Residuals for the water volume budget are mostly 
smaller than ± 100×103 m3 . Some models feature larger 
residuals (e.g. MPI-ESM1-2-LR), however for those mod-
els, as discussed above, our volume transports calculations 
may not be accurate enough.

There are multiple potential reasons for non-closure, 
some of them are listed below:

• Even though we are confident in our methods of cal-
culation, we still can not preclude problems with our 
technical analyses. Especially the calculation of Arctic 
ocean volume transports is very sensitive to the ocean 
bathymetry and many large fluxes of opposing sign sum 
up to a relatively small net transport. Therefore, small 
inaccuracies in the methods of calculation may lead to 
major errors in net integrated transports. It also has to 
be noted, that the needed information to calculate exact 
oceanic volume transports, like exact ocean depths, is 
not readily available for all models. This will be dis-
cussed further in the conclusions section.

• We consider the budget equations as complete as possi-
ble, however there is still the possibility that we are miss-
ing some smaller budget terms. While small themselves, 
they still could have effects when trying to close the 
budgets. For example, oceanic transports are calculated 
as the sum of the four major gateways, but we neglect 
transports through the smaller channels of Hecla and 
Fury Strait. Further, we ignore the small fluxes associated 
with the change in sensible heat content of ice (IHCT in 
Eq. 2) and also the temporal (sub-monthly) eddy com-
ponent of oceanic transports. Also, it’s possible that not 
all components are provided in the CMIP6 model output, 
e.g. small terms like numerical diffusion and mass leak 
increments.

• Imbalances may also arise from deficiencies in the mod-
els itself, including model coupling, numerical schemes 
and/or physical processes. While it is desirable for 
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regional budgets in climate models to be closed, achiev-
ing a perfect closure can be challenging. The closure of 
regional budgets depends on the accuracy and representa-
tion of processes within the model, the spatial and tem-
poral resolution of the model, and the quality of param-
eterizations. However, due to the complexity of Earth’s 
climate system, including interactions between different 
components (atmosphere, ocean, land, and ice), achiev-
ing complete closure at a regional scale is challenging 
(Lauritzen et al. 2022).

5  Summary and discussion

This study analyses the performance of 39 CMIP6 mod-
els in simulating the energy and water budgets of the 
Arctic. We find systematic biases in several energy and 
water budget components and large inter-model spreads 
in most evaluated parameters when compared to the 
uncertainty of the observationally constrained estimates.

We assessed model performance by comparing his-
torical long-term averages and seasonal cycles of key 
energy and water cycle components with observational 
reference data. The main results of this study are sum-
marised below.

Long-term averaged surface freshwater fluxes tend to 
be overestimated by most of the models analysed, and 
apart from large model spreads in their seasonal cycles, 
we also found an early timing bias of one month in the 
runoff cycle phase, most likely related to the models’ 
disability to correctly simulate the timing of snow melt 
and permafrost degradation.

The introduction of the StraitFlux tools Winkelbauer 
et al. (2023) allowed the calculation of oceanic transports 
consistent with the discretization schemes of the respec-
tive models, allowing a fair comparison and avoiding 
spurious artifacts that would be caused by interpolation. 
However, the results of oceanic volume and ice trans-
ports show strong biases. Inter-model spread is large and 
the majority of models fail to simulate the annual cycles 
of the net Arctic volume transports correctly. The largest 
errors and some spurious peaks in summer are introduced 
by the use of the NLFS scheme for sea ice meltwater. 
Seasonal cycles of volume transports corrected for sea 
ice volume still show a large spread with some suspi-
cious-looking models, but the MMM of the corrected 

fluxes is in better agreement with the reference cycles 
and is within the uncertainty range of the reanalyses dur-
ing 9 of 12 months. The calculation of volume transports 
is very sensitive to the exact ocean bathymetry. We found 
that for the individual Arctic straits biases due to inaccu-
rate handling of the bathymetry are comperatively small 
and mostly amount to less than 10 %. However, as the 
individual fluxes sum up to a rather small net Arctic 
volume flux, those biases may cause some significant 
errors for the net transports. As discussed in Winkelbauer 
et al. (2023) caution is advised especially when calcu-
lating volume transports for shallow or bathymetrically 
more complicated straits, where currents are intensified 
in the proximity of the ocean ground or coast. While the 
calculation of heat and salinity transports is not as sensi-
tive, it is still not neglectable in most cases. To improve 
the calculation of transports we would need the exact 
cell thicknesses either at the positions where the oceanic 
temperatures and velocities are defined or, if only thick-
nesses at the middle of the grid cell are supplied, provide 
the transformation equations to transform the thicknesses 
to the cell faces (Arakawa-C) or edges (Arakawa-B) for 
all models. Unfortunately, these data are not available 
for all CMIP6 models, and we hope the situation will 
improve in future CMIPs.

Surface energy fluxes in CMIP6 are generally strongly 
underestimated compared to the observationally con-
strained reference estimates, with the largest biases 
occurring in autumn, winter and spring. Radiative fluxes 
at TOA are closer to observations, but some models still 
show biases, especially in summer. Errors in F s and F TOA 
are closely related to the extent of the simulated sea ice 
area. Therefore, models with particularly large biases 
in their simulation of sea ice (CMCC-CM2-SR5, CAS-
ESM2-0, FIO-ESM2-0, NorCPM1, FGOALS-g3) also 
have the largest errors in F s and F TOA . Also problems in 
the models’ energy conservation may lead to errors in 
the net global energy budget at TOA and at the surface 
(Wild 2020), however those errors should be compara-
tively small.

As with the water budget, also for the energy budget 
the largest uncertainties and biases seem to be gener-
ated in the ocean. While most models are able to cor-
rectly simulate the timing of the oceanic lateral heat 
inflows, the inter-model spread is exceptionally large 
and most models show a systematic underestimation of 
the heat transports. Six models (BCC-CSM2-MR, BCC-
ESM1, CAMS-CSM1-0, FGOALS-g3, NESM3) simulate 
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particularly small heat transports, mostly due to tem-
perature biases but also because of too weak simulated 
Barents Sea volume transports. We find strong relation-
ships between lateral oceanic heat transports and the 
mean state of the Arctic. Furthermore, oceanic transports 
have strong effects on sea ice cover and ocean warming 
rates, demonstrating the importance of the mean state on 
projected trends.

Biases in Arctic deep waters were shown to be caused 
by the lack of ventilation through shelf overflows and 
inaccurate oceanic transports (Heuzé et  al. 2023). In 
addition, longer spin-up times may be required as deep 
waters may take longer to equilibrate to the initial con-
ditions. A more detailed assessment of oceanic trans-
ports would be necessary to determine the exact source 
of these biases.

Despite the use of more accurate oceanic transport 
estimates and the assessment of more complete budgets, 
it was still not possible to close the energy and water 
budgets for the individual models completely. Neverthe-
less, energy budget residuals are smaller than 2 Wm−2 for 
most models, which is still small when compared to the 
inter-model spreads in most energy budget components. 
Small residuals could be due to both technical issues on 
our side and deficiencies in the models, including model 
coupling, physical processes and numerical schemes. 
More extensive evaluations of these imbalances could 
help to further identify and address biases and limita-
tions, leading to improved representations of regional 
processes and more balanced budgets.

Furthermore, it must be reiterated that all multi-model 
averages were computed using all available models 
without any kind of model weighting, which should be 
applied to mitigate biases, uncertainties and discrepan-
cies between models and provide a more balanced repre-
sentation of the overall model ensemble. The results of 
this study can nevertheless help us to understand typi-
cal model biases in the Arctic, and using these results it 
may be possible to generate physically based metrics to 
detect outliers from the model ensemble. These metrics 
may prove may be useful in reducing the spread of future 
projections of Arctic change.

Large model spreads can be exacerbated by several 
sources of error. First and foremost, we used only one 
realisation per model, which is known to introduce a 
sampling error as each different realisation simulates 
a different possible outcome of the chaotic climate 
system (Wang et al. 2022). However, past studies sug-
gested intra-model biases to be quite small compared to 
inter-model biases (e.g., Zanowski et al. 2021; Khosravi 

et al. 2022; Wang et al. 2022). We used a bootstraping 
approach to estimate those sampling errors and found 
this to be true for for most variables in our study. Also, 
observations similarly account for only one realisation 
and therefore the sampling error should be of the same 
value for our observational estimates. So, in most cases, 
biases between models and observations when looking 
at long-term means are very likely to be true systematic 
biases inherent in the model. However, for variables with 
larger sampling errors, like e.g. OHCT and MET, and 
also when looking at trends of the relatively short period 
of 22-years, variabilities on different time scales may 
introduce sampling uncertainty. In those cases, the best 
solution would be to look at longer time scales, whereby 
this oftentimes is problematic due to the length of avail-
able observations and spinup effects during the earlier 
part of the model simulations.

In addition, errors may be introduced by missing pro-
cesses or different treatment of processes in the models. 
For example, as we saw in Fig. 3, the inclusion of a non-
linear free surface scheme leads to biased seasonal cycles 
of oceanic volume transports, at least in the current gen-
eration of climate models. Errors in the calculation of 
energy and water budget variables have been minimised 
by using the native grid files of all variables where inter-
polation can corrupt the result.

In conclusion, the biases we find in some of the Arc-
tics’ energy and water budgets of the evaluated models 
have substantial effects on the simulated mean state and 
changes within the system and therefore possibly also on 
projections of future warming of the Arctic. To obtain 
more realistic simulations of the Arctic and processes 
therein more observations would be needed to constrain 
the models, as well as higher resolution and improved 
parametrizations, as already discussed by e.g., Heuzé 
et al. (2023). Nevertheless, the diagnostics framework 
presented here can be applied to measure progress made 
with upcoming new versions of coupled model runs, per-
formed, e.g., within CMIP7. The presented diagnostics 
may also be used to generate more process-based metrics 
compared to earlier studies (e.g., Brunner et al. 2020) 
that focused on state quantities to detect outliers from 
the model ensemble and therefore reduce the spread of 
future projections of Arctic change.

Appendix

See Tables 6, 7, 8.
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Table 6  Averaged volume and heat transports through the main Arctic gateways for the 1993–2014 period

 Volume Transports are given in SV and heat transports in TW. REF values are calculated using the GREP reanalyses ensemble. Values in brack-
ets show Trends in [fraction/decade]

Fram Barents Davis Bering

Volume Heat Volume Heat Volume Heat Volume Heat

ACCESS-CM2 − 3.3 (0.01) 27.6 ( − 0.02) 2.8 ( − 0.09*) 54.7 ( − 0.04*) − 0.2 (1.26*) 3.9 (0.21*) 0.7 ( − 0.00) 1.1 (0.05)
ACCESS-ESM1-5 − 4.2 ( − 0.09*) 35.6 (0.02) 3.5 ( − 0.02*) 85.9 ( − 0.01) − 0.7 (0.64*) 6.3 ( − 0.21*) 1.3 (0.02*) 7.0 (0.17*)
BCC-CSM2-MR − 0.7 ( − 0.14*) 21.8 (0.03*) 0.5 (0.21*) 5.5 (0.29*) − 0.0 (4.65) 0.3 (0.04) − 0.0 (0.04*) 0.1 ( − 0.00)
BCC-ESM1 − 0.3 ( − 0.02) 20.1 (0.08*) 0.1 ( − 0.27*) 3.6 ( − 0.02) − 0.1 (1.24*) − 0.2 (0.57) − 0.0 ( − 0.03*) 0.1 ( − 0.14*)
CAMS-CSM1-0 − 0.9 (0.14*) 20.7 ( − 0.02*) 0.8 ( − 0.16*) 7.9 ( − 0.29*) − 0.5 (0.00) 7.1 (0.07*) 0.5 ( − 0.08*) − 0.1 (0.04)
CanESM5 − 3.7 ( − 0.22*) 23.4 (0.26*) 3.4 (0.18*) 63.7 (0.35*) − 0.6 (0.38*) 3.2 ( − 0.16*) 0.8 (0.02) 3.0 (0.52*)
CAS-ESM2-0 - - - - - - - -
CESM2 − 1.2 ( − 0.12*) 10.2 (0.12*) 1.8 (0.07*) 45.6 (0.12*) − 1.9 (0.09*) 6.2 ( − 0.11*) 1.1 (0.02*) 6.0 (0.38*)
CESM2-WACCM − 1.2 ( − 0.17*) 9.0 (0.08*) 1.6 (0.12*) 41.3 (0.10*) − 1.8 (0.07*) 6.4 ( − 0.01) 1.1 (0.00) 3.7 (0.44*)
CMCC-CM2-HR4 − 2.5 (0.07*) 58.8 (0.15*) 3.5 ( − 0.01) 95.8 (0.00) − 2.7 ( − 0.05*) 25.9 (0.09*) 1.5 (0.01) 8.7 (0.19*)
CMCC-CM2-SR5 − 3.3 (0.01) 17.1 (0.37*) 4.3 (0.01*) 106.4 (0.11*) − 2.6 ( − 0.05*) 8.2 ( − 0.03) 1.3 (0.03*) 11.9 (0.34*)
CNRM-CM6-1 − 3.4 ( − 0.23*) 24.0 ( − 0.06*) 3.4 ( − 0.14*) 64.1 ( − 0.15*) − 1.6 (0.76*) 8.8 ( − 0.31*) 1.5 (0.01*) 7.0 (0.05)
CNRM-CM6-1-HR − 1.0 ( − 0.19*) 29.8 (0.30*) 1.9 (0.05*) 50.5 (0.18*) − 2.2 (0.09*) 27.2 ( − 0.04*) 0.9 ( − 0.06*) 6.6 (0.02)
EC-Earth3P-HR − 2.3 ( − 0.14*) 34.9 (0.25*) 2.1 (0.08*) 58.4 (0.09*) − 0.9 (0.15*) 16.2 ( − 0.10*) 1.1 (0.01) 6.0 ( − 0.08*)
EC-Earth3 − 2.6 ( − 0.32*) 3.8 (1.80*) 3.2 (0.33*) 79.1 (0.45*) − 2.4 ( − 0.16*) 7.7 ( − 0.13*) 1.8 (0.06*) 12.6 (0.37*)
FGOALS-f3-L − 3.6 (0.11*) 6.1 (0.48*) 2.0 ( − 0.04*) 29.9 ( − 0.03*) − 0.9 (0.16*) 14.4 ( − 0.21*) 2.1 ( − 0.02*) 14.0 (0.06*)
FGOALS-g3 − 1.1 (0.40*) 9.4 (0.29*) 0.6 ( − 0.29*) 8.2 (0.50*) − 1.4 (0.16*) 8.2 ( − 0.17*) 1.9 (0.01*) 6.0 (0.43*)
FIO-ESM2-0 − 1.4 ( − 0.03*) 11.1 ( − 0.08*) 2.4 ( − 0.02) 75.5 ( − 0.04*) − 1.9 (0.06*) 10.5 ( − 0.10*) 0.9 (0.04*) 6.0 (0.43*)
GFDL-CM4 − 1.7 ( − 0.29*) 26.1 (0.08*) 2.4 (0.14*) 69.7 (0.15*) − 1.8 (0.07*) 24.8 (0.02) 0.9 (0.02*) 1.9 (0.37*)
GFDL-ESM4 – – – – – – – –
GISS-E2-1-G – – – – – – – –
HadGEM3-GC31-

LL
− 3.4 ( − 0.04*) 23.5 (0.21*) 3.8 (0.00) 83.3 (0.05*) − 1.8 (0.03*) 7.5 ( − 0.11*) 1.3 (0.03*) 2.4 (0.62*)

HadGEM3-GC31-
MM

− 2.3 ( − 0.17*) 41.2 (0.03) 2.5 (0.06*) 60.5 (0.09*) − 1.4 (0.07*) 17.9 (0.17*) 1.0 (0.09*) 2.9 (0.34*)

INM-CM5-0 - - - - - - - -
IPSL-CM6A-LR − 4.1 ( − 0.13*) 2.3 (0.87*) 4.1 ( − 0.02*) 97.2 (0.00) − 1.3 (0.49*) 4.6 ( − 0.08*) 1.1 ( − 0.01) 2.9 (0.34*)
IPSL-CM6A-LR-

INCA
− 3.6 ( − 0.26*) − 1.1 ( − 1.59*) 4.0 (0.10*) 100.0 (0.08*) − 1.7 (0.24*) 3.2 (0.14*) 1.1 (0.12*) 6.6 (0.20*)

KACE-1-0-G – – – – – – – –
KIOST-ESM – – – – – – – –
MIROC-ES2L − 3.2 (0.02) 42.7 (0.10*) 2.5 ( − 0.07*) 71.1 (0.13*) 0.2 (0.74*) 4.7 (0.03) 0.5 ( − 0.03) 3.1 (0.26*)
MIROC6 − 2.8 (0.02*) 40.5 (0.16*) 2.9 (0.06*) 43.7 ( − 0.07*) − 1.1 ( − 0.18*) 4.7 (0.04) 1.0 ( − 0.00) 3.0 (0.36*)
MPI-ESM1-2-HR − 2.8 ( − 0.11*) 17.5 ( − 0.06) 2.7 (0.18*) 70.3 (0.22*) − 0.8 ( − 0.10*) 8.6 (0.16*) 0.7 (0.07*) 3.3 (0.42*)
MPI-ESM1-2-LR − 2.1 ( − 0.32*) 26.0 ( − 0.22*) 2.9 (0.12*) 86.0 (0.13*) − 1.1 (0.23*) 10.7 ( − 0.21*) 0.6 (0.04*) 1.6 (0.52*)
MRI-ESM2-0 − 2.6 ( − 0.25*) 9.3 ( − 0.29*) 2.5 (0.15*) 61.1 (0.22*) − 1.7 (0.00) 6.8 (0.23*) 0.8 ( − 0.05*) 6.6
NESM3 − 0.8 ( − 0.29*) 10.2 ( − 0.11*) 1.7 (0.11*) 27.2 (0.34*) − 1.5 (0.01) 4.8 ( − 0.16*) 0.3 (0.05*) − 1.9 (0.21*)
NorCPM1 – – – – – – – –
NorESM2-MM – - – – – – – –
SAM0-UNICON − 1.2 ( − 0.21*) 10.0 ( − 0.08*) 2.0 (0.24*) 41.0 (0.28*) − 2.0 ( − 0.11*) 10.0 (0.15*) 1.0 ( − 0.04*) 0.7 (1.37*)
TaiESM1 − 1.6 ( − 0.12*) 8.0 ( − 0.30*) 2.3 (0.08*) 59.0 (0.13*) − 2.0 (0.01*) 9.8 (0.04*) 1.0 (0.04*) 2.0 (0.78*)
UKESM1-0-LL − 2.0 ( − 0.11*) 19.4 (0.07*) 2.8 ( − 0.02*) 62.7 (0.06*) − 2.2 (0.13*) 9.9 ( − 0.30*) 1.3 ( − 0.03*) 2.2 (0.59*)
MMM − 2.3 ( − 0.11) 20.2 (0.09) 2.4 (0.05) 57.4 (0.11) − 1.3 (0.11) 9.1 ( − 0.03) 0.8 (0.02) 3.6 (0.31)
REF − 2.2 ( − 0.10) 34.0 (0.03) 3.2 (0.07) 78.3 (0.12) − 2.4 ( − 0.00) 9.5 ( − 0.16) 1.2 ( − 0.02) 4.9 (0.12)
ArcGate − 1.4 67.6 2.2 54.7 − 1.9 31.8 1.0 − 2.6
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Table 7  Water and energy fluxes and storage rates for the reference estimates (Ref) and the CMIP6 MMM for 1993–2014

Additionally ArcGate estimates and estimates from Winkelbauer et al. (2022) and Mayer et al. (2019) are given

[103 m3/s] Ref CMIP6  Winkelbauer et al. (2022) ArcGate

P-E 69.2 ± 2.5 75.9 ± 7.8 Same as Ref –
R 127.0 ± 1.1 141.1 ± 21.4 Same as Ref –
RG 11.9 ± 0.4 5.6 ± 4.6 Same as Ref –
OVT − 151 ± 43 − 145 ± 139 − 207 − 91
OIT − 60 ± 5 − 101 ± 42 − 65
Res/S − 2.9 − 23.4 − 1.1 − 52.1

[ Wm
−2 ] Ref CMIP6  Mayer et al. (2019) ArcGate

RadTOA − 116.7 ± 0.5 − 111.6 ± 4.4 − 115.8 –
FS

− 18.0 ± 3.9 − 7.6 ± 2.8 − 16.2 –
AET 0.1 ± 0.9 0.0 ± 0.1 − 0.1 –
OHCT 0.3 ± 0.4 0.5 ± 0.4 0.3 –
MET 0.3 ± 0.1 0.2 ± 0.1 0.4 –
AHT 98.0 ± 4.0 103.9 ± 5.2 99.6 –
OHT 11.3 ± 3.7 8.2 ± 3.3 15.5 13.4
IHT 1.6 ± 0.8 2.1 ± 1.2 1.4 –
Res − 5.8 2.0 0.0 − 3.6
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Table 8  List of Acronyms
ArcGate Mooring-derived data of oceanic fluxes through the Arctic gateways
BSO Barents Sea opening
C2SMOS Sea ice product merged from Cryosat-2 and Soil Moisture and Ocean Salinity satellites
CAA Canadian Arctic Archipelago
CERES-EBAF Clouds and the Earth’s Radiant Energy System-Energy Balanced and Filled
CGLORS Ocean reanalyses from the Euro-Mediterranean Center on Climate Change
CMEMS Copernicus Marine Environment Monitoring Service
CMIP6 Coupled Model Intercomparison Project Phase 6
EGC East Greenlandic Current
ECMWF European Centre for Medium-Range Weather Forecasts
ERA5 ECMWF’s fifth atmospheric reanalysis
ERA-Interim ECMWF interim reanalysis
ESGF Earth System Grid Federation
FOAM Ocean reanalyses from the UK Met Office
GLORYS Ocean reanalyses from Mercator Ocean
GRACE Gravity Recovery and Climate Experiment
GREP Global ocean Reanalysis Ensemble Product
MMM Multi-model mean
NC Norwegian Coastal Current
NEMO Nucleus for European Modelling of the Ocean
NLFS Non-linear free surface
NRMSE Normalized root mean square error
ORAS5 ECMWF’s Ocean Reanalysis System 5
OSR Ocean Reanalysis
REF Reference data
WSC West Spitsbergen Current
AE(T) Atmospheric energy (tendency)
AHT Atmospheric energy/heat transport
cp Specific heat of seawater
dsnow Snow thickness
∇ ⋅ FA Divergence of lateral atmospheric energy transports
∇ ⋅ FI Divergence of latent heat transport associated with sea ice transports
∇ ⋅ FO Divergence of ocean heat transports
∇ ⋅ Fvol Divergence of lateral oceanic volume fluxes
ΔSO Change of ocean volume
ET Evapotranspiration
Fs Surface energy flux
FTOA Net radiation at the top of the atmosphere (TOA)
IHCT Sea ice sensible heat content tendency
L f Latent heat of fusion
ME(T) Sea ice melt energy (tendency)
n⃗ Vector normal to strait
nME Normalised mean error
OHC(T) Ocean heat content (tendency)
OHT Oceanic transports of heat
OIT Oceanic transports of ice
OVT Oceanic transports of volume
P Precipitation
Psnow Snowfall rate
R Runoff
� Density of sea water
�snow Snow density
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