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Abstract
A striking recurrent feature of winter climate variability is the “warm Arctic-cold Eurasia” (WACE) pattern of opposite sign 
anomalies of surface air temperature (SAT) in the Barents Sea region and midlatitude Eurasia. Its origins and mechanisms are 
hotly debated, and its predictability remains unknown. This study investigates statistical relationships of the winter WACE 
dipole with concurrent anomalies of atmospheric circulation and oceanic precursors during the era of satellite observations. 
The results reveal a high potential for seasonal predictability of not only the WACE dipole but also several related indicators 
of winter climate variability, including the Arctic and Eurasian SAT anomalies. During subperiods of extreme covariability 
between the Arctic and Eurasian SATs around the early 1980s and late 2000s, most of the WACE variability is explained 
by ocean temperature and surface turbulent heat flux anomalies in the Barents Sea region during the preceding months. 
Anomalies in summer Atlantic water temperature (AWT) and autumnal sea surface temperature (SST) in this region explain 
about 70–80% of the variance of the following winter WACE variability during all events of strong Arctic-Eurasian SAT 
covariability. Analysis of SST variability in the Arctic-North Atlantic region suggests that the winter WACE link to the sum-
mer AWT anomalies reflects an atmospheric response to a large-scale surface reemergence of ocean temperature anomalies. 
However, this linkage had been robust only until the early 2000s. Since then, the winter WACE variability has been strongly 
related to autumnal SST anomalies in the Barents Sea region and the North Pacific.

Keywords Interannual variability · Air temperature anomalies · Barents Sea · Eurasia · Winter WACE pattern · Oceanic 
predictors

1 Introduction

During the last few decades, surface atmospheric warming 
has been much faster in the Arctic than globally, a phenom-
enon called “Arctic amplification” (Serreze and Barry 2011; 
Huang et al. 2017b; Rantanen et al. 2022). Although atmos-
pheric processes contribute to this phenomenon (Bintanja 
et al. 2011; Pithan and Mauritsen 2014; Woods and Cabal-
lero 2016), declining Arctic sea ice may play a modulational 
role through enhanced upward longwave radiation and tur-
bulent heat fluxes from the ocean to the atmosphere in the 
cold season (Screen and Simmonds 2010; Dai et al. 2019). 
In that season, Arctic warming can be driven by the “ocean 
heat capacitor” that discharges back into the atmosphere 

excess heat accumulated in the upper ocean by increased 
shortwave absorption in areas of summer sea ice loss (Chung 
et al. 2021). However, in winter, Arctic Ocean temperature 
is much higher than the frigid Arctic air temperature. Thus, 
even without the increased summertime absorption of solar 
radiation, the Arctic Ocean will release more heat to warm 
the air in winter if there is winter sea ice loss (Dai and Jen-
kins 2023). The recent winter Arctic warming may have 
resulted from the sea ice response to changes in regional 
(Smedsrud et al. 2013; Li et al. 2017) or large-scale (Beer 
et al. 2020; Shu et al. 2022) ocean heat transport, the lat-
ter possibly related to the Atlantic Multidecadal Oscillation 
(AMO) (Chylek et al. 2009; Fang et al. 2022). During the 
ice growth season, the largest Arctic sea ice decline has been 
observed in the Barents Sea area (Onarheim et al. 2018; 
Simmonds and Li 2021) where it has been accompanied by 
a remarkable transition to warmer ocean conditions (Årt-
hun et al. 2012; Alexeev et al. 2013; Polyakov et al. 2017; 
Lind et al. 2018; Schlichtholz 2019; Skagseth et al. 2020). 
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These changes are illustrated in Fig. 1a–c showing the dif-
ferences in winter surface air temperature (SAT), winter 
sea ice concentration (SIC), and summer subsurface ocean 
temperature between the LATE (2000–2020) and EARLY 
(1978–1999) epochs of the era of satellite observations 
(ESO), respectively.

Arctic amplification has recently attracted great atten-
tion due not only to dramatic changes in the Arctic climate 
system and its ecological and economic implications for 
the region (Meier et al. 2014) but also to its potential influ-
ences on extreme weather events, climatic anomalies, and 
trends across midlatitude continents (Overland et al. 2011; 
Cohen et al. 2014, 2020; Dai and Song 2020; Rudeva and 

Simmonds 2021; Zhuo et al. 2023). A striking feature of 
Arctic-midlatitude linkages in winter is a SAT anomaly 
pattern in which warming in the Barents Sea region coex-
ists with cooling over midlatitude Eurasia. This dipole is 
often called the “warm Arctic-cold Eurasia” (WACE) pat-
tern (Mori et al. 2014) or, in its opposite phase, the “cold 
Arctic-warm Eurasia” (CAWE) pattern (Kim et al. 2021). 
The WACE dipole is a recurrent mode of climate variability 
on various timescales, from subseasonal (Kug et al. 2015; 
Luo et al. 2016; Tyrlis et al. 2020) to interannual (Mori et al. 
2019; Wang et al. 2020) and multidecadal (Jin et al. 2020; 
Chen et al. 2021; Luo et al. 2022a). It has not only different 
preferential areas of occurrence but also distinct physical 

Fig. 1  a Difference of winter surface air temperature (SAT) in the Green-
land–Barents Seas region between the LATE (2000–2020) and EARLY 
(1978–1999) epochs of the ESO period [contour interval (CI) = 1 K]. b 
As in a but for sea ice concentration (SIC, CI = 10%). c As in a but for 
summer ocean temperature north of 65°N averaged over the 100–150 m 
depth layer. Areas of insufficient data (see Sect. 2.2) or shallower than 
100  m  are grey-shaded. Temperature differences nonsignificant at 
p = 0.05 are masked in white. d As in b but for winter SIC anomalies 
(CI  =  5%  SD−1 ) regressed onto the preceding summer AWT 

sSS
 index 

(blue curve in f). e Time series of (blue) summer anomalies of AWT 
sSS

 

(Atlantic water temperature averaged over the 100–300  m depth layer 
and the sSS box in c, 73◦–75◦ N, 13◦–20◦ E) and (red) their 95% confi-
dence limits. Dashed lines show the mean values over the EARLY and 
LATE epochs. f Standardised detrended time series of (blue) the sum-
mer AWT 

sSS
 index and (red) the following winter anomalies of SIA

GBS
 

(SIC integrated over the GBS box in d) with sign reversed. In a, b, and d, 
red (resp. blue) contours are for positive (resp. negative) anomalies. Red 
(resp. blue) shading marks positive (resp. negative) anomalies significant 
at p = 0.05
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characteristics compared to the well-known Greenland-Eura-
sian thermal seesaw driven by the North Atlantic Oscillation 
(NAO) or the Arctic Oscillation (Mori et al. 2014; Kim and 
Son 2016; Ye and Messori 2020). The winter WACE pattern 
may be driven by autumnal sea ice decrease in the Eurasian 
Arctic (Honda et al. 2009; Kim and Son 2020; Zhang and 
Screen 2021) through a stratospheric pathway (Kim et al. 
2014; Zhang et al. 2018) or a tropospheric pathway that 
involves atmosphere-ice-ocean feedbacks (Jang et al. 2021). 
It may also be driven by the concurrent sea ice decrease in 
the Barents Sea area (Petoukhov and Semenov 2010; Inoue 
et al. 2012; Mori et al. 2014, 2019; Luo et al. 2016; Kug et al. 
2015; Wang et al. 2020), which creates conditions favour-
able to an intensification or expansion of the Siberian High 
through changing pathways of high-latitude cyclones (Inoue 
et al. 2012) or more frequent Eurasian blocking situations 
(Mori et al. 2014), especially over the Ural Mountains (Luo 
et al. 2016, 2017c, 2019b; Yao et al. 2017; Dai and Deng 
2022). However, the Arctic-Eurasian linkages are nonlinear 
(Petoukhov and Semenov 2010), obfuscated by the chaotic 
nature of extratropical circulation (Overland et al. 2021), and 
mingled with teleconnections to remote forcings from the 
North Atlantic (Sato et al. 2014; Jung et al. 2017; Luo et al. 
2019a; Li et al. 2021) and the Pacific Ocean (Matsumura 
and Kosaka 2019; Luo et al. 2021, 2023; Zhao et al. 2022). 
Whether and to what extent SIC anomalies in the Eurasian 
Arctic influence air temperature variability over midlatitude 
Eurasia is uncertain (Blackport et al. 2019; Xu et al. 2019; 
Zhao et al. 2023).

An important fact about the variability of winter sea ice 
cover in the Barents Sea area is that it is closely related to 
anomalies of Atlantic water temperature (AWT) advected by 
ocean currents from the south (Helland-Hansen and Nansen 
1909; Furevik 2001; Nakanowatari et al. 2014) or driven 
locally by air-sea interactions in late winter (Schlichtholz 
and Houssais 2011; Herbaut et al. 2015). These interactions 
influence sea ice formation during the following cold season 
through another kind of “ocean heat capacitor” mechanism, 
namely the reemergence of sea surface temperature (SST) 
anomalies (Schlichtholz 2011, 2021; Bushuk et al. 2017, 
2019). This mechanism refers to  temperature anomalies 
stored in the deep surface mixed layer at the end of winter, 
then shielded from the surface by the summer seasonal pyc-
nocline, and subsequently reentrained into the deepening 
mixed layer during the cooling season (Deser et al. 2003). 
An index of the observed summer AWT variability in the 
Barents Sea opening introduced in previous studies (Schli-
chtholz 2019, 2021) and here extended to cover the ESO 
period from 1978 to 2020 (see Sect. 2.2) explains 79% of 
the following winter variance of the observed sea ice area 
(SIA) in the Greenland–Barents Seas (GBS) region (red box 
in Fig. 1d) and 62% of the corresponding variance when 
the linear trend is removed from the data (see Fig. 1f for 

the detrended time series). Not all of such a strong lead-lag 
covariability does necessarily reflect a direct physical cause-
and-effect relationship but can partly reflect local climate 
feedbacks that amplify and make persistent the wintertime 
anomalies (Schlichtholz 2013; Deng and Dai 2022). Since, 
on the one hand, the wintertime SIC anomalies in the Eura-
sian Arctic are strongly linked to earlier AWT anomalies 
and, on the other hand, they likely influence the Eurasian 
climate variability, elements of this variability that are most 
affected by the sea ice changes could, to some extent, be 
predictable. One study reported significant links of winter 
tropospheric circulation over Eurasia to summer ocean tem-
perature anomalies in the Barents Sea (Schlichtholz 2016). 
However, that study covered only the period 1982–2005. 
Therefore, it remains an open question whether or not link-
ages of winter Eurasian climate variability in general and 
the WACE pattern in particular to ocean thermal conditions 
in the Barents Sea region have recently changed. The pre-
sent study aims to address this question through lead-lag 
regression analysis performed for the entire ESO period, 
its EARLY and LATE epochs, and moving window subpe-
riods using linearly detrended ocean observational data and 
atmospheric reanalysis.

Given the complexity of the Arctic-midlatitude linkages, 
the WACE pattern may not be robustly related to a single 
precursor. Therefore, the WACE relation to the AWT anoma-
lies in the Barents Sea is compared to its relation to other 
potential predictors. These predictors include specific indi-
ces based on monthly or seasonal regression patterns of SST, 
SIC, and surface turbulent heat flux in the Arctic and SST in 
the North Atlantic and Pacific Oceans, as well as standard 
oceanic indices, such as SST-based indices of the Pacific 
Decadal Oscillation (PDO), El Niño, and AMO. Some of 
the selected predictors are closely related in time (with up 
to a few seasons difference), whereas other are mainly low-
frequency factors (e.g., AMO and PDO) that may form a 
slowly-changing background (Gu and Gervais 2021) upon 
which the “higher frequency” interactions are taking place. 
Other predictands, such as SAT anomalies over the Arc-
tic and Eurasian lobes of the WACE pattern and indices of 
WACE-related anomalies of sea level pressure (SLP) and 
upper tropospheric circulation, are also analysed. We will 
show, for the first time, a strong relation of the WACE pat-
tern to its potential predictors and a systematic change of 
the impact of the key ones (decreasing influence of some 
and increasing influence of others) through the ESO period. 
A potentially high predictability of the WACE variability 
and related climatic anomalies will be demonstrated using 
a multiple linear regression (MLR) model.

The study is organised as follows. An outline of the data 
and methods is given in Sect. 2. The winter WACE dipole 
and its links to the concurrent anomalies of sea ice cover 
in the Eurasian Arctic, large-scale atmospheric circulation, 
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and quasi-stationary planetary waves are investigated in 
Sect. 3. Links to oceanic conditions in the Arctic and large-
scale SST anomalies in the preceding seasons are studied in 
Sect. 4. The results from the MLR model are presented in 
Sect. 5. A summary and conclusions follow in Sect. 6.

2  Data and methods

2.1  Atmospheric, sea ice, and sea surface 
temperature data

Seasonal mean atmospheric variables for winter (Decem-
ber–January–February, DJF) and other seasons during 
the ESO period (1978–2020, years of December) are con-
structed using monthly fields from the National Centers 
for Environmental Prediction/National Center for Atmos-
pheric Research (NCEP/NCAR) reanalysis (Kalnay et al. 
1996, https:// psl. noaa. gov/ data/ gridd ed/ data. ncep. reana 
lysis. html). SAT, SLP, and fields at constant pressure lev-
els, including air temperature (T), geopotential height (Z), 
and zonal wind velocity (u, positive eastward) are provided 
on a 2.5◦ latitude × 2.5◦ longitude horizontal grid. Other 
fields, including the zonal and meridional components of 
surface (10-m) wind velocity ( u

s
 ), 2-m air temperature ( Ts ), 

and components of the total surface heat flux ( Q
total

 ) are 
provided on a ∼ 2◦ latitude × ∼ 2◦ longitude grid. The com-
ponents of Q

total
 (positive upward) include the net longwave 

( Q
LW

 ) and shortwave ( Q
SW

 ) radiation fluxes and the sen-
sible ( Q

SH
 ) and latent ( Q

LH
 ) heat fluxes. The sensible and 

latent fluxes are summed to obtain the total turbulent heat 
flux ( THF = Q

SH
+ Q

LH
 ). In addition to the net radiation 

fluxes, the upward ( ↑Q
LW

 ) and downward ( ↓Q
LW

 ) contribu-
tions to Q

LW
 and the upward contribution to Q

SW
 ( ↑Q

SW
 ) 

are analysed. The components of u
s
 are used to compute 

the surface wind curl ( SWC = k ⋅ �h × u
s
 , where �h is the 

horizontal gradient operator, and k denotes a vertical unit 
vector). They are also used to calculate SAT advection by 
the horizontal wind ( −u

s
⋅ �hTs ) and the contribution to this 

advection from the anomalous wind ( −u�
s
⋅ �hTs , where the 

prime refers to the anomaly from the mean over the ana-
lysed period). Quasi-stationary Rossby waves are analysed 
using the zonally asymmetric component of the geopotential 
height at 300 hPa ( Z∗

300
).

For comparison of surface temperature anomalies, the 
gridded ( 1◦ latitude × 1◦ longitude) monthly mean Berkeley 
Earth Land/Ocean Temperature (LOT) dataset with air tem-
peratures at sea ice locations interpolated using land air tem-
peratures (Rohde and Hausfather 2020, https:// berke leyea 
rth. org/ data) is used. The monthly NAO index, obtained 
from the National Oceanic and Atmospheric Administra-
tion (NOAA) Climate Prediction Center (https:// www. cpc. 

ncep. noaa. gov/ produ cts/ precip/ CWlink/ pna/ nao. shtml), is 
based on 500-hPa geopotential height anomalies poleward 
of 20◦ N (Barnston and Livezey 1987).

The Arctic sea ice variables, including the SIC change 
from the EARLY to the LATE epoch in Fig. 1b, are calcu-
lated from monthly mean SIC data based on bootstrapped 
satellite observations and provided on a 25 ×  25  km 
grid by NOAA’s National Snow and Ice Data Center 
(NSIDC)   (Comiso 2017, https:// nsidc. org/ data/ nsidc- 
0079). SST variables are based on monthly data on a 1◦ lati-
tude ×  1◦ longitude grid from the NOAA Optimum Interpo-
lation (OI) SST V2 dataset derived from remote and in situ 
observations  (Reynolds et al. 2002, https:// psl. noaa. gov/ 
data/ gridd ed/ data. noaa. oisst. v2. html). Since these SST data 
are available only since December 1981, they are extended 
back to February 1978 using the monthly Extended Recon-
structed SST V5 dataset  (Huang et al. 2017a, https:// psl. 
noaa. gov/ data/ gridd ed/ data. noaa. ersst. v5. html). Standard 
monthly indices of SST variability, such as the PDO index, 
the NINO3 index of El Niño, and the unsmoothed AMO 
index, are taken from NOAA’s Earth System Research Labo-
ratory (https:// psl. noaa. gov/ gcos_ wgsp/ Times eries/).

2.2  Subsurface ocean temperature data

The index of  summer variability in subsurface ocean 
temperature (AWT 

sSS
 ) is defined as the June-July-August 

(JJA) mean anomaly of AWT averaged vertically over the 
100–300 m depth layer and horizontally over the southern 
Svalbard slope (sSS box in Fig. 1c). This index was con-
structed in an earlier study for the period 1981–2017 (Schli-
chtholz 2019) using scattered temperature profiles from the 
Unified Database for Arctic and Subarctic Hydrography 
(UDASH) (Behrendt et al. 2018), hydrographic database 
of the International Council for the Exploration of the Sea 
(ICES) (ICES 2021), and ARctic EXperiment (AREX) data-
base of the Institute of Oceanology, Sopot, Poland (Wal-
czowski et al. 2017). Here, UDASH data from 1980 and 
ICES data from 1978, 1979, and 2018–2020 are used for 
the index extension. Due to the sparsity of in situ oceanic 
measurements and large horizontal gradients of ocean tem-
perature in the Barents Seas region, it is a difficult task to 
construct a complete and reliable time series of the year-to-
year subsurface ocean temperature variability in this region 
for the entire period under study. There are only a very few 
locations in the region (clustered in and around the Barents 
Sea opening) for which such a series can be constructed. 
Among these locations, the sSS area is the one for which 
the summer AWT anomalies are most significantly related to 
the following winter sea ice cover in the Barents Sea (Schli-
chtholz 2021). This feature likely reflects the fact that the 
summer AWT variability in the northern part of the Barents 
Sea opening to a large extent represents AWT anomalies that 

https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.html
https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.html
https://berkeleyearth.org/data
https://berkeleyearth.org/data
https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml
https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml
https://nsidc.org/data/nsidc-0079
https://nsidc.org/data/nsidc-0079
https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.html
https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.html
https://psl.noaa.gov/data/gridded/data.noaa.ersst.v5.html
https://psl.noaa.gov/data/gridded/data.noaa.ersst.v5.html
https://psl.noaa.gov/gcos_wgsp/Timeseries/
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are generated within the Barents Sea during the preceding 
seasons (Schlichtholz and Houssais 2011) and then partly 
outflow towards the sSS area via a westward recirculation 
(Skagseth 2008). In contrast, the summer AWT anomalies 
inflowing to the Barents Sea through the southern part of 
the Barents Sea opening can include independent upstream 
contributions and may not reach the ice edge by the follow-
ing winter because the flushing time of Atlantic water in the 
southern Barents Sea is about 1 year (Smedsrud et al. 2010).

The AWT 
sSS

 anomalies are calculated using the depar-
tures of the vertically averaged temperature at individual 
hydrographic stations ( Ti ) from a climatological tempera-
ture ( T

c
 ). The latter is obtained by horizontal averaging 

of the vertically averaged temperature over the selected 
depth layer at all summer stations found during a reference 
period (1981–2003) inside a circular domain with a radius 
of ∼ 50 km around the given station. Following a proce-
dure outlined in the previous studies (Schlichtholz 2019, 
2021), for each summer, the differences Td = Ti − T

c
 are then 

averaged over the sSS box to obtain an estimate (Tm) of the  
AWT 

sSS
 anomaly. The time series of the AWT 

sSS
 anomaly 

(shifted to have a zero mean over the ESO period) and  its 
confidence limits are shown in Fig. 1e. The confidence limits 
are defined as Tm ± tcs∕

√

Nd , where s is the standard devia-
tion (SD) of the observations (Td values within the sSS box 
for the given summer), Nd is the number of the observations 
(ranging from 8 to 128, with the median of 36), and tc is the 
critical value of the t-distribution with Nd − 1 degrees of 
freedom for the 95% confidence level.

The Td anomalies are also computed over a broader area 
of the GBS region north of 65°N (southern limit of the 
UDASH domain) for the layers 100–150 m ( T

100−150 ) and 
0–10 m ( T

0−10 ) and for all basic seasons, i.e., DJF, MAM 
(March-April-May), JJA, and SON (September-October-
November). In areas of strong wintertime ocean heat loss to 
the atmosphere, including the Atlantic domain of the Bar-
ents Sea, in summer, T

100−150 and T
0−10 represent thermal 

anomalies below and above the seasonal pycnocline, respec-
tively (Smedsrud et al. 2010). The local values of T

100−150 
and T

0−10 are then used to construct maps of differences in 
composite means, such as the map of the summer differences 
in T

100−150 between the LATE and EARLY epochs of the 
ESO period (Fig. 1c) and maps of the differences in T

100−150 
and T

0−10 between “warm” and “cold” years for all basic sea-
sons. To this end, the Td ’s for the given season in each year 
are interpolated onto a 0.5◦ latitude × 1.5◦ longitude grid by 
an inverse distance weighted averaging of the data within a 
radius of influence ( ∼ 100 km) around each grid point. The 
warm (resp. cold) composites are based on data from years 
in which the summer AWT 

sSS
 anomalies with respect to their 

mean values in the EARLY and LATE epochs (dashed lines 
in Fig. 1e) are greater (resp. smaller) than 0.5 (resp. −0.5) 
SD. The warm years are 1982–84, 1990–95, 1999, 2006, 

2007, 2012, and 2015–17. The cold years are 1978–81, 
1986–88, 1997, 1998, 2000–02, 2007, 2009, 2013, and 2018. 
Before averaging over the warm and cold years, local mean 
values in the EARLY and LATE epochs are subtracted from 
the anomalies of T

100−150 and T
0−10. The sample size of the 

composites varies in space. The composite mean differences 
are calculated for the grid points for which the interpolated 
data are available for at least three years in each composite. 
Their statistical significance is estimated using a two-sample 
t test (von Storch and Zwiers 1999).

2.3  Climate indices and statistical techniques

If not stated otherwise, the indices of climate variability and 
field anomalies used in this study are based on data linearly 
detrended over the ESO period or its subperiods. Following 
some other studies (Mori et al. 2014; Wang et al. 2020), a 
WACE index ( WACE

PC2
 ) is defined as the principal com-

ponent (PC) time series of the second (unrotated) empiri-
cal orthogonal function (EOF) mode of SAT variability in 
the Arctic-Eurasian region. Here, this index is derived from 
the winter SAT data in the region 20◦–90◦ N, 30◦W–150◦ E 
(green box in Fig. 2a) during the ESO period. In the EOF 
analysis, the convergence of meridians is taken into account 
by weighting the data with the square root of the cosine of 
the latitude. The second EOF explains 19% of the interan-
nual SAT variance in the analysis domain and, according to 
the North’s test (North et al. 1982), is independent of other 
EOF modes since its eigenvalue is well separated from the 
eigenvalues of the first and third modes, explaining 34% and 
9% of the variance, respectively. In addition to WACE

PC2
 and 

the standard indices (NAO, AMO, PDO, and NINO3), sev-
eral indices are constructed by averaging data over selected 
areas. Some indices are defined as the standardised differ-
ence between standardised area-averaged data over regions 
in which the anomalies of a given variable tend to be of 
opposite sign. Standarisation is made by subtracting the 
mean and then dividing by SD. In particular, an alternative 
WACE index ( WACE

�
 ) is defined as the difference between 

the SAT anomalies averaged over the Arctic and Eurasian 
lobes of the WACE

PC2
-related SAT anomaly pattern (blue 

and red boxes in Fig. 2a).
Linear regression analysis is used to investigate associa-

tions between spatiotemporal fields and climate indices. The 
linear correlation coefficient (r) between selected indices is 
computed for the predefined periods (ESO, EARLY, and 
LATE) and, in the case of some indices, also for moving 
windows. Moving-window correlations, denoted as r

9
 and 

r
15

 , are computed for 9-year and 15-year windows, respec-
tively. A specific window is referred to by giving its central 
year and the time span in years, e.g., 1982 ± 4 for the win-
dow covering the first 9-year-long subperiod (1978–1986). 
The statistical significance (p value) of the correlation 
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coefficients is determined by a two-tailed Student’s t-test 
performed with an effective sample size, which is com-
puted using the lag-1 autocorrelation coefficients of the time 
series (Bretherton et al. 1999).

The potential predictability of the WACE
�
 index and 

other winter variables is assessed based on (1) an MLR 
model of the predictand fitted to two prescribed predictors 
and (2) an MLR model with a stepwise selection to detect 
the optimal subset of predictors from a large set of initial 
predictors. The stepwise selection method applied here uses 
forward and backward regression to determine the final 
model  (von Storch and Zwiers 1999). A function (step-
wiselm) from the MATrix LABoratory (MATLAB) Statis-
tics Toolbox  (MathWorks 2014) is used to perform the 
regression. At each step, the function searches for predictors 
to add or remove from the model based on the value of a 
specified criterion. The criterion used here is based on the 
coefficient of determination ( R2 ) adjusted according to the 

Wherry’s formula: R2

Adj
= 1 − (1 − R2)(N − 1)(N −M)−1 , 

where N is the sample size, and M is the number of predic-
tors in the model (Wherry 1931; Bar-Gera 2017). A given 
predictor is added if its addition increases R2

Adj
 by more than 

0.02 and removed if its removal decreases R2

Adj
 by less than 

0.01. To avoid statistical artifacts, any predictor for which 
the sign of the regression coefficient from the MLR model 
is not the same as the sign of its bivariate correlation with 
the predictand is excluded. Additionally, the p values for the 
estimated regression coefficients are adjusted to control for 
the false discovery rate (FDR) in multiple testing using the 
Benjamini-Hochberg procedure (Benjamini and Yekutieli 
2001). Only predictors passing the FDR control at p < 0.05 
are retained. As, in some experiments, the model is applied 
to short time series, it is optionally constrained to allow for 
not more than a prescribed maximum number of predictors 
( M

max
).

Fig. 2  a Winter SAT anomalies in the Northern Hemisphere extrat-
ropics (shaded if significant at p = 0.05 , CI = 0.5 K SD−1 ) regressed 
onto the concurrent WACE

PC2
 index [standardised temporal coef-

ficients of the second EOF mode of SAT anomalies in the Arctic-
Eurasian sector (green box) during the ESO period]. b Standardised 
time series of the winter WACE

�
 index (difference of the standardised 

SAT
GBS

 and SAT
mE

 indices representing SAT anomalies averaged 
over the GBS and mE boxes in a, respectively) and its averages over 
subperiods E1, E2, EL, L1, and L2 (magenta lines). Blue dots mark 
the values in the years with strong events ( |WACE

𝛥
| > 1 ). Each year 

on the horizontal axis includes December of the DJF season. c 9-year 

moving window correlation of the winter SAT
mE

 index with the con-
current SAT

GBS
 index (based on data detrended over the window and 

plotted at the window’s central year). Blue dots mark correlations 
significant at p = 0.05 . The blue horizontal line indicates the corre-
sponding correlation for the entire ESO period. d Standardised time 
series of (blue) the SAT

GBS
 index computed from the NCEP/NCAR 

reanalysis and (red) Land/Ocean Temperature (LOT) anomalies from 
the Berkeley Earth record averaged over the same area (GBS box in 
a). e As in d but for temperatures averaged over the mE box in a. In 
a, b, d, and e, the plots are based on data detrended over the ESO 
period
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The MLR model with stepwise selection of predictors is 
run in moving window, forward extending, and backward 
extending period configurations. In the forward (resp. back-
ward) extending configuration, the model is first applied to 
the time series over a short subperiod at the beginning (resp. 
end) of the ESO period and then independently to the time 
series over periods successively extended by adding one fol-
lowing (resp. preceding) year at each time step until the entire 
ESO period is covered. In the moving window configuration, 
the overall relative importance (averaged fitting skill S ) of 
the k-th predictor from the initial set of K predictors is esti-
mated as Sk = [(

∑J

j=1
�R2

kj)∕(
∑K

k�=1

∑J

j=1
�R2

k�j)] × 100% , 
where �R2

kj is the increase of R2 at the j-th window that 
the k-th predictor, if selected, produces when added to the 
model last (set to zero for the non-selected predictors), and 
J is the total number of windows. For some periods in the 
extending period configurations, the relative fitting skill 
of the m-th predictor selected by the model is defined as 
Sm = [�R2

m∕(
∑M

m�=1
�R2

m� )] × 100% , where  ∆R2
m  is the 

increase of R2 produced by this predictor when added last.

3  The WACE pattern and concurrent sea ice 
and atmospheric variability

3.1  WACE variability

Figure 2a shows the pattern of winter SAT anomalies in 
the ESO period associated with the PC-based WACE index. 
Consistent with other EOF-derived WACE patterns (Mori 
et al. 2014; Wang et al. 2020; Tyrlis et al. 2020), the posi-
tive phase of this index (WACE events) is characterised by 
warming in the Eurasian sector of the Arctic that coexists 
with cooling over midlatitude Eurasia. Conversely, its nega-
tive phase corresponds to CAWE events. The Arctic lobe 
exhibits large SAT anomalies of up to 4.3 K per unit WACE 
index over the northern Barents Sea and a secondary sig-
nificant centre over the Greenland Sea. The midlatitude lobe 
consists of moderate SAT anomalies of up to 1.4 K per unit 
WACE index over Asia and weaker but also significant SAT 
anomalies in the Western Mediterranean region. An index 
of SAT variability in the northern lobe ( SAT

GBS
 ) is com-

puted from SATs averaged over the GBS region (blue box 
in Fig. 2a), and an index of SAT variability in the southern 
lobe ( SAT

mE
 ) is obtained from SATs averaged over mid-

latitude Eurasia from 25◦ N to 50◦ N (red box in Fig. 2a). 
These indices, derived from the NCEP/NCAR reanalysis, are 
consistent ( r > 0.95 ) with the corresponding indices derived 
from the Berkeley Earth surface temperature record (Fig. 2d, 
e). In further analysis, the WACE variability is represented 
by the WACE

�
 index (difference between the SAT

GBS
 and 

SAT
mE

 indices) shown in Fig. 2b. This index is almost the 

same as the PC-based index ( r = 0.95 ) and explains a large 
fraction of the interannual SAT variability over the Arctic 
and Eurasian lobes of the WACE pattern. (It correlates at 
|r| = 0.87 with both SAT

GBS
 and SAT

mE
.)

Based on WACE
�
 , six strong WACE events ( WACE

𝛥
> 1 

SD) and six strong CAWE events ( WACE
𝛥
< −1 SD) are 

identified (blue dots in Fig. 2b). The timing of these events 
is used to divide the ESO period into five subperiods. The 
first subperiod (E1) includes one strong CAWE event (in 
1978) and two strong WACE events (in 1983 and 1984). It 
is followed by a subperiod (E2) without any strong event and 
then by four strong CAWE events in a subperiod (EL) bridg-
ing the EARLY and LATE epochs (in 1996, 1997, 1998, 
and 2003). These events precede a subperiod (L1) with four 
strong WACE events (in 2004, 2005, 2007, and 2011) fol-
lowed by a subperiod (L2) with one strong CAWE event 
(in 2019). The subperiods with the strong WACE events, 
E1 ( 1982 ± 4 ) and L1 ( 2008 ± 4 ), correspond to significant 
EARLY and LATE maxima of the 9-year moving window 
correlation between the SAT

GBS
 and SAT

mE
 indices, respec-

tively (Fig. 2c).

3.2  Linkages to sea ice and surface heat flux 
anomalies in the Eurasian Arctic

Air temperature anomalies in both lobes of the WACE pat-
tern are significant from the surface to the tropopause level 
at ∼ 300 hPa. This feature is demonstrated in Fig. 3e show-
ing the latitude-vertical distribution of the regression and 
correlation coefficients of the WACE index with the zonally 
averaged anomalies of T in the Arctic-Eurasian sector for 
the set of twelve (ESO12) years with the strongest WACE/
CAWE events during the ESO period (dots in Fig. 2b). A 
remarkable surface intensification of the Arctic lobe of the 
WACE dipole (Fig. 3e) and a significant association of the 
WACE events with negative SIC anomalies in the Eurasian 
Arctic (Fig. 3a) suggest that Arctic sea ice loss may play 
an important role in changes in the WACE pattern via the 
variability of Ural blocking (Luo et al. 2016; Dai and Deng 
2022). Consistent with this scenario, the latitude-vertical 
structure of air temperature anomalies associated with the 
SIA

GBS
 index of Arctic sea ice variability (Fig. 3f, sign 

reversed) is similar to the corresponding WACE-related 
structure (Fig. 3e), reflecting a high correlation between the 
WACE and SIA

GBS
 indices ( r = −0.95 for the strong WACE/

CAWE events; see Table 1 for correlations between selected 
winter climate indices for the ESO12 years). 

Over the marginal ice zone (MIZ), as SIC decreases, 
more warm water is exposed to the frigid air, causing huge 
increases in the upward turbulent and thermal radiation 
fluxes. As a result, warming and moistening of the lower 
troposphere occurs, which then increases downward thermal 
radiation, leading to further sea ice decrease and air warming 
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in the MIZ (Kim et al. 2019). The warm SAT anomaly may 
spread to nearby open water surfaces and warm the ocean by 
reducing upward net energy fluxes there, which further ham-
pers the seasonal sea ice advance (Deng and Dai 2022). Such 
feedback loops should contribute to the WACE-related inter-
annual Arctic climate variability given the strong WACE-
SIA

GBS
 linkage and the WACE-related SAT anomaly pattern, 

in which the largest anomalies in the GBS region appear 
over the areas of the largest SIC anomalies and extend signif-
icantly over nearby open water areas (Figs. 2a, 3a). However, 
the triggering of these loops by SIC anomalies is not evi-
dent from the perspective of simultaneous anomaly patterns 
of the total (not shown) or turbulent (Fig. 3b) surface heat 
flux. During the WACE events, the increased THFs in the 
MIZ are relatively weak (mostly nonsignificant) compared 
to strongly decreased THFs on the open water side of the ice 
edge. In some studies, such a structure of THF anomalies 
was interpreted as a signature of a minimal influence of the 
Barents Sea ice cover on the Eurasian climate variability 
(Sorokina et al. 2016; Blackport et al. 2019). According to 
these studies, the out-of-phase Arctic and Eurasian SAT 
anomalies result from a large-scale atmospheric circulation 
anomaly that also reduces the sea ice extent in the Barents 

Sea during WACE events. However, this interpretation does 
not account for the complex feedbacks in the Arctic climate 
system. These feedbacks not only result in a strong compen-
sation between the upward and downward thermal radiation 
anomalies (see Fig. 3c, d for their WACE-related regression 
maps) but may also involve a dynamic atmospheric response 
to sea ice anomalies (Deser et al. 2007), which may weaken 
the WACE-related THF anomalies in the MIZ. The scenario 
of a negligible Eurasian climate response to Arctic surface 
forcing is inconsistent with lagged-relationships presented 
in Sect. 4. In any case, the large THF anomalies on the 
open water side of the ice edge are a remarkable feature 
of the WACE-related winter Arctic climate variability. The 
THF

swBS
 index of these anomalies (based on THFs averaged 

over the south-western Barents Sea, swBS box in Fig. 3b) 
correlates highly ( |r| > 0.90 for the strong WACE/CAWE 
events) with both the WACE index and the SIA

GBS
 index.

3.3  Linkages to atmospheric circulation anomalies

The relation of WACE variability to atmospheric circulation 
anomalies is shown in Fig. 4. Consistent with earlier studies, 
the most prominent feature of upper tropospheric circulation 

Fig. 3  a Winter SIC anomalies 
in the Greenland–Barents Seas 
region (shaded if significant 
at p = 0.05 , CI = 5% SD−1 ) 
regressed onto the WACE

�
 

index (blue curve in Fig. 2b). 
b As in a but for (thin con-
tours) anomalies of surface 
turbulent (sensible + latent) 
heat flux (THF, positive 
upward, masked over land, 
CI = 10 W m−2 SD−1 ). Thick 
black lines show the 15% and 
90% contours of the climato-
logical winter mean SIC. c, 
d As in b but for anomalies 
of upward ( ↑Q

LW
 , positive 

upward) and downward ( ↓Q
LW

 , 
positive downward) long-
wave radiation, respectively 
(CI = 2 W m−2 SD−1 ). e As 
in a but for (thin contours) air 
temperature anomalies (aver-
aged between 0◦ E and 120◦ E) 
along a latitude-vertical cross 
section (CI = 0.25 K SD−1 ) 
for the ESO12 years (dots in 
Fig. 2b). Thick contours show 
the correlation coefficients 
(for |r| ≥ 0.6 ). f As in e but 
for air temperature anomalies 
regressed onto the −SIA

GBS
 

index (red curve in Fig. 1f)
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associated with the WACE events is an anomalous anticy-
clone over the Barents-Kara Seas and the adjacent Ural 
region (see Fig. 4a for the anomalies of geopotential height 
at 300 hPa, Z

300
 ). This anticyclone forms a dipolar structure 

with an anomalous cyclone over midlatitude Asia known as 
the “Ural blocking pattern” (Luo et al. 2016; Gong and Luo 
2017). The anomalous easterlies along the common border 
of the northern anticyclone and the southern cyclone, with 
a core at ∼ 55◦ N and ∼ 300 hPa, correspond to a slackening 
of the westerly polar front jet (see Fig. 4c for the meridi-
onal distribution of the anomalies and the climatology of 
the zonally averaged zonal winds in the Arctic-Eurasian 
sector). The associated protrusions of significant positive 
SLP anomalies from their subpolar centre of action south-
ward along the Urals and southeastward toward the Pacific 
coast correspond to an intensification and a northwestward 
expansion of the Siberian High (see Fig. 4b for the SLP 
anomalies and climatology), leading to anomalous cooling 
in midlatitude Asia through cold-air advection (Mori et al. 
2014; Kim et al. 2021). The dependence of the WACE pat-
tern on atmospheric circulation anomalies is summarised 
via correlations of the WACE index with the U300

nE
 index 

of upper-tropospheric circulation variability and the SLP
USH

 
index of surface circulation variability. These indices are 
defined as the zonal westerly wind anomaly at 300 hPa aver-
aged over northern Eurasia (nE box in Fig. 4a) and the SLP 

anomaly averaged over an area encompassing the Urals and 
the Siberian High region (USH box in Fig. 4b), respectively. 
They correlate highly with the WACE index for all ESO 
years ( |r| > 0.8 ) as well as during the strong WACE/CAWE 
events alone ( |r| ≈ 0.95).

Although the WACE variability is not significantly 
related to the canonical NAO index (Table 1), the WACE 
events are favoured by conditions in which the Ural block-
ing pattern occurs jointly with an upstream positive NAO-
like dipole (Luo et al. 2016). This dipole consists of an 
equivalent-barotropic anticyclone over the North Atlantic 
and a baroclinic cyclone in the Arctic, centred at upper-
tropospheric levels to the west and at the surface to the east 
of Greenland (Fig. 4a and 4b). Such conditions are favour-
able to increased moisture advection towards the Eurasian 
Arctic and subsequent surface warming in this region due 
to increased downward infrared radiation (Luo et al. 2017a; 
Gong and Luo 2017; Lee et al. 2017; Messori et al. 2018). 
They are also favourable to the direct generation of air tem-
perature anomalies through anomalous temperature advec-
tion (Sato et al. 2014). In particular, warm-air advection by 
southwesterly-to-southerly winds on the eastern rim of the 
surface cyclonic circulation anomaly around Svalbard (see 
Fig. 4d for the anomalies of the surface wind and its curl in 
the GBS region) contributes to the warming over the Barents 
Sea (see Fig. 4e, f for the total SAT advection anomaly and 

Table 1  Selected indices of winter (DJF mean) climate variability 
(defined in the first four columns) and their correlation coefficient r 
( ×100 ) with the concurrent WACE� (column r

WACE
 ), SIA

GBS
 (column 

r
SIA

 ), and THF
swBS

 (column r
THF

 ) indices (also defined in the table) 
for the winters with strong WACE/CAWE events (12 data points, dots 
in Fig. 2b)

Except for the North Atlantic Oscillation (NAO) index, the selected indices are obtained by box averaging over the area given in column 
“Domain/method” or by subtracting the standardised values of the indices indicated in that column. THF (positive upward) is the sum of the 
sensible and latent heat fluxes. The correlations are computed from data detrended over the ESO period (1978–2020, years of December). Non-
significant (ns) correlations at p = 0.05 are not given. The star in the superscript of the index symbol denotes the zonally asymmetric component 
of the given variable

Symbol Variable Region Domain/method r
WACE

r
SIA

r
THF

WACE� WACE dipole index Arctic-Eurasia SAT
GBS

− SAT
mE

– – 95 – 91
SAT

GBS
Surface air temperature Greenland–Barents Seas 69◦–82◦ N, 20◦W–75◦E 96 – 97 – 97

SAT
mE

Surface air temperature Midlatitude Eurasia 25◦–50◦ N, 20◦W–140◦E – 96 86 78
SIA

GBS
Sea ice area Greenland–Barents Seas 69◦–82◦ N, 20◦W–75◦E – 95 – 93

SST
GBS

Sea surface temperature Greenland–Barents Seas 69◦–82◦ N, 20◦W–75◦E 90 – 95 – 90
THF

swBS
Surface turbulent heat flux South-western Barents Sea 70◦–76◦ N, 10◦–40◦E – 91 93 –

U300
nE

300-hPa zonal westerly wind Northern Eurasia 42◦–70◦ N, 20◦–140◦E – 94 90 92
SLP

USH
Sea level pressure Ural-Siberian High 35◦–65◦ N, 20◦–140◦E 96 – 95 – 89

SWC
SR

Surface wind curl Svalbard region 74◦–85◦ N, 20◦W–50◦E 88 – 85 – 84
Z
∗

BKS
300-hPa geopotential height Barents-Kara Seas 65◦–85◦ N, 30◦–100◦E 89 – 87 – 95

Z
∗

BA
300-hPa geopotential height Baffin Bay-Arctic Archipelago 65◦–85◦ N, 150◦–30◦W – 91 88 91

HWI High-latitude wave intensity Northern high latitudes Z
∗

BKS
− Z

∗

BA
92 – 89 – 95

Z
∗

mNA
300-hPa geopotential height Midlatitude North Atlantic 32◦–53◦ N, 75◦–10◦W 66 ns – 64

Z
∗

mA
300-hPa geopotential height Midlatitude Asia 32◦–53◦ N, 60◦–170◦E – 88 81 81

MWI Midlatitude wave intensity Northern mid-latitudes Z
∗

mNA
− Z

∗

mA
82 – 69 – 77

NAO 500-hPa geopotential height Northern extratropics Barnston and Livezey (1987) ns – ns – ns
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the contribution from the anomalous winds, respectively). 
The dynamic SAT warming (and coincident air moisten-
ing) should consequently reduce the turbulent ocean heat 
loss to the atmosphere on the open water side of the ice 
edge and dampen the anomalous ocean heat loss induced 
by the reduced sea ice cover (Cho and Kim 2021). Such a 
negative feedback may explain why the WACE-related THF 
anomalies in the area of large SIC variability are fairly weak 
(Fig. 3a, b) and makes plausible the scenario in which the 
WACE-related atmospheric circulation anomalies are, at 
least in some years, induced by surface forcing in the Arc-
tic. In particular, Arctic sea ice loss can trigger easterly wind 
anomalies over northern Eurasia, which may then enhance 
Ural blocking activity by reducing the meridional gradient 
of potential vorticity (Luo et al. 2019b). In any case, during 
the strong WACE/CAWE events, the U300

nE
 wind index is 

related closely ( r ≥ 0.9 ) to the SIA
GBS

 and THF
swBS

 indices 
of Arctic climate variability (Table 1).

3.4  Relation to quasi‑stationary planetary waves

Some studies suggest an important role of planetary waves in 
driving the WACE pattern (Sato et al. 2014; Yao et al. 2017). 
From the circumglobal perspective, the northern lobes of 
the Ural blocking pattern and the NAO-like dipole of the 
WACE-related upper-level geopotential height anomalies 
(Fig. 4a) can be viewed as a manifestation of a high-latitude 
quasi-stationary wavenumber-1 planetary wave with one 
lobe to the east and the other lobe to the west of the Green-
wich meridian. The western lobe is barely significant in the 
Z
300

 anomaly pattern but prominent in the anomaly pattern 
of the zonally asymmetric component of Z

300
 (Fig. 5a). Simi-

larly, the midlatitude lobes of the WACE-related anomalies 

Fig. 4  a Winter anomalies of 
geopotential height at 300 hPa 
( Z

300
 ) in the Northern Hemi-

sphere extratropics (shaded 
if significant at p = 0.05 , 
CI = 5 gpm SD−1 ) regressed 
onto the WACE

�
 index (blue 

curve in Fig. 2b). b As in a but 
for (thin contours) anomalies 
of sea level pressure (SLP, 
CI = 0.4 hPa SD−1 ). Thick black 
lines show the 1025 and 1030 
hPa contours of the climato-
logical winter mean SLP. c 
As in a but for (thin contours) 
anomalies of zonal wind (u, 
positive eastward, averaged 
between 30◦ E and 120◦ E) 
along a latitude-vertical cross 
section (CI = 0.4 m s−1 SD−1 ). 
Thick black lines show the 
climatological winter mean u 
(CI = 6 m s−1 ). d As in a but 
for (thin contours) anomalies 
of surface wind curl (SWC, 
masked over land) in the 
Greenland–Barents Seas region 
(CI = 0.4×10−6 s−1  SD−1). 
Arrows show the correspond-
ing anomalies of surface wind 
velocity (subsampled and 
masked if both components are 
nonsignificant at p = 0.05 ). 
Thick black lines show the 
15% and 90% contours of the 
climatological winter mean SIC. 
e, f As the contours in d but 
for (thin contours) anomalies 
of SAT advection by the total 
and the anomalous horizontal 
wind, respectively (CI = 0.5 K 
day−1 SD−1)
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of Z
300

 and Z∗
300

 are reminiscent of a wavenumber-1 wave in 
which the western lobe is split by the North American con-
tinent into two centres of action, a major one over the North 
Atlantic and a minor one over the easternmost North Pacific. 
For further analysis, an index of the high-latitude wave inten-
sity (HWI) is defined as the difference Z∗

BKS
− Z∗

BA
 between 

the anomalies of Z∗
300

 averaged over the Barents-Kara Seas 
and the Baffin Bay-Arctic Archipelago (BKS and BA boxes 
in Fig. 5a, respectively). The difference Z∗

mNA
− Z∗

mA
 between 

the corresponding anomalies averaged over the midlatitude 
North Atlantic and midlatitude Asia (mNA and mA boxes in 
Fig. 5a, respectively) is taken as an index of the midlatitude 
wave intensity (MWI).

Given a strong relation of WACE variability to the 
northern wave intensity ( r = 0.92 for the ESO12 years 
and r = 0.81 for all ESO years), the HWI-related pattern 
of surface circulation anomalies in the Arctic-Eurasian sec-
tor (see Fig. 5b for the SLP anomaly map) is similar to the 

corresponding WACE-related pattern (Fig. 4b) but exhib-
its a stronger Arctic lobe of low pressure anomalies. On 
the eastern rim of this lobe, the dynamic warming by the 
HWI-related surface winds should contribute efficiently to 
the increased Arctic SATs (Fig. 5c). Such a contribution is 
in accord with  high values of the 9-year moving window 
correlation between the HWI and SAT

GBS
 indices throughout 

the ESO period (Fig. 5d, blue curve). The overall linkage of 
the Eurasian SATs to the northern wave is weaker due to a 
pronounced quasi-decal modulation, with distinct significant 
maxima of |r

9
| at the beginning of the EARLY epoch and 

in the 2000s (Fig. 5e, blue curve). These maxima coincide 
with the maxima in covariability between the Arctic and 
Eurasian SATs around the E1 and L1 subperiods including 
all strong WACE events of the ESO period (Fig. 2b, c). This 
coincidence is consistent with the established influence of 
Ural blocking on the WACE. In particular, several studies 
reported a reduced persistence or frequency of Ural blocking 

Fig. 5  a Winter anomalies of the zonally asymmetric component of 
Z
300

 in the Northern Hemisphere extratropics (shaded if significant at 
p = 0.05 , CI = 5 gpm SD−1 ) regressed onto the WACE

�
 index (blue 

curve in Fig.  2b). b As in a but for (thin contours) SLP anomalies 
in the Arctic-Eurasian sector (CI = 0.4 hPa SD−1 ) regressed onto the 
high-latitude wave intensity (HWI) index (difference between stand-
ardised anomalies of Z∗

300
 averaged over the BKS and BA boxes in 

a). Thick black lines show the 1025 and 1030 hPa contours of the cli-

matological winter mean SLP. c As thin contours in b but for SAT 
anomalies (CI = 0.5 K SD−1 ). d As in Fig. 2c but for correlation of 
HWI with (blue) the SAT

GBS
 index, (red) the SIA

GBS
 index (sign 

reversed), and (green) anomalies of surface wind curl (SWC) aver-
aged over the SR box in b. e As in d but for correlation of HWI with 
(blue) the SAT

mE
 index (sign reversed) and (red) the midlatitude wave 

intensity (MWI) index (difference between standardised anomalies of 
Z∗
300

 averaged over the mNA and mA boxes in a)
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in the late 1980s and the 1990s compared to the preceding 
and subsequent years (Luo et al. 2016, 2018; Tyrlis et al. 
2020).

During the subperiods of significant covariability 
between the Arctic and Eurasian SATs, the high-latitude 
planetary wave is strongly coupled to both the midlatitude 
wave (Fig. 5e, red curve) and surface circulation anomalies 
in the Arctic. The latter coupling is illustrated by the green 
curve in Fig. 5d showing the 9-year moving window cor-
relation between the HWI index and an index of surface 
wind cyclonicity (SWC

SR
 ) obtained by averaging the surface 

wind curl over the Svalbard region (SR box in Fig. 5b). The 
HWI-SWC

SR
 relationship is very strong during both the E1 

( r
9
= 0.94 ) and the L1 ( r

9
= 0.99 ) subperiod. As the surface 

cyclone appears in the vicinity of significant WACE-related 
SIC anomalies (Fig. 3a), this cyclone and the circumglobal 
wave aloft could be forced by surface conditions in the Eura-
sian Arctic. This scenario seems more likely in the EARLY 
epoch when the HWI index is highly correlated ( r

9
= −0.97 

in E1) with the SIA anomalies in the GBS region than in the 
LATE epoch when the HWI-SIA

GBS
 covariability is some-

what reduced (Fig. 5d, red curve). However, lagged relation-
ships will show that atmosphere-ice-ocean interactions in the 
Arctic should contribute to the WACE variability also in the 
LATE epoch.

4  Linkages to oceanic conditions 
during the preceding seasons

4.1  Summer subsurface ocean temperature 
in the Barents Sea

4.1.1  Relations with the regional surface climate variability

The reemergence of Arctic SST anomalies is illustrated 
by a sequence of seasonal patterns of differences in the 
composite mean of ocean temperature in the subsurface 
( T

100−150 ) and surface ( T
0−10 ) layers based on hydrographic 

observations from the GBS region (Fig. 6). The differences 
shown are between warm (AWT + ) and cold (AWT − ) years 
selected using the summer AWT 

sSS
 index (see Sect. 2.2 for 

details and note that only significant differences are plotted). 
Significant positive subsurface differences in the pathways 
of Atlantic water through the region (marked schematically 
by arrows in Fig. 6e) persist from spring to the following 
winter (Fig. 6, left panels). In spring, the subsurface pat-
tern (Fig. 6a) mirrors the surface pattern (Fig. 6b), reflecting 
local air-sea interactions leading to vertically uniform tem-
perature anomalies in a deep surface mixed layer before sea-
sonal stratification sets in. Over most of the region, signifi-
cant surface differences disappear in summer (Fig. 6d) and, 
at least in the southern and central Barents Sea, reappear in 

winter (Fig. 6h) when a deep surface mixed layer is formed 
there (Harris et al. 1998). In summer and autumn, the dif-
ferences in T

100−150 in the northern Barents Sea are nearly as 
large as in the southern Barents Sea (Fig. 6c, e). However, in 
the northern Barents Sea, temperature anomalies from below 
the 100 m level (Atlantic water layer) cannot generally be 
brought to the surface via the seasonal cycle of the surface 
mixed layer depth because of a strong haline stratification of 
the Arctic water layer above, even though this stratification 
has recently weakened (Lind et al. 2018). 

In the Greenland Sea, hydrographic observations are too 
scarce to demonstrate the surface reemergence of ocean heat 
anomalies. However, such a reemergence should also occur 
in this area, as indicated by the patterns of composite mean 
differences in the seasonal mean SST anomalies based on 
complete time series for each grid point and constructed 
in the same way as the T

0−10 differences (black contours 
in Fig. 6, right panels). Similar patterns are found through 
regression of the seasonal mean SST anomalies onto the 
summer AWT 

sSS
 index for all ESO years. In both the Barents 

and the Greenland Sea, the magnitude of the regressed win-
ter SST anomalies (Fig. 7a) is approximately the same as the 
unit AWT 

sSS
 index ( SD = 0.46 K), suggesting that winter-

time feedbacks in the regional climate system are sufficiently 
strong to sustain the reemerged SST anomalies through the 
cold season. Such feedbacks also amplify SST anomalies 
on longer timescales (Deng and Dai 2022; Dai and Deng 
2022). In the ESO period, the summer AWT 

sSS
 variability 

explains 72% of the following winter variance ( r = 0.85 ) 
of SST anomalies averaged over the GBS region (SST

GBS
 

index). The latter, in turn, account for 81% of the concur-
rent variance ( r = 0.90 ) of SIA anomalies in this region (see 
Table 2 for correlations between selected indices of Arctic 
climate variability).

The importance of the subsurface ocean for surface cli-
mate variability in the Arctic is further demonstrated by 
time-lagged correlations of the monthly mean SST

GBS
 and 

SIA
GBS

 anomalies with the summer AWT 
sSS

 index (see 
Fig. 7f and note the reversed sign of r for SIA

GBS
 ). For 

both surface variables, the correlation shows maxima in the 
March preceding (lag −3 months) and the January follow-
ing (lag +6 months) the summer AWT 

sSS
 anomalies. After 

the March maximum, the correlation for SIA
GBS

 becomes 
nonsignificant in August and remains such until November. 
The correlation for SST

GBS
 remains significant through these 

months, but its magnitude is reduced by nearly a half in 
August and September, when seasonal stratification is still 
present in the ocean. It then increases starting from October, 
when subsurface ocean heat anomalies begin to be entrained 
into the deepening surface mixed layer. In the case of warm 
anomalies, above-normal temperature in the convectively 
mixed upper-ocean column makes cooling to the freezing 
point longer and enlarges the area where sea ice formation 
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cannot occur. The below-normal sea ice cover then leads to 
increased air temperature in the MIZ, as indicated by a close 
relation ( r = −0.95 ) between the winter mean SIA anomalies 
in the GBS region and the concurrent SAT anomalies aver-
aged over the GBS MIZ (taken as the area with the clima-
tological mean SIC between 15 and 90%). A considerable 
fraction of the latter is explained by the preceding summer 
AWT 

sSS
 anomalies ( r = 0.75).

The presummer maxima in the correlation of the summer 
AWT 

sSS
 index with both the SST

GBS
 and the SIA

GBS
 anoma-

lies (Fig. 7f) should reflect strong atmosphere-ice-ocean 
interactions at the end of winter generating persistent ocean 
temperature anomalies. This conjecture is consistent with 
some studies on the origin of summertime AWT anomalies 

in the Barents Sea (Schlichtholz and Houssais 2011; Bushuk 
et al. 2019) and supported by the anomaly pattern of the 
seasonal mean SAT in early spring (February-March-April, 
FMA) associated with the following summer AWT 

sSS
 index 

(Fig.  7e). In this pattern, large anomalies appear in the MIZ, 
but significant anomalies extend also over open water. The 
early spring SAT anomalies and the spring SST anomalies 
averaged over the south-western Barents Sea (swBS box in 
Fig.  7e) account for a large fraction ( r = 0.81 and r = 0.85 , 
respectively) of the following summer AWT 

sSS
 anomalies.

A further insight into Arctic climate variability is 
gained from analysis of winter surface heat fluxes associ-
ated with the preceding summer AWT 

sSS
 index. During 

the warm phase of this index, upward THF + ↑Q
LW

 fluxes 

Fig. 6  Difference in the 
composite mean of ocean 
temperature averaged over 
(left) the 100–150 m ( T

100−150 ) 
and (right) the 0–10 m ( T

0−10 ) 
depth layer in the Greenland–
Barents Seas region north of 
65°N between warm and cold 
years selected based on the 
summer AWT 

sSS
 index (see 

Sect. 2.2) for: (a, b) the preced-
ing spring, (c, d) the concurrent 
summer, (e, f) the following 
autumn, and (g, h) the following 
winter. Areas of insufficient 
data (see Sect. 2.2) or shallower 
than 100 m are grey-shaded. 
Temperature differences nonsig-
nificant at p = 0.05 are masked 
in white. In the right panels, 
back contours show composite 
mean differences of sea surface 
temperature (SST) computed 
for the same seasons as (and 
similarly to) the T

0−10 differ-
ences (CI = 0.25 K, starting at 
0.5 K). In c, blue box shows 
the sSS area over which the 
AWT anomalies are averaged to 
construct the AWT 

sSS
 index. In 

e, arrows depict schematically 
pathways of Atlantic water
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increase in the MIZ and decrease on the open water side 
of the ice edge (Fig. 7b). In the MIZ, the more significant 
anomalies of ↑Q

LW
 act generally in concert with the larger 

THF anomalies but are counteracted by the anomalies 
of ↓Q

LW
 (see Table 2 for the correlations and the rela-

tive magnitude of different components of the heat flux 
anomalies). In open water, the anomalies of ↑Q

LW
 coun-

teract the THF anomalies but are relatively small, as are 
the anomalies of ↓Q

LW
 that act in concert with the much 

larger THF anomalies (see the estimates for the south-
western Barents Sea in Table 2). The large downward 
THF anomalies along the ice edge could be driven by the  

AWT 
sSS

-related cyclonic anomaly of surface winds 
around Svalbard (Fig.  7c), which could result from a 
dynamic atmospheric response to anomalous heating in 
the MIZ (Schlichtholz 2014). Such a response may be 
governed by Ekman dynamics (Schlichtholz 2013) and 
sustained by positive feedbacks involving wind-driven 
ocean circulation anomalies (Bengtsson et al. 2004), which 
contribute to the sea ice retreat in the Barents Sea via a 
coherent increase in the Atlantic water transport along the 
negative thermal gradient (Lien et al. 2017).

The summer AWT 
sSS

 anomalies also  covary signifi-
cantly with the concurrent anomalies of upward shortwave 

Fig. 7  a Winter SST anomalies in the Greenland–Barents Seas region 
(shaded if significant at p = 0.05 , CI = 0.1 K SD−1 ) regressed onto 
the preceding summer AWT 

sSS
 index (blue curve in Fig.  1f). Thick 

black lines show the 15% and 90% contours of the climatological 
winter mean SIC. b As in a but for anomalies of the sum of surface 
turbulent (sensible + latent) heat flux and upward longwave radia-
tion (positive upward, masked over land, CI  =  10  W  m−2  SD−1 ). c 
As in b but for (thin contours) anomalies of surface wind curl (SWC, 
CI = 0.4×10−6 s−1 SD−1 ). Arrows show the corresponding anomalies 
of surface wind velocity (subsampled and masked if both components 

are not significant at p = 0.05 ). d As in b but for summer anomalies 
of upward shortwave radiation (CI = 2 W m −2 SD−1 ). e As in b but 
for SAT anomalies in the preceding early spring. f Time-lagged cor-
relation of the summer AWT

sSS
 index with the monthly mean (blue) 

SST
GBS

 index (SST anomalies averaged over the GBS box in a) and 
(red) SIA

GBS
 index (sign reversed). Colour dots indicate correlations 

statistically significant at p = 0.05 . The AWT
sSS

 index leads for posi-
tive lags. Lag 0 refers to the central month (July) of the summer sea-
son
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radiation in the MIZ. Negative anomalies of ↑Q
SW

 (corre-
sponding to increased absorption of solar radiation and con-
sequent warming of a thin uppermost ocean layer) are associ-
ated with warm AWT 

sSS
 events (Fig.  7d). This covariability 

can be explained by the strong link between the summer  
AWT 

sSS
 index and the presummer sea ice anomalies 

( r = −0.83 for the spring SIA
GBS

 index) and some persis-
tence of the latter. Such an explanation is consistent with 
a high correlation of the summer SIA

GBS
 index with the 

concurrent ↑Q
SW

 anomalies averaged over the GBS region 
( r = 0.90 ) and its significant autocorrelation with the pre-
ceding spring SIA

GBS
 index ( r = 0.70 ). The postsummer 

autocorrelation of SIA
GBS

 with its summer value decreases 
through autumn to winter (Table 2) and is nonsignificant 
when computed after regressing out the signal covariant 
with the summer AWT 

sSS
 index (not shown). These results 

indicate that the effect of the ocean heat capacitor “charged” 
by anomalous solar heating in summer (Chung et al. 2021) 
on the following winter Arctic climate variability in the 
GBS region is less important than the effect of the ocean 
heat capacitor “charged” by anomalous air-sea interactions 
at the end of the preceding winter. However, the “solar” 
ocean heat capacitor may significantly contribute to winter 

SAT anomalies over Eurasia triggered by autumnal air-sea 
interactions (see Sect. 4.4).

4.1.2  Relations with the large‑scale atmospheric variability

The resemblance between the winter SIC anomaly patterns 
associated with the concurrent WACE index (Fig. 3a) and 
the preceding summer AWT 

sSS
 index (Fig. 1d) suggests 

that the atmospheric response to oceanic forcing via sea 
ice anomalies in the Eurasian Arctic may extend to remote 
regions. This inference is supported by a significant associa-
tion of the strength of the polar front jet over northern Eura-
sia during the strong WACE/CAWE events with the summer 
AWT 

sSS
 anomalies (Fig. 8c) and significant Eurasian lobes in 

the corresponding SAT and SLP anomaly patterns (Fig. 8a, 
b). For these events, the AWT 

sSS
 anomalies explain 72% of 

the variance of both the WACE index and the SLP anoma-
lies in the Ural-Siberian High region. These relationships 
could be anticipated from the tight coupling between the 
strong WACE/CAWE events and the concurrent SST and 
SIA anomalies in the GBS region ( r ≥ 0.9 , Table 1) and 
from the strong linkage of the latter to the preceding summer 
AWT 

sSS
 index ( r ≈ 0.9 for the ESO12 years; see Table 2).

Table 2  Correlation coefficients 
( ×100 ) of the summer  
AWT 

sSS
 index of subsurface 

ocean temperature variability 
(Fig. 1f, blue curve) and 
the concurrent summer and 
the following winter SIA

GBS
 

indices of sea ice variability in 
the Greenland–Barents Seas 
region with other indices of 
climate variability in this region 
for (columns r

ESO
 ) the ESO 

period and (columns r
ESO12

 ) 12 
years with the strongest WACE/
CAWE events (dots in Fig. 2b)

Non-significant (ns) correlations at p = 0.05 are not given. In column “Variable”, acronyms SIA, SST, 
SAT, and THF refer to sea ice area, sea surface temperature, surface air temperature, and surface turbu-
lent (sensible + latent) heat flux (positive upward), respectively. Symbols ↑Q

LW
 , ↓Q

LW
 , and ↑Q

SW
 denote 

upward longwave, downward longwave, and upward shortwave contributions to the total surface heat flux 
( Q

total
 ). The selected indices are obtained by averaging of the specified variables over areas indicated in 

column “Region” (boxes marked in Fig. 7) for the season specified in column “Season” and detrended over 
the ESO period. Region GBS-MIZ refers to the area within the GBS box with the climatological mean 
SIC in the range 15–90%. Column “Lag” indicates the number of months by which the given index fol-
lows (positive value) or precedes (negative value) the AWT JJA

sSS
 index. Column “ Q

ratio
 ” gives the ratio of the 

standard deviation of the anomalies of the specified heat flux component and Q
total

 for the ESO period

Variable Region Season Lag Q
ratio

r
ESO

r
ESO12

AWT JJA
sSS

SIAJJA

GBS
SIADJF

GBS
AWT JJA

sSS
SIAJJA

GBS
SIADJF

GBS

SIA GBS DJF 6 – – 79 50 – – 89 81 –
SST GBS DJF 6 – 85 – 50 – 90 93 – 82 – 95
SAT GBS-MIZ DJF 6 – 75 – 45 – 95 89 – 82 – 98
SST swBS MAM – 3 – 85 – 60 – 64 93 – 77 – 84
SAT swBS FMA – 4 – 81 – 60 – 63 93 – 88 – 87
THF GBS-MIZ DJF 6 0.92 56 – ns – 62 67 – ns – ns
↑Q

LW
GBS-MIZ DJF 6 0.40 77 – 46 – 96 91 – 84 – 98

↓Q
LW

GBS-MIZ DJF 6 0.36 74 – 41 – 93 86 – 75 – 97
THF swBS DJF 6 0.91 – 67 41 74 – 80 67 93
↑Q

LW
swBS DJF 6 0.14 50 – ns – 77 59 – ns – 80

↓Q
LW

swBS DJF 6 0.20 63 – ns – 80 68 – ns – 87
↑Q

SW
GBS JJA 0 0.79 – 59 90 43 – 86 96 71

SIA GBS SON 3 – – 35 62 45 – 85 94 71
SIA GBS JJA 0 – – 63 – 50 – 91 – 81
SIA GBS MAM – 3 – – 83 70 56 – 92 92 82
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One possible pathway from warm ocean temperature 
anomalies in the Arctic to cold air temperature anomalies 
over midlatitude Eurasia is through triggering regional 
climate feedbacks by the former. These feedbacks should 
contribute to the surface intensified deep warming of the 
Arctic troposphere associated with the diminished sea ice 
cover (Fig. 3f). The reduced meridional air temperature 
gradient across the southern rim of the anomalous Arctic 
warm air pool should, under the thermal wind constraint on 
the geostrophic flow in the hydrostatic atmosphere, weaken 
the vertical shear of the westerlies over northern Eurasia. 
This weakening should be achieved mainly via a slackening 
of the polar front jet, as often emphasised in the context of 
midlatitude linkages to Arctic amplification (Cohen et al. 
2014). The slacking of the polar front jet should then lead 

to more frequent or persistent high-latitude Ural blockings 
and, consequently, to intensification of southward cold air 
transport  (Luo et al. 2016, 2019b). The reduced meridi-
onal temperature gradient over northern Eurasia may also 
contribute to the Arctic-midlatitude linkages analysed here 
via its effect on baroclinic instabilities generating synop-
tic anomalies and subsequent eddy-mean flow interactions. 
Such a possibility is indicated by a significant decrease in 
synoptic eddy activity over Eurasia in the winters follow-
ing the summers with warm AWT anomalies in the Barents 
Sea (Schlichtholz 2016).

The WACE-AWT 
sSS

 linkage is also significant ( r = 0.66 ) 
for all ESO years, but stronger in the EARLY ( r = 0.85 ) than 
the LATE ( r = 0.46) epoch, reflecting a recent loss of the 
“memory” of summer ocean temperature anomalies in the 

Fig. 8  a Winter SAT anomalies in the Arctic-Eurasian region 
(shaded if significant at p = 0.05 , CI = 0.5 K SD−1 ) regressed onto 
the preceding summer AWT 

sSS
 index (blue curve in Fig.  1f) for the 

ESO12 years (dots in Fig.  2b). b As in a but for SLP anomalies 
(CI = 0.4 hPa SD−1 ). c As in a but for (thin contours) anomalies of 
zonal wind (u, positive eastward, averaged between 30◦ E and 120◦ E) 
along a latitude-vertical cross section (CI = 0.4 m  s−1 SD−1 ). Thick 
black lines show the climatological winter mean u (CI = 6 m s−1 ). d 
As in a but for anomalies of the zonally asymmetric component of 
Z
300

 in the Northern Hemisphere extratropics (CI = 5 gpm SD−1 ) dur-

ing the E1 subperiod (1978–1986). e As in Fig.  2c but for correla-
tion of the summer AWT 

sSS
 index with the following winter (blue) 

WACE
�
 index and (red) anomalies of surface wind curl (SWC) aver-

aged over the SR box in b. f Comparison of (blue) the 15-year mov-
ing window correlation between the summer AWT 

sSS
 index and the 

following winter WACE
�
 index with the 15-year running mean of 

the raw (non-detrended) scaled (non-dimensional) anomalies of (red) 
summer AWT 

sSS
 (sign reversed) and (green) winter SIA in GBS 

region (blue box in a)
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Arctic by the winter atmosphere over Eurasia (see Table 3 
for correlations of the WACE index and the SATs averaged 
over the Arctic and Eurasian lobes of the WACE pattern 
with the AWT 

sSS
 index and other precursors during different 

periods). The changing WACE-AWT 
sSS

 linkage is further 
illustrated by the 9-year moving window correlation between 
these indices (Fig. 8e, blue curve), which evolves similarly 
to the corresponding correlation between the AWT 

sSS
 index 

and the anomalies of surface wind cyclonicity in the Arctic 
represented by the SWC

SR
 index (Fig. 8e, red curve). Both 

correlations take large values ( r
9
≳ 0.90 ) at the beginning 

of the EARLY epoch, including the window 1982 ± 4 (E1 
in Fig. 2b) with the maximum covariability between the 
Arctic and Eurasian SATs (Fig. 2c). In the LATE epoch, 
both correlations attain a close-to-zero minimum in the win-
dow 2008 ± 4 (Fig. 8e) with all strong LATE WACE events 
(L1 in Fig. 2b). This minimum coincides with the LATE 
epoch maximum in the covariability between the Arctic and 
Eurasian SATs (Fig. 2c), indicating that the EARLY and 
LATE maxima in this covariability should have different 
origins. The maximum in the EARLY epoch could result 
from a response of quasi-stationary planetary waves to sea 
ice anomalies driven by persistent oceanic forcing. Such a 
possibility is suggested by a close relation of the winter HWI 
index of planetary waves variability to the concurrent SIA 
anomalies in the GBS region at the beginning of this epoch 
(Fig. 5d) and by the AWT 

sSS
-related anomaly pattern of Z∗

300
 

for the E1 subperiod (Fig. 8d). An Ural blocking-like dipole 
accompanied by a positive NAO-like dipole in this pattern 
resembles the corresponding structure in the WACE-related 
anomaly pattern of Z∗

300
 for the entire ESO period (Fig. 5a). 

During E1, the HWI index correlates nearly as highly with 
the AWT 

sSS
 anomalies ( r = 0.90 ) as with the WACE index 

( r = 0.96).
The recent deterioration of the WACE-AWT 

sSS
 linkage 

could result from changing background conditions related to 
the recent Arctic warming. Such a possibility is indicated by 
a close correspondence between the 15-year moving window 
correlation of the WACE index with the AWT 

sSS
 anomalies 

and the 15-year running means of the raw (non-detrended) 
winter Arctic SIC anomalies in the GBS region and the sum-
mer AWT 

sSS
 index itself (Fig. 8f). This finding, although 

somewhat uncertain due to data averaging over fixed boxes, 
is consistent with studies showing that the link of Eurasian 
climate variability to winter Arctic SIC anomalies depends 
on the background sea ice cover (Semenov and Latif 2015) 
and may be modulated on the interdecadal timescale (Sung 
et al. 2018), by the AMO in particular (Luo et al. 2017b; Li 
et al. 2018; Jin et al. 2020; Cai et al. 2023).

4.2  Autumn and spring sea surface temperature 
in the Eurasian Arctic

The above analysis reveals that the winter WACE pattern 
may often be triggered by sea ice anomalies in the Eurasian 
Arctic driven through the entrainment of earlier subsurface 
ocean temperature anomalies into the deepening surface 
mixed layer that starts at the onset of the cooling season. 
Therefore, significant links of autumnal SSTs in the Eurasian 
Arctic to both earlier ocean anomalies and later atmospheric 
variability can be expected. Such links are demonstrated by 
regressions of November (NOV) SSTs onto the preceding 
summer AWT 

sSS
 and the following winter WACE index for 

the years of strong WACE/CAWE events (Fig. 9a, b, respec-
tively). In both regressions, significant anomalies of the sign 
consistent with oceanic forcing of atmospheric variability 
(positive for the WACE events) appear in the Barents and the 
Greenland Sea. The winter SAT anomaly pattern in the Arc-
tic-Eurasian region associated with the November SST

sGBS
 

index of SST variability in the southern GBS region (sGBS 
box in Fig. 9a, b) for the ESO12 years (Fig. 9c) is similar 
to the AWT 

sSS
-related pattern (Fig. 8a). During these years, 

the summer AWT 
sSS

 variability accounts for a large fraction 
(81%) of the variance of the November SST

sGBS
 anomalies, 

which on their turn explain the same fraction (81%) of the 
winter WACE variance.

Unlike the recent deterioration of the WACE-AWT 
sSS

 
linkage (Fig. 8e, f), episodes of a strong WACE relation to 
autumnal SSTs are found in the EARLY and LATE epochs. 
The timing of these episodes is different for the November 
and October (OCT) SSTs (compare the 9-year moving win-
dow correlations of the WACE index with the November 
and October SST

sGBS
 indices in Fig. 9g). For the November 

SSTs, continuously significant values of r
9
 appear at mid-

ESO windows, whereas for the October SSTs, significant 
values of r

9
 are clustered in the mid-EARLY and mid-LATE 

epochs. As a result, significant values of r
9
 are found for the 

October or November SSTs in all windows from 1986 ± 4 
to 2011 ± 4.

In the LATE epoch, the most significant WACE-related 
October SST anomalies appear in the south-western Bar-
ents Sea (Fig. 9d). The r

9
 indicator of the WACE linkage to 

these anomalies (averaged over the swBS box in Fig. 9d) 
exhibits a pronounced maximum ( r

9
= 0.98 ) in the win-

dow 2008 ± 4 including all strong LATE WACE events 
(L1 in Fig. 2b). At that time, an equally large maximum is 
found in the 9-year moving window correlation between the 
WACE index and the preceding September-October (SO) 
SAT anomalies averaged over the same swBS box (Fig. 9h, 
blue curve). These maxima indicate that the recent WACE-
related October SST anomalies in the Barents Sea could, 
in addition to the ocean heat transport, be influenced by a 
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quasi-simultaneous local thermodynamic atmospheric forc-
ing. In any case, the linkage of winter WACE variability to 
the preceding spring SSTs in the Eurasian Arctic is neg-
ligible during the LATE epoch (Fig. 9e). By contrast, the 
corresponding association is considerable in the EARLY 
epoch when significant WACE-related spring SST anoma-
lies appear in the Greenland and the Barents Sea (Fig. 9f). 
These anomalies should also result from a quasi-simultane-
ous local atmospheric forcing, as indicated in Fig. 9h (red 
curve) by the 9-year moving window correlation of the 
winter WACE index with the preceding early spring SATs 
averaged over the south-western Barents Sea (swBS box in 
Fig. 9f). Similarly to the WACE-AWT 

sSS
 linkage (Fig. 8e), 

this correlation remains significant throughout the EARLY 

epoch and then deteriorates. This is not surprising given 
that the summer subsurface ocean temperature anomalies 
in the Barents Sea strongly depend on local air-sea inter-
actions during the previous winter-to-spring season (see 
Sect. 4.1.1). Since these anomalies are also significantly 
associated with the following winter SSTs in the North 
Atlantic (Schlichtholz 2016), below we will check if and 
when the winter WACE variability is related to reemerging 
SST anomalies in this ocean.

Fig. 9  a, b November SST 
anomalies in the Green-
land–Barents Seas region 
(CI = 0.1 K SD−1 ) regressed 
onto the preceding summer 
AWT 

sSS
 index (blue curve 

in Fig. 1f) and the following 
winter WACE� index for the 
ESO12 years (dots in Fig. 2b), 
respectively. Thick black lines 
show the 15% and 90% contours 
of the climatological mean SIC 
for the month of the regressed 
field. c Winter SAT anomalies 
in the Arctic-Eurasian region 
(CI = 0.5 K SD−1 ) regressed 
onto the preceding November 
SST

sGBS
 index (SST anomalies 

averaged over the sGBS box in 
a) for the ESO12 years. d, e As 
in b but for October and spring 
SST anomalies in all years of 
the LATE epoch (2000–2020), 
respectively. f As in e but for the 
EARLY epoch (1978–1999). g 
As in Fig. 2c but for correlation 
of the winter WACE

�
 index with 

the preceding (blue) November 
and (red) October SST

sGBS
 

index. h As in g but for cor-
relation of the winter WACE

�
 

index with the preceding (blue) 
September-October and (red) 
early spring SAT anomalies 
averaged over the swBS box in 
d. In a–f, anomalies significant 
at p = 0.05 are shaded
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4.3  Spring‑to‑autumn sea surface temperature 
in the North Atlantic

As shown above, the winter WACE variability is related to 
earlier ocean temperature anomalies in the Eurasian Arctic 
(Figs. 8, 9). Since this variability is also related to concur-
rent SST anomalies in the North Atlantic (Sato et al. 2014; 
Li et al. 2021), it is of interest to check whether and when it 
may represent a mode of Arctic-midlatitude linkages influ-
enced by a large-scale pattern of earlier SST anomalies. The 
working hypothesis is that such a mode is somehow related 
to reemerging SST anomalies in the Arctic-North Atlantic 
sector. To test this hypothesis, Fig. 10a–d shows the SST 
anomaly pattern in this sector associated with the winter 
WACE index during the EARLY epoch for the preceding 
early spring, summer, and autumn and for the concurrent 
winter. The early spring pattern exhibits significant warm-
ing not only in the Barents and Greenland Seas but also 

in the Gulf Stream extension area and significant cooling 
in the north-western North Atlantic region, including the 
Labrador Sea (Fig. 10a). This pattern weakens in summer 
(Fig. 10b) when the subsurface remnants of heat anomalies 
accumulated at the end of winter in the deep surface mixed 
layer are shielded from thermodynamic air-sea interactions 
by a shallow seasonal pycnocline. Consistent with the SST 
reemergence mechanism (Deser et al. 2003), the pattern is 
then reinforced in autumn (Fig. 10c) due to the entrainment 
of persistent subsurface heat anomalies into the deepening 
surface mixed layer. The pattern persists until winter, when 
it even strengthens in the Eurasian Arctic (Fig. 10d), prob-
ably due to further deepening of the surface mixed layer and 
atmosphere-ice-ocean feedbacks.

In contrast to the EARLY epoch, in the LATE epoch, 
the winter WACE variability is still significantly linked to 
the preceding autumn SST anomalies in the Barents Sea 
but not in the North Atlantic (Fig. 10e). Therefore, it is 

Fig. 10  a–c SST anomalies in 
the Arctic-North Atlantic region 
(CI = 0.1 K SD−1 ) in early 
spring, summer, and autumn, 
respectively, regressed onto the 
following winter WACE� index 
(blue curve in Fig. 2b) for the 
EARLY epoch (1978–1999). 
Thick black lines show the 
15% and 90% contours of the 
mean SIC for the season of the 
regressed field. d As in a–c but 
for winter (lag 0) SST anoma-
lies. e As in c but for autumn 
SST anomalies in the LATE 
epoch (2000–2020). f As in 
Fig. 2c but for correlation of the 
winter WACE� index with (red) 
the preceding autumn �SST

NA
 

index (difference between stand-
ardised SST anomalies averaged 
over the GSE and nwNA boxes 
in c) and (blue) the preceding 
early spring SST anomalies 
averaged over the swBS box in 
a. In a–e, anomalies significant 
at p = 0.05 are shaded
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unlikely that the recent WACE variability is driven by the 
reemerging SST anomalies in the North Atlantic or the 
Eurasian Arctic where, in the LATE epoch, the springtime 
SSTs are not significantly related to the following winter 
WACE index (Fig. 9e). The recent deterioration of the 
winter WACE relation to the reemerging SST anomalies 
in the Arctic-North Atlantic sector is further illustrated in 
Fig. 10f, which shows the 9-year moving window correla-
tion of the WACE index with the preceding early spring 
SST

swBS
 index of SST variability in the south-western Bar-

ents Sea (swBS box in Fig. 10a) and the preceding autumn 

�SST
NA

 index of SST variability in the North Atlantic. 
The latter is defined as the difference ( SST

GSE
− SST

nwNA
 ) 

between SSTs averaged over the Gulf Stream extension 
area and the north-western North Atlantic region (GSE 
and nwNA boxes in Fig. 10c, respectively). For both SST 
indices, their correlation with the WACE index remains 
significant from the beginning of the time series until the 
window 1999 ± 4 including several strong CAWE events 
(EL in Fig. 2b) and then drops to insignificant values 
(Fig. 10f). A similar drop is found for the North Atlantic 
dipolar SST anomaly in the month (October) in which this 

Table 3  Correlation coefficient r ( ×100 ) of the winter WACE� , 
SAT

GBS
 , and SAT

mE
 indices (defined in Table 1) with selected predic-

tors for the 12 strongest WACE/CAWE events (dots in Fig. 2b) during 

the ESO period (column r
ESO12

 ) and for  the year-to-year anomalies 
during its EARLY (column r

EARLY
 ) and LATE (column r

LATE
 ) epochs

The correlations for SAT
GBS

 and SAT
mE

 are given in parenthesis (from left to right, respectively) after the correlation for  WACE∆. The correla-
tions for the ESO12 years are computed from data detrended over the ESO period (1978–2020, years of December), whereas the correlations 
for the EARLY (1978–1999) and LATE (2000–2020) epochs are based on data detrended over these epochs. Non-significant (ns) correlations 
at p = 0.05 are not given. Except for the Pacific Decadal Oscillation (PDO) index, the selected predictors are obtained by averaging over the 
area given in column “Domain/Method” or by subtracting the standardised values of the indices indicated in that column. Column “Season” 
indicates the season/month of the predictor. In column “Symbol”, acronyms AWT, SST, SIA, and THF stand for Atlantic water temperature, sea 
surface temperature, sea ice area, and surface turbulent (sensible + latent) heat flux (positive upward), respectively. Symbol ↑Q

SW
 denotes sur-

face upward shortwave radiation flux. Acronyms in the subscript denote regions indicated in column “Region”. Acronym MIZ refers to the area 
with the climatological mean SIC in the range 15–90%. Acronyms NINO3 and AMO refer to SST indices of El Niño and Atlantic Multidecadal 
Oscillation, respectively

Symbol Region Domain/Method Season r
ESO12

r
EARLY

r
LATE

AWT
sSS

Southern Svalbard slope 73◦–75◦ N, 13◦–20◦E JJA 85 (84, – 79) 85 (75, – 77) 46 (68, – ns)
SST

sGBS
Southern Greenland–Barents Seas 69◦–77◦ N, 20◦W–70◦E NOV 90 (86, – 87) 50 (48, – ns) 51 (63, – ns)

SST
sGBS

OCT 88 (87, – 83) 69 (55, – 70) 53 (65, – ns)
SST

swBS
South-western Barents Sea 70◦–76◦ N, 10◦–40◦E NOV 69 (64, – 68) ns (ns,  ns) 63 (72, – ns)

SST
swBS

OCT 81 (80, – 76) 48 (62, – ns) 64 (72, – ns)
SST

swBS
MAM 77 (83, – 65) 73 (66, – 65) ns (48, – ns)

SST
GLS

Greenland-to-Laptiev Seas 69◦–83◦ N, 20◦W–145◦E OCT 84 (82, – 79) 61 (ns, – 68) 53 (56, – ns)
SIA

GLS
SON – 71 (– 65, 70) – 53 (– ns, 65) – ns (– ns, ns)

SIA
GLS

JJA – 81 (– 79, 76) – 61 (– ns, 79) – ns (– ns, ns)
SIA

GLS
MAM – 81 (– 77, 78) – 71 (– 52, 78) – ns (– ns, ns)

(↑Q
SW

)
GLS

JJA – 73 (– 72, 67) – 70 (– 44, 84) – ns (– ns, ns)
THFBS−MIZ Barents Sea MIZ 69◦–82◦ N, 15◦–75◦E NOV 87 (81, – 86) 48 (43, – 43) 63 (51, – 57)
THF

sBS
Southern Barents Sea 67◦–76◦ N, 15◦–75◦E NOV 65 (64, – 60) 40 (ns, – 40) 45 (ns, – ns)

THF
sBS

OCT – ns (– ns, ns) ns (ns, – ns) – ns (– ns, ns)
THF

nGLS
Northern Greenland-to-Laptiev Seas 78◦–82◦ N, 10◦W–145◦E OCT ns (ns, – 59) ns (ns, – 44) 48 (ns, – 45)

SST
GSE

Gulf Stream extension 37◦–47◦ N, 80◦–55◦W SON ns (ns, – ns) 68 (74, – 51) – ns (ns,  ns)
SST

nwNA
North-western North Atlantic 54◦–73◦ N, 65◦–25◦W SON – 63 (– 61, 59) – 59 (– 58, 55) – ns (– ns, ns)

�SST
NA

North Atlantic SST
GSE

− SST
nwNA

SON 59 (64, – ns) 76 (75, – 61) ns (ns,  ns)
�SST

NA
OCT 72 (75, – 63) 76 (71, – 64) ns (ns, – ns)

SST
cNP

Central North Pacific 30◦–42◦ N, 175◦−158◦W NOV 77 (82, – 66) ns (ns, – ns) 70 (73, – 49)
SST

neNP
North-eastern North Pacific magenta box in Fig. 15a NOV – 75 (– 66, 77) – ns (– ns, ns) − 53 (− 45, 46)

SST
seNP

South-eastern North Pacific 10◦–20◦ N, 160◦–115◦W NOV – 58 (– ns, 59) – ns (– ns, ns) − 59 (–  ns, 77)
�SST

nNP
Northern North Pacific SST

cNP
− SST

neNP
NOV 80 (79, – 75) ns (42, – ns) 72 (68, – 55)

�SST
sNP

Southern North Pacific SST
cNP

− SST
seNP

NOV 73 (73, – 67) ns (ns, – ns) 81 (57, – 78)
PDO North Pacific Mantua et al. (1997) NOV – ns (– ns, ns) – ns (– ns, ns) − 53 (– ns, 48)
NINO3 Equatorial Pacific 5◦S-5◦ N, 150◦–90◦W NOV – ns (– ns, ns) – ns (– ns, ns) – ns (– ns, 48)
AMO North Atlantic North of 0◦N SON – ns (– ns, ns) – ns (– ns, ns) – ns (– ns, ns)
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anomaly is most significantly related to the following win-
ter WACE variability during the ESO period (not shown, 
but see the correlations in Table 3).

The moving window correlations in Fig. 10f evolve consist-
ently with the corresponding correlations of the WACE index 
with the non-SST indices of Arctic climate variability related 
to reemerging SST anomalies, such as the anomalies of early 
spring air temperature (forcing factor) and summer subsurface 
ocean temperature (seasonal memory factor) in the Barents 
Sea region (Figs. 9h, 8e). Collectively, these lagged correla-
tions indicate that the Barents Sea is not merely an amplifier of 
the remote atmospheric response to wintertime oceanic forc-
ing over the Gulf Stream region through the sea ice anomalies 
induced by this response, as suggested in some studies (Sato 
et al. 2014; Simmonds and Govekar 2014; Jung et al. 2017). 
These correlations and the significant recent WACE link to 

autumnal SST anomalies in the Barents Sea (Figs. 10e, 9d) 
driven by a quasi-simultaneous rather than earlier local atmos-
pheric forcing (Fig. 9h) suggest that the atmospheric response 
to oceanic anomalies in the Eurasian Arctic, regardless of their 
origin and teleconnections, is a key factor shaping the winter 
WACE variability throughout the ESO period. Before discuss-
ing the teleconnections in the LATE epoch, below we will 
analyse the WACE linkage to surface conditions in the Arctic 
from the perspective of earlier sea ice anomalies and air-sea 
heat exchanges.

4.4  Spring‑to‑autumn sea ice concentration 
in the Barents Sea and adjacent areas

As the winter WACE pattern may “remember” not only 
earlier ocean temperature anomalies in the Eurasian Arctic 

Fig. 11  a Summer SIC anomalies in the Greenland-to-Laptiev Seas 
region (CI = 5% SD−1 ) regressed onto the following winter WACE� 
index for the ESO12 years (dots in Fig. 2b). b Winter SAT anoma-
lies in the Arctic-Eurasian region (CI = 0.5 K SD−1 ) regressed onto 
the preceding summer SIA anomalies (sign reversed) averaged over 
the GLS box in a for the ESO12 years. c As in a but for (thin con-
tours) summer anomalies of upward shortwave radiation ( ↑Q

SW
 ,  

CI = 5 W  m−2  SD−1) regressed onto the following winter SAT
mE

 
index (sign reversed) of SAT variability over midlatitude Eurasia (mE 
box in b) for all years in the EARLY epoch (1978–1999). Thick black 

lines show the 15% and 90% contours of the mean SIC for the sea-
son of the regressed field. d As in Fig. 2c but for correlation of the 
winter SAT

mE
 index (sign reversed) with (blue) the preceding sum-

mer (↑Q
SW

)
GLS

 index ( ↑Q
SW

 averaged over the GLS box in c, sign 
reversed) and (red) the preceding summer AWT 

sSS
 index (blue curve 

in Fig. 1f). e, f As in c but for SST anomalies in October and winter 
(CI = 0.1 K SD−1 ) regressed onto the preceding summer (↑Q

SW
)
GLS

 
index (sign reversed), respectively. In a–c, e, and f, anomalies signifi-
cant at p = 0.05 are shaded
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(Figs. 8, 9) and the North Atlantic (Fig. 10) but also earlier 
Arctic sea ice anomalies (Jang et al. 2021; Zhang and Screen 
2021), it is interesting to compare lagged WACE linkages to 
sea ice and ocean temperature variability. We find that the 
strong winter WACE/CAWE events in the ESO period are 
significantly related to seasonal mean sea ice cover anoma-
lies in the Barents and adjacent Arctic marginal seas during 
the preceding autumn, summer, and spring, with the WACE 
events corresponding to a low sea ice cover. As an example, 
Fig. 11a shows the summer SIC anomaly pattern associated 
with the strong winter WACE/CAWE events, and Fig. 11b 
shows the SAT anomaly pattern during these events associ-
ated with the summer SIA

GLS
 index of SIC anomalies (sign 

reversed) integrated over the area extending from the Green-
land Sea to the Laptiev Sea (GLS box in Fig. 11a). The latter 
pattern resembles the corresponding pattern associated with 
the summer AWT 

sSS
 index of ocean temperature variability 

in the Barents Sea (Fig. 8a). The summer SIA
GLS

 anomalies 
account for almost the same fraction (66%) of the variance 
of the strong WACE/CAWE events in the following winter 
as the summer AWT 

sSS
 anomalies do. The corresponding 

linkage is slightly weaker for the autumn SICs but equally 
strong for the SIC anomalies in spring (Table 3), which 
should be a side effect of a common forcing of the latter and 
persistent ocean temperature anomalies that influence the 
following winter sea ice and atmospheric variability (see 
Sect. 4.1.1).

While the year-to-year linkage of winter WACE variabil-
ity to the preceding spring-to-autumn SIA

GLS
 anomalies 

is significant in the EARLY epoch, it is not in the LATE 
epoch (Table 3). In the EARLY epoch, the spring-to-autumn 
SIA

GLS
 anomalies are associated by far more significantly 

with the following winter SAT anomalies over the Eurasian 
lobe (mE box in Fig. 11b) than the Arctic lobe (GBS box 
in Fig. 11b) of the typical WACE pattern (Table 3). These 
relationships suggest that the mechanism of  the “solar” 
ocean heat capacitor related to summertime changes in 
Arctic sea ice cover (Chung et al. 2021) can sometimes 
drive winter SAT anomalies in Eurasia. Consistent with 
this scenario, in the EARLY epoch, the summer anomaly 
pattern of ↑Q

SW
 in the Arctic associated with the following 

winter SAT
mE

 index (shown in Fig. 11c with sign reversed) 

Fig. 12  a–c November anoma-
lies of geopotential height at 
50 hPa ( Z

50
 ) in the Northern 

Hemisphere extratropics 
(CI = 10 gpm SD−1 ) regressed 
onto the preceding sum-
mer anomalies of ↑Q

SW
 (sign 

reversed) averaged over the 
GLS box in Fig 11c, summer  
AWT 

sSS
 index (blue curve in 

Fig. 1f), and October THF 
anomalies averaged over the 
sBS box in Fig 13c during the 
E1 subperiod (1978–1986), 
respectively. d As in c but for 
November anomalies of Z

50
 

regressed onto the preced-
ing October THF anomalies 
averaged over the nGLS box 
in Fig 13e during the L1 
(2004–2012) subperiod. In 
a–d, anomalies significant at 
p = 0.05 are shaded. Black 
contours show the mean field 
of Z

50
 over the given subperiod 

(CI = 0.2×103 gpm)
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exhibits significant anomalies in the Laptiev Sea as well as 
the GBS area. The summer anomalies of ↑Q

SW
 averaged 

over the entire GLS region correlate positively with and 
explain a large fraction ( r = 0.84 ) of the following winter 
SAT

mE
 anomalies, indicating that cold winters in Eurasia 

are favoured by excessive summertime ocean heat storage 
in the Arctic due to decrease in upward shortwave radiation 
at the surface instigated by lowered SICs. The release of this 
heat to the atmosphere should occur in autumn, as implied 
by a strong linkage of October SSTs and a weak linkage of 
winter SSTs to the preceding summer anomalies of ↑Q

SW
 in 

the GLS region (see Fig. 11e, f for the regression patterns).
The remote atmospheric response to the heat release by 

the “solar” ocean heat capacitor could involve a stratospheric 
pathway, especially at the beginning of the EARLY epoch 
when all strong EARLY WACE events occurred (Fig. 2b). 
This possibility is supported by the anomaly pattern of geo-
potential height at 50 hPa ( Z

50
 ) in November associated 

with the preceding summer anomalies of ↑Q
SW

 in the GLS 
region for the E1 subperiod (see Fig. 12a for the anoma-
lies with sign reversed and the mean field of Z

50
 in Novem-

ber). According to this pattern, increased solar heating of 
the ocean is followed by a shift of the stratospheric polar 
vortex towards Eurasia. In general terms, this result is in 
line with studies showing linkages of Eurasian cold events 
in winter to late autumn Arctic sea ice loss via intensifica-
tion of the Ural blocking pattern by a downward influence 
of the stratospheric circulation anomaly excited by changes 
in the propagation of planetary waves from the troposphere 
into the stratosphere (Kim et al. 2014; Zhang et al. 2018). 
However, these studies emphasise the tropospheric response 
to a weakening of the polar vortex in winter rather than its 
shifting in autumn.

Continuously significant values of the 9-year moving 
window correlation between the summer anomalies of 
↑Q

SW
 in the GLS region and the following winter SAT

mE
 

index persist through the EARLY epoch until the window 
1994 ± 4 (Fig. 11d, blue curve). The corresponding asso-
ciation of the Eurasian SATs with the preceding summer  
AWT 

sSS
 anomalies exhibits a considerable temporary weak-

ening around the window 1991 ± 4 (Fig. 11d, red curve) 
without any strong WACE/CAWE event (E2 in Fig. 2b). 
This weakening and the equally strong overall linkage of 
the Eurasian and Arctic SATs to the AWT 

sSS
 variability in 

the EARLY epoch (Table 3) indicate that, in that epoch, the 
delayed atmospheric response to ocean thermal anomalies 
driven by air-sea interactions in the winter-to-spring sea-
son rather than through changes in summertime solar heat 
absorption is critical for the following winter WACE vari-
ability. While the reemerging Arctic SST anomalies influ-
ence atmospheric variability mainly through their effect on 
the winter sea ice extent (see Sect. 4.1.1), they may also 
modify the stratospheric pathway, as suggested by the AWT 

sSS
-related pattern of November anomalies of Z

50
 for the E1 

subperiod (Fig. 12b). This pattern resembles the correspond-
ing pattern associated with the summer anomalies of ↑Q

SW
 

in the GLS region (Fig. 12a) but exhibits a more significant 
lobe over northern Eurasia. In the following, we will show 
that the strong WACE events are closely related to autumnal 
air-sea heat exchanges in the Eurasian Arctic during both the 
EARLY and the LATE epoch.

4.5  Autumn air‑sea heat exchanges in the Barents 
Sea and adjacent areas

Sorokina et al. (2016) found that anomalous turbulent heat 
fluxes in the Eurasian Arctic during the months preceding 
winter WACE events are insignificant or appear in open 
water rather than in the area of sea ice decline and con-
cluded that causal links between autumnal surface condi-
tions in the Arctic and winter WACE variability are doubt-
ful. However, the forcing of atmospheric variability by 
increased open water THFs is consistent with significant 
relations of the WACE pattern to earlier ocean temperature 
anomalies in the Barents Sea demonstrated in previous 
sections (Figs. 8, 9). Moreover, the WACE index used by 
these authors was based on data from a domain limited in 
the south to the 45◦ N parallel, while most of the signifi-
cant WACE-related Eurasian SAT anomalies appear south 
of this parallel (Fig. 2a). The winter WACE index used 
in the present study is significantly related to November 
THF anomalies in the Barents Sea region, with the WACE 
events generally following enhanced ocean heat loss to 
the atmosphere in the MIZ as well as over open water 
(Fig. 13a). Figure 13b shows the winter SAT anomaly pat-
tern associated with the preceding November THF

BS−MIZ
 

index of air-sea heat exchange variability in the Barents 
Sea MIZ (based on THFs integrated between the black 
contours within the BS box in Fig. 13a) for the strong 
WACE/CAWE events. This pattern is similar to the pat-
tern associated with the previous summer AWT 

sSS
 index of 

ocean temperature variability (Fig. 8a). In both patterns, 
significant warming in the Eurasian Arctic is accompanied 
by significant cooling in the area between the Caspian Sea 
and the Pacific coast of Asia, indicating that ocean ther-
mal anomalies in the Arctic influence remote atmospheric 
variability through their impact on not only wintertime 
but also autumnal air-sea heat exchanges. Consistent with 
this scenario, the November THF

BS−MIZ
 index explains 

about the same fraction (76%) of the variance of the strong 
WACE/CAWE events as the summer AWT 

sSS
 index and 

autumnal SSTs in the Eurasian Arctic do (Table 3). 
A remarkable feature of winter WACE variability is 

its strong linkage to the preceding October air-sea heat 
exchanges in the Arctic during the EARLY and the LATE 
epoch maximum covariability between the SAT anomalies 
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averaged over the Arctic and the Eurasian lobe of the typi-
cal WACE pattern (GBS and mE boxes in Fig. 13b), namely 
during the E1 and L1 subperiods (see Fig. 2b, c). However, 
the WACE-related pattern of October THF anomalies is dif-
ferent in these subperiods. In E1, the winter WACE events 
follow enhanced Ocober THFs over both the northern and 
the southern Barents Sea but more significantly in the south 
(Fig. 13c). In this subperiod, the variability of the October 
THF

sBS
 index (computed from THFs averaged over the sBS 

box in Fig. 13c) represents mainly anomalous air-sea heat 
exchanges driven by the ocean, as indicated by its high cor-
relation with the preceding summer AWT 

sSS
 index ( r = 0.88 ) 

and upward shortwave radiation anomalies integrated over 
the sBS area ( r = −0.84 ). In L1, the winter WACE events 
are associated with October THFs that are significantly 
enhanced in the MIZ on the northern rim of the Laptiev Sea 
and along the continental slope of the northern Barents Sea 
but significantly reduced in open water (Fig. 13e). This dipo-
lar pattern of THF anomalies reflects a quasi-simultaneous 

atmospheric forcing of sea ice and ocean temperature anom-
alies, as indicated by the already noted association of the 
winter WACE variability with autumnal SSTs and SATs in 
the Barents Sea area, which is most significant just around 
the L1 subperiod (Fig. 9d, h). In this subperiod, the October 
THF

nGLS
 index of air-sea heat exchange variability in the 

MIZ (computed from THFs averaged over the nGLS box in 
Fig. 13e) accounts for about the same fraction of the vari-
ance of the following winter WACE variability (92%) and 
SAT anomalies over the Eurasian lobe of the WACE pattern 
(83%) as the THF

sBS
 index does in E1.

In the Arctic-Eurasian sector, compared to the THF
sBS

-related SAT anomaly pattern in E1 (Fig. 13d), the THF
nGLS

-related SAT anomaly pattern in L1 (Fig. 13f) exhibits sig-
nificant Arctic anomalies over the Barents-Kara rather than 
the Greenland–Barents Seas. In the mid-latitudes, it exhib-
its significant anomalies not only in Asia but also in the 
Mediterranean region. The differences in the Arctic probably 
reflect nuances of local atmosphere-ice-ocean feedbacks 

Fig. 13  a November THF anomalies (positive upward, masked over 
land) in the Greenland-to-Laptiev Seas region (CI = 10 W m−2 SD−1 ) 
regressed onto the following winter WACE� index (blue curve in 
Fig.  2b). Thick black lines show the 15% and 90% contours of the 
mean SIC for the month of the regressed field. b Winter SAT anoma-
lies in the Arctic-Eurasian region (CI = 0.5 K SD−1 ) regressed onto 
the preceding November THF anomalies averaged over the Barents 

Sea marginal ice zone (between the black contours within the BS box 
in a) for the ESO12 years (dots in Fig. 2b). c, e As in a but for Octo-
ber THF anomalies during the E1 (1978–1986) and L1 (2004–2012) 
subperiods, respectively. d, f As in b but for winter SAT anomalies 
regressed onto the preceding October THF anomalies averaged over 
the sBS box in c and the nGLS box in e during the E1 and L1 sub-
periods, respectively. In a–f, anomalies significant at p = 0.05 are 
shaded
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under different background conditions during E1 and L1. 
The differences in the mid-latitudes are related to the anat-
omy of upper-level distortions of the quasi-stationary plan-
etary waves. In E1, the THF

sBS
-related anomaly pattern of 

Z∗
300

 (not shown) mirrors the corresponding AWT 
sSS

-related 
pattern (Fig. 8d). In both patterns, the NAO-like dipole in 
the Arctic-North Atlantic sector tilts northeastward, and its 
Arctic trough is centred over southern Greenland. In the cor-
responding THF

nGLS
-related pattern for L1, the NAO-like 

dipole tilts northwestward (Fig. 14a). Its Arctic trough is 
centred over Baffin Bay, whereas its North Atlantic ridge is 
more significant and displaced towards Europe. As a result, 
the surface counterpart of the upper-level ridge is also strong 
and centred closer to Europe in L1 (see Fig. 14b for the 
THF

nGLS
-related SLP anomaly pattern). Cold-air advection 

on its south-eastern rim can explain the cooling in the Medi-
terranean region (Fig. 13f). Similarly, differences in the loca-
tion of the most significant Asian SAT anomalies between 
E1 and L1 (Fig. 13d, f) can be attributed to differences in 

the Asian upper-level trough of the anomalous midlatitude 
planetary wave. During L1, this trough is split into a core 
located east of the Caspian Sea and a core centred over the 
western North Pacific (Fig. 14a). These differences might 
be related to a different stratospheric pathway of the signal, 
as suggested by comparison of November anomaly patterns 
of Z

50
 associated with the October anomalies of THF

sBS
 in 

E1 and THF
nGLS

 in L1 (Fig. 12c, d). The THF
sBS

-related pat-
tern, which shows a shift of the polar vortex towards Eura-
sia (Fig. 12c), is consistent with the corresponding patterns 
associated with the summer anomalies of ↑Q

SW
 and AWT 

in the Eurasian Arctic (Fig. 12a, b). The THF
nGLS

-related 
pattern exhibits a strengthening of the polar vortex instead 
(Fig. 12d).

4.6  Autumn sea surface temperature in the North 
Pacific

Unlike the relation of winter WACE variability to autumn 
SST anomalies in the North Atlantic, significant in the 
EARLY but not the LATE epoch (Fig. 10c, e), its relation to 

Fig. 14  a Winter anomalies 
of the zonally asymmetric 
component of Z

300
 in the North-

ern Hemisphere extratropics 
(CI = 5 gpm SD−1 ) regressed 
onto the preceding October 
THF anomalies averaged over 
the northern Greenland-to-
Laptiev Seas region (nGLS 
box in Fig. 13e) during the 
L1 (2004–2012) subperiod. b 
As in a but for SLP anomalies 
(CI = 0.4 hPa SD−1 ). c, d As in 
a, b but for winter anomalies 
of Z∗

300
 and SLP regressed onto 

the preceding November SST 
anomalies averaged over the 
central North Pacific (cNP box 
in Fig. 15a). In a–d, anoma-
lies significant at p = 0.05 are 
shaded
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autumnal SST anomalies in the North Pacific is significant in 
the LATE but not the EARLY epoch, as shown for Novem-
ber (most significant) SST anomalies (Fig. 15a, b). In the 
LATE epoch, the WACE events are associated with anoma-
lously warm SSTs in the central North Pacific surrounded 
by a “horseshoe” structure of anomalously cold SSTs to the 
north, east, and south (Fig. 15a). This structure is accom-
panied by a weak La Niña signal in the eastern equatorial 
Pacific and resembles the negative phase of the PDO (Man-
tua et al. 1997). Although not significant, the corresponding 
pattern for the EARLY epoch is similar (Fig. 15b).

The recent emergence of a strong linkage of the WACE 
pattern to the Pacific SST variability is further illustrated 
in Fig. 15e showing the 9-year moving window correlation 
of the winter WACE index with three November indices of 
this variability: SST

cNP
 , �SST

nNP
 , and �SST

sNP
 . The SST

cNP
 

index represents SST anomalies in the central North Pacific 

(averaged over the cNP box in Fig. 15a), whereas the “north-
ern dipole” index ( �SST

nNP
= SST

cNP
− SST

neNP
 ) and the 

“southern dipole” index ( �SST
sNP

= SST
cNP

− SST
seNP

 ) are 
defined as the difference between these anomalies and the 
corresponding anomalies averaged over the north-eastern 
and the south-eastern North Pacific (neNP and seNP boxes 
in Fig. 15a), respectively. For the SSTs in the central North 
Pacific (blue curve) and the northern dipole (red curve), r

9
 

attains a maximum ( > 0.9 ) around the window 2008 ± 4 
including all strong LATE WACE events (L1 in Fig. 2b) 
and the window 2012 ± 4 , respectively. For the southern 
dipole, the values of r

9
 are somewhat lower (Fig. 15e, green 

curve), but its correlation with the WACE index over the 
entire LATE epoch is higher ( r = 0.81 ). Over the entire ESO 
period, a considerable fraction (64%) of the variance of the 
strong WACE/CAWE events is explained by the northern 

Fig. 15  a, b November SST anomalies in the North Pacific 
(CI = 0.1 K SD−1 ) regressed onto the following winter WACE� index 
(blue curve in Fig.  2b) for the LATE (2000–2020) and the EARLY 
(1978–1999) epoch, respectively. c Winter SAT anomalies in the 
Arctic-Eurasian region (CI = 0.5 K SD−1 ) in the ESO12 years (dots 
in Fig.  2b) regressed onto the preceding November �SST

nNP
 index 

(difference between the standardised SST
cNP

 and SST
neNP

 indices 
based on SSTs averaged over the cNP and neNP boxes in a, respec-
tively). d As in c but for winter SAT anomalies regressed onto the 
preceding November SST

cNP
 index during the L1 subperiod (2004–

2012). In a–d, anomalies significant at p = 0.05 are shaded. e As in 
Fig. 2c but for correlation of the winter WACE� index with the pre-
ceding November (blue) SST

cNP
 index, (red) �SST

nNP
 index, and 

(green) �SST
sNP

 index (difference between the standardised SST
cNP

 
and SST

seNP
 indices based on SSTs averaged over the cNP and seNP 

boxes in a, respectively). f Comparison of (blue) the 15-year moving 
window correlation between the November SST

cNP
 index and the fol-

lowing winter WACE
�
 index with (red) the 15-year running mean of 

the raw (non-detrended) scaled (non-dimensional) autumn anomalies 
of (red) SST

cNP
 and (green) AMO
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dipole index. Such strong associations of winter WACE vari-
ability with Pacific SST anomalies in November are captured 
neither by the canonical PDO index nor by the NINO3 index 
of equatorial SST variability (Table 3).

The winter SAT anomaly pattern associated with the pre-
ceding November SST variability in the North Pacific for 
the ESO12 years exhibits significant midlatitude anomalies 
in both Asia and the Mediterranean region (Fig. 15c). In 
the latter region, cold anomalies associated with warming 
events in the central North Pacific are particularly strong 
during the L1 subperiod (Fig. 15d) when they result from 
cold-air advection on the south-eastern rim of an anoma-
lous anticyclone over the North Atlantic (Fig. 14d). Since 
significant cooling in the Mediterranean region on the rim 
of this anticyclone is also associated with October air-sea 
heat exchanges in the Arctic (Figs. 13f, 14b), the recent 
WACE variability should depend on autumn-to-winter Arc-
tic-Pacific teleconnections. Such teleconnections are also 

indicated by the resemblance between the winter anomaly 
patterns of Z∗

300
 during L1 associated with the Novem-

ber SST
cNP

 index (Fig. 14c) and October THF anomalies in 
the Arctic (Fig. 14a), with the area-weighted pattern correla-
tion coefficient of 0.96. A similarly strong linkage ( r = 0.98 ) 
is found between the November anomaly patterns of Z

50
 

associated with the October THFs in the Arctic (Fig. 12d) 
and the November SST

cNP
 index (not shown). This result 

is in line with studies showing that the negative phase of 
the interannual component of the PDO tends to intensify 
the stratospheric polar vortex via impeding planetary waves 
from propagating into the stratosphere (Woo et al. 2015; Hu 
and Guan 2018). However, these studies focused on winter-
time conditions. If the autumnal intensification of the strato-
spheric polar vortex drives the winter WACE pattern, its 
lagged downward influence should generate a positve NAO-
like circulation anomaly accompanied by the Ural blocking 
pattern in the upper troposphere. However, investigation of 

Fig. 16  a 9-year moving window correlation (R9)  of the winter 
WACE� index (blue curve in Fig.  2b) with its MLR model fitted to 
(blue) not more than two optimal predictors selected by the model 
( M

max
= 2 model) from those listed in Table  3, (red) the summer 

AWT 
sSS

 and November SST
cNP

 indices as predictors, and (green) 
the spring SST

swBS
 and November �SST

sNP
 indices as predictors. 

The model is applied independently for each window to the window-
detrended predictand and predictors. R9 is plotted at the window’s 
central year.  Colour dots indicate values significant at p = 0.05 . b 
As the blue curve in a but for the model with (blue) all Arctic, (red) 
all Atlantic, and (green) all Pacific predictors excluded. c As the blue 
curve in a but for the 15-year moving window correlation (R15)  for 

(blue) the M
max

= 2 model and (red) the M
max

-unlimited model in 
which the maximum number of optimal predictors is not limited. d 
Relative average skill of the seven most important  WACE∆ predictors 
from the 15-year moving window M

max
-unlimited model. e Correla-

tion (R) of the  WACE∆ index with its Mmax-unlimited model for the 
periods beginning at (blue) the first and (red) the last year of the time 
series and ending at the year successively moved forward and back-
ward, respectively, starting from the 15-year-long initial period. R is 
plotted at the year of the moving end of the model period. f Relative 
fitting skill of the model-selected predictors from the Mmax-unlimited 
 WACE∆ model for (left to right) the ESO period, the EARLY epoch, 
and the LATE epoch
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whether this was indeed the case in the LATE epoch and 
whether the Pacific or the Arctic precursors were critical in 
setting up the stratospheric bridge is beyond the scope of this 
study. Other precursors, such as October snow cover anoma-
lies in Eurasia, might have also contributed (Xu et al. 2018).

Winter Arctic warming and its influence on midlatitude 
atmospheric circulation may be modulated by the concurrent 
PDO phase (Screen and Francis 2016; Simon et al. 2022; 
Luo et al. 2022a). However, the recent enhancement of the 
winter WACE linkage to autumnal SSTs in the North Pacific 
is rather related to large-scale changes in ocean tempera-
tures through the ESO period. This conjecture, if not biased 
by the fixed-area averaging of the data, is supported by a 
close correspondence between the 15-year moving window 
correlation of the winter WACE index with November SST 
anomalies in the central North Pacific and the 15-year run-
ning means of the raw autumn indices of SST variability 
in the North Atlantic (AMO index) and the central North 
Pacific itself (Fig. 15f).

5  WACE statistical model

Above, we identified several oceanic precursors of the winter 
WACE pattern and demonstrated that it is useless to try to 
explain its variability using any single precursor because 
the most important precursors either lose or gain signifi-
cance over time. However, when combined, these precursors 
explain most of the WACE signal. This effect is illustrated in 
Fig. 16a, in which the blue curve shows the 9-year moving 
window correlation ( R

9
 ) of the WACE index with its 9-year 

moving window MLR model based on stepwise selection 
of up to two best predictors ( M

max
= 2 model) from the 

large set of Arctic, Atlantic, and Pacific precursors (listed 
in Table 3) using an adjusted R2 criterion with FDR control 
(see Sect. 2.3 for details). The correlation is significant for 
all windows in the ESO period, and its average value over 
this period ( R

9
 ) is remarkably high (0.96). The sensitivity 

experiments with the M
max

= 2 model in which all Arctic, 
Atlantic, and Pacific predictors are in turn excluded indicate 
that (1) the Arctic predictors are most efficient in explaining 
the WACE variability in the ESO period, (2) the Atlantic 
predictors provide some independent information only at 
the end of the EARLY epoch, and (3) the Pacific predictors 
provide some independent information in the LATE epoch 
(Fig. 16b). These findings could be expected from compari-
son of the bivariate correlations (Figs. 8e, 9g, 10f, 15e), 
which also suggest a complementarity between the summer/
spring indices of Arctic climate variability related to the 
reemergence of SST anomalies and the November indices 
of PDO-like SST anomalies in the Pacific in explaining the 

winter WACE variability. This complementarity is illus-
trated by the red and green curves in Fig. 16a showing the 
9-year moving window correlation of the WACE index with 
its MLR model for two exemplary pairs of prescribed Arc-
tic-Pacific predictors, a pair (AWT JJA

sSS
-SSTNOV

cNP
 ) represent-

ing subsurface and surface ocean temperatures and a pair 
(SSTMAM

swBS
-�SSTNOV

sNP
 ) representing only SSTs. For both pairs, 

R
9
 is significant for all windows. Its average value is equally 

high (0.88), indicating that the WACE variability is poten-
tially predictable from satellite observations alone.

Only a very few predictors are needed for an efficient 
fit of the WACE variability also when the model window 
width is increased from 9 to 15 years. This is demonstrated 
in Fig. 16c showing the 15-year moving window correlation 
( R

15
 ) of the WACE index with its two 15-year moving win-

dow models, the M
max

= 2 model and the M
max

-unlimited 
model in which no upper bound on the number of predic-
tors that pass the adjusted R2 criterion and the FDR control 
is imposed. Both models show good overall performance 
( R

15
> 0.9 ). For the M

max
-unlimited model, the relative 

predictor importance (window-averaged predictor skill S 
in increasing R2 ; see Sect. 2.3 for details) is reported in 
Fig. 16d for the seven most important predictors. The three 
most skillful ones are the summer AWT and November 
SST anomalies in the Arctic (AWT JJA

sSS
 and SSTNOV

swBS
 ) and the 

autumn index of dipolar SST variability in the North Atlan-
tic ( �SSTSON

NA
 ). The complementary influences are distrib-

uted mainly among Pacific predictors ( �SSTNOV

sNP
 , �SSTNOV

nNP
 , 

and SSTNOV

cNP
).

Because the WACE variability is significantly related to 
different precursors in the EARLY and LATE epochs, while 
the MLR model minimises the sum of the squared residu-
als over the entire fitted period, the efficiency of the WACE 
MLR model somewhat decreases with increasing time win-
dow width. However, this efficiency remains relatively high 
for any ESO subperiod, which is demonstrated in Fig. 16e 
showing the correlation R of the WACE index with its M

max

-unlimited model applied over the time span successively 
extended forward and backward, starting from the first and 
the last 15-year-long subperiod, respectively. The value of 
R for the year 2020 on the blue curve and the year 1978 on 
the red curve corresponds to the correlation for the model 
for the entire ESO period ( R = 0.87 ). The first value on 
these curves to the left and to the right of the black vertical 
line represents the correlation for the model for the EARLY 
( R = 0.95 ) and the LATE ( R = 0.90 ) epoch, respectively. 
For these three periods, the relative fitting skill of the predic-
tors selected by the model is shown in Fig. 16f. In the case 
of the ESO period, the model retains four predictors. The 
two most important ones are the summer AWT anomalies 
in the Arctic (AWT JJA

sSS
 , S = 45.5% ) and the southern dipole 
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index of November North Pacific SST variability ( �SSTNOV

sNP
 , 

S = 27.7% ). The model selects four predictors also for the 
EARLY epoch. The two most skillful ones represent Arc-
tic summer anomalies of subsurface ocean temperature  
(AWT JJA

sSS
 , S = 58.0% ) and surface upward shortwave radia-

tion [ (↑Q
SW

)JJA
GLS

 , S = 24.4% ]. Only two predictors contribute 
to the model for the LATE epoch. Both represent November 
SST variability, the more skillful one in the North Pacific 
( �SSTNOV

sNP
 , S = 77% ) and the less skillful one in the Arctic 

(SSTNOV

sGBS
 , S = 33%). 

A high potential predictability is found not only for the 
WACE anomaly but also for several related indicators of 
winter climate variability, which is demonstrated in Fig. 17 
for a set of four predictands selected from Table 1, represent-
ing Arctic sea ice anomalies (SIA

GBS
 index), SAT anomalies 

over the Arctic and Eurasian lobes of the WACE pattern 
(SAT

GBS
 and SAT

mE
 indices), and SLP anomalies in Eurasia 

(SLP
USH

 index). The figure shows the correlations of the 
given predictand with its MLR M

max
-unlimited model in the 

forward and backward extending period configurations (left 
panels) and the relative fitting skill of the model-selected 
predictors for the ESO, EARLY, and LATE periods (right 
panels). The most stable is the model for the SIA predictand, 
for which the fit with 2–4 predictors explains 83–85% of the 
variance ( R > 0.9 ) for each of these periods. For the EARLY 
epoch, the model fits all predictands to Arctic predictors. 

Three, two, and one of these predictors account for 84, 86, 
and 66% of the variance of SAT

GBS
 , SAT

mE
 , and SLP

USH
 , 

respectively. For the LATE epoch, the model with three pre-
dictors from different regions explains a large fraction (90%) 
of the variance of the Arctic SAT predictand. A somewhat 
lower fraction of the variance of the Eurasian SAT (61%) 
and SLP (66%) predictands is explained by the model with 
one (Pacific) and two (one Pacific and one Arctic) predictors, 
respectively. However, when the LATE epoch is shortened 
by a few years, e.g., to cover the recent period since 2003, 
the model is very efficient ( R > 0.9 ) also for the Eurasian 
predictands.

6  Summary and conclusions

A remarkable recurrent feature of winter climate variability 
that has recently attracted great scientific attention is the 
“warm Arctic-cold Eurasia” (WACE) dipole pattern of oppo-
site sign anomalies of surface air temperature (SAT) in the 
Barents Sea region and midlatitude Eurasia (Overland et al. 
2011; Mori et al. 2014; Luo et al. 2016; Zhao et al. 2023). 
Many studies have analysed the WACE linkage to changing 
surface conditions in the Arctic based on simultaneous rela-
tionships, while lagged relationships have been addressed to 

Fig. 17  As in (left) Fig. 16e 
and (right) Fig. 16f but for four 
other winter predictands from 
Table 1: (a, b) sea ice area in 
the Greenland–Barents Seas 
region (SIA

GBS
 index), (c, d) 

surface air temperature in this 
region (SAT

GBS
 index), (e, f) 

surface air temperature in mid-
latitude Eurasia ( SAT

mE
 index), 

and (g, h) sea level pressure in 
the Ural-Siberian High region 
(SLP

USH
 index)
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a lesser extent, mainly in relation to autumnal sea ice anoma-
lies. Similarly, inferences about WACE teleconnections to 
surface conditions in the North Atlantic or the Pacific Ocean 
have usually been made from simultaneous relationships, 
often in the context of decadal-to-multidecadal variability 
(Jin et al. 2020; Luo et al. 2022a). Studies of winter WACE 
linkages to ocean temperatures in the preceding seasons are 
practically non-existent. Based on data from a 24-year-long 
period, one study showed a significant WACE-like dipole 
of wintertime SAT variability associated with summertime 
Atlantic water temperature (AWT) anomalies in the Bar-
ents Sea (Schlichtholz 2016). Using detrended observations 
and reanalysis data, the present study investigates statisti-
cal relationships of the interannual variability in the winter 
(December–January–February) mean WACE pattern to the 
concurrent anomalies of atmospheric circulation and oce-
anic precursors during a longer period, covering the era of 
satellite observations (ESO) from the winter of 1978/79 to 
the winter of 2020/21, and its different subperiods. For the 
first time, a potentially high seasonal predictability of win-
ter WACE variability is demonstrated by applying lead-lag 
correlation analysis and a multiple linear regression (MLR) 
model to a holistic set of predictors, including, in addition 
to summer AWT anomalies in the Barents Sea, seasonal or 
monthly mean indices of variability in sea surface tempera-
ture (SST), sea ice concentration (SIC), and surface turbu-
lent heat flux (THF) in the Eurasian Arctic and SST in the 
North Atlantic and the Pacific Ocean.

The WACE intensity is represented by its index based on 
the difference between the SATs averaged over significant 
lobes of the canonical WACE pattern. Positive values of 
this index correspond to WACE events, and negative values 
correspond to “cold Arctic-warm Eurasia” (CAWE) events. 
Twelve strong WACE/CAWE events are identified, with 
a magnitude of the WACE index greater than one stand-
ard deviation. Then, a close relationship of these events 
( |r| > 0.9 ) with concurrent climatic anomalies, such as 
those of the ice-covered area in the Eurasian Arctic, the sea 
level pressure (SLP) in the Ural-Siberian High region, the 
strength of upper tropospheric westerlies over northern Eur-
asia, and a quasi-stationary wavenumber-1 planetary wave 
in high latitudes, is highlighted. The centres of action of 
this wave form a quadripole with the centres of action of a 
midlatitude wave. During its positive phase, this quadripole 
resembles an atmospheric circulation anomaly (Ural block-
ing pattern accompanied by a positive North Atlantic Oscil-
lation dipole) that promotes WACE amplification through 
feedbacks between sea ice loss in the Barents Sea region, 
weakened westerlies over Eurasia, and enhanced Ural block-
ing activity (Luo et al. 2016; Yao et al. 2017; Gong and Luo 
2017). Refined analysis based on 9-year moving window 
correlations shows that maximum out-of-phase covariabil-
ity between the Arctic and Eurasian SATs occurred at the 

beginning of the ESO period (E1 subperiod) and around 
the late 2000s (L1 subperiod). During both subperiods, the 
upper tropospheric high-latitude planetary wave was closely 
related to the midlatitude wave and to the surface wind 
cyclonicity in the Arctic. All strong WACE events occurred 
in these two subperiods. A higher number of these events 
during L1 (four) than during E1 (two) is consistent with the 
increased persistence of Ural blocking in the LATE epoch 
of the ESO period (since 2000) than in its EARLY epoch 
(before 2000) demonstrated by Luo et al. (2016). However, 
a stronger WACE link to SIC anomalies is found during E1 
than during L1.

A notable feature of winter WACE events is their stronger 
association with a decrease in ocean heat loss to the atmos-
phere on the open water side of the ice edge than with an 
increase in atmospheric heat gain over the area of reduced 
sea ice cover in the Eurasian Arctic. In some studies, this 
feature was considered as an indicator of a negligible influ-
ence of Arctic surface forcing on Eurasian SATs (Sorokina 
et  al. 2016; Blackport et  al. 2019), which is disputable 
in light of the results presented here. Much of the winter 
WACE variability and associated atmospheric circulation 
anomalies during the ESO period are shown to be explained 
by anomalous ocean temperatures and air-sea heat exchanges 
in the Eurasian Arctic during the preceding months. In par-
ticular, summer AWT anomalies and autumnal SST anoma-
lies in this region explain about 70–80% of the variance of 
the following winter WACE variability and SLP anomalies 
in the Ural-Siberian High region during the strong WACE/
CAWE events.

Jang et al. (2021) showed that linkages of winter SAT 
variability in midlatitude Eurasia to autumn Arctic SIC 
anomalies are conditioned by the type of autumnal atmos-
pheric circulation. Here, we find a somewhat stronger 
linkage of this variability to summer SIC anomalies (and 
associated changes in surface upward shortwave radiation) 
than to autumn SIC anomalies. However,  this linkage was 
suppressed in the LATE epoch. A substantial recent dete-
rioration is also found for the winter WACE linkage to the 
preceding summer AWT and spring SST anomalies but 
not to autumn SST anomalies in the Barents Sea. Further 
analysis reveals that during the two subperiods of maxi-
mum covariability between the Arctic and Eurasian SATs, 
the WACE events were preceded by a significantly increased 
autumnal ocean heat loss to the atmosphere in the Eura-
sian Arctic. About 90% of the variance of the winter WACE 
index can be explained by autumnal THF anomalies in open 
water during E1 and in the marginal ice zone during L1. 
This geographical difference could be one of the reasons 
why a robust link of the winter WACE pattern to the preced-
ing autumn THF anomalies in the Eurasian Arctic was not 
identified in an earlier study from regressions over a period 
including both subperiods (Sorokina et al. 2016). It is also 
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found that the anomalous autumnal ocean heat loss could 
contribute to the winter WACE events via a stratospheric 
pathway involving a shift of the polar vortex in E1 and its 
intensification in L1.

Analysis of SST variability in the Arctic-North Atlantic 
region in different seasons reveals that the winter WACE 
linkage to the summer AWT anomalies in the Barents Sea 
may reflect an atmospheric response to a coherent large-
scale surface reemergence of ocean temperature anomalies. 
When the WACE events are preceded by warm springtime 
SST and summer AWT anomalies in the Eurasian Arctic, 
they are also preceded by springtime and autumn SST anom-
alies in the extratropical North Atlantic, warm in the Gulf 
Stream extension region and cold in the Labrador Sea and 
adjacent areas. This linkage had been robust only until the 
early 2000s. In the LATE epoch, the winter WACE vari-
ability has not been significantly related to springtime SSTs 
in the Eurasian Arctic or autumnal SSTs in the North Atlan-
tic. These results put into a broader perspective the findings 
from earlier studies indicating that the WACE pattern may 
be related to an amplification of Arctic warming in the Bar-
ents-Kara Seas region through processes dependent on SST 
anomalies in the Gulf Stream region (Sato et al. 2014; Jung 
et al. 2017; Luo et al. 2019a). These studies investigated 
neither seasonally delayed linkages nor changes over time 
in the relationships they highlighted.

It is also demonstrated that, since the early 2000s, 
the winter WACE variability has been strongly related 
to autumnal surface conditions in the North Pacific. The 
WACE events were preceded by an SST anomaly pattern 
that resembles the negative phase of the Pacific Decadal 
Oscillation (PDO). The winter anomaly patterns of atmos-
pheric circulation associated with autumnal Pacific SST 
anomalies during the L1 subperiod are strikingly similar 
to the corresponding patterns associated with autumnal 
air-sea heat exchanges in the Eurasian Arctic, indicat-
ing a recent strengthening of autumn-to-winter Arctic-
Pacific teleconnections shaping the WACE variability. 
The tropospheric and stratospheric pathways involved in 
these teleconnections require further investigation. Further 
investigation is also warranted to determine the cause of 
the recent flip-flop in the WACE teleconnections (dete-
rioration of the winter WACE link to reemerging SST 
anomalies in the Arctic-North Atlantic region in con-
gruence with enhancement of its link to autumnal SST 
anomalies in the North Pacific). This flip-flop could result 
from changing background climate conditions, an atmos-
pheric manifestation of which is the enhanced wintertime 
covariability between the Ural and North Pacific blocking 
highs since the early 2000s (Zhao et al. 2022). A remark-
able coincidence of this flip-flop with ocean warming in 
the Eurasian Arctic, North Atlantic, and central North 
Pacific through the ESO period is evidenced here. This 

coincidence suggests that the flip-flop might have been 
caused by modulatory effects of the Atlantic Multidecadal 
Oscillation and the Interdecadal Pacific Oscillation, which 
are the modes of climate variability previously shown to 
influence decadal changes in global surface temperature 
(Dai et al. 2015) and the WACE pattern itself (Luo et al. 
2022b).

Since the most important WACE precursors are com-
plementary and sufficiently significant, their combina-
tion explains most of the WACE variability. Using the 
MLR model in different configurations, a potentially high 
seasonal predictability is demonstrated not only for the 
WACE dipole but also for several related winter climatic 
anomalies, including those of the SATs over the Arctic 
and Eurasian lobes of the WACE pattern. Potential caveats 
of the present study include the use of (1) still relatively 
short time series, (2) a relatively low-resolution atmos-
pheric (NCEP/NCAR) reanalysis, and (3) data averaged 
over fixed areas to represent dynamic and changing cli-
matic patterns and features. An advantage of the selected 
period is that observational SIC/SST datasets from that 
period are more reliable than earlier SIC/SST observations 
because they include information from continuous satellite 
measurements. Moreover, during the ESO period, the SAT 
anomalies from the NCEP/NCAR reanalysis averaged over 
the Arctic and Eurasian lobes of the WACE pattern are 
highly consistent with the Berkeley Earth surface tempera-
ture record. Despite their limitations, the findings of this 
study should provide valuable information to the debate 
on the Arctic-midlatitude climate linkages and a useful 
benchmark for complex dynamic seasonal forecast sys-
tems. They may also inspire dedicated climate-modelling 
studies or analysis of existing climate-model simulations 
to further explore the mechanisms behind the statistical 
relationships identified here.
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(NSIDC), Boulder, Colorado, U.S.A., via its Web site at https:// nsidc. 

https://psl.noaa.gov/data/gridded/
https://berkeleyearth.org/data/
https://nsidc.org/data/nsidc-0079
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org/ data/ nsidc- 0079. The hydrographic data were provided by the 
World Data Center PANGAEA (via https:// doi. org/ 10. 1594/ PANGA 
EA. 872931), the International Council for the Exploration of the Sea 
(via http:// ocean. ices. dk/ HydCh em/ HydCh em. aspx), and the Observa-
tional Oceanography Laboratory of the Institute of Oceanology, Sopot, 
Poland. The NAO index was obtained from the NOAA Climate Predic-
tion Center (https:// www. cpc. ncep. noaa. gov/ produ cts/ precip/ CWlink/ 
pna/ nao. shtml). The PDO, NINO3, and AMO indices were provided 
by the NOAA/Earth System Research Laboratory (https:// psl. noaa. gov/ 
gcos_ wgsp/ Times eries/).

Code availability All statistical computations were performed using 
MathWorks MATLAB and Statistics Toolbox R2014a. The maps were 
generated by the M_Map toolbox for MATLAB (https:// www. eoas. ubc. 
ca/ ~rich/ map. html).
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