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Abstract
Using the lagged maximum covariance analysis (MCA), the present study investigates the interannual variability of the 
storm track in the Southern Hemisphere and the Antarctic sea ice throughout the year. The results show that the two are 
most tightly coupled in the austral cold seasons. Specifically, storm track anomalies in June and July are associated with a 
zonal dipole structure of the sea ice concentration (SIC) anomalies in the western Hemisphere, with centers in the Antarctic 
Peninsula and the Amundsen-Bellingshausen Seas. The storm track can modulate the large-scale atmospheric circulations, 
which induces anomalous meridional heat transport, downward longwave radiation, and mechanical forcing to further influ-
ence the SIC anomalies. The resultant SIC anomalies can last for several months and have the potential to feed back to the 
storm track. According to the MCA, the influence of the SIC anomalies to the storm track is most evident in August. The SIC 
dipole along with the SIC anomalies in the Indian Ocean sector have large impact on the storm track activities downstream. 
The SIC anomalies alters the near-surface temperature gradient and subsequently atmospheric baroclinicity. Further ener-
getic analysis suggests that the enhanced atmospheric baroclinicity facilitates the baroclinic energy conversion from mean 
available potential energy to eddy available potential energy, and then to eddy kinetic energy, strengthening the storm track 
activities over the midlatitude Indian Ocean.
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1 Introduction

Antarctic sea ice has been undergoing rapid and complex 
changes. From 1979 to 2014, the sea ice extent in the Ant-
arctic region showed an increasing trend (John et al. 2009; 
Holland 2014) while the global mean surface temperature 
rose steadily. This is commonly known as the "sea ice para-
dox". After 2014, the Antarctic sea ice extent experienced a 

sharp decreased and since remained at a low level. The sea 
ice changes are not spatially uniform. Before the sudden sea 
ice loss, the sea ice trend features a dipole pattern: increas-
ing in the Ross and Weddell Seas and decreasing in the 
Amundsen-Bellingshausen Seas (ABS) (Ciasto et al. 2015). 
Studies have shown that these changes of the Antarctic sea 
ice can be attributed to several factors, including anthropo-
genic forcing (Thompson and Solomon 2002; Arblaster and 
Meehl 2006), as well as anomalous atmospheric circulation 
and oceanic heat flux associated with internal climate vari-
ability (Hobbs et al. 2016), e.g., multidecadal variation of 
the Antarctic–Southern Ocean system (Lecomte et al. 2017; 
Meehl et al. 2019; Zhang et al. 2019). The Antarctic sea 
ice also features strong interannual to multi-decadal vari-
ability. Many previous studies focus on the atmospheric tel-
econnections driven by the tropical sea surface temperature 
(SST) variability (e.g., Yuan 2004; Li et al. 2014; Meehl 
et al. 2016; Purich and England 2019) while the impact of 
the mid-latitude ocean and atmosphere variabilities on the 
Antarctic sea ice have received very little attention.
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The mid-latitude troposphere features prominent synoptic-
scale transient eddies, commonly referred to as the storm track 
from the perspective of wave dynamics (Blackmon et al. 1977). 
The transient eddies are of great importance for both local and 
global climate, as they are responsible for almost all the pole-
ward heat transport in the midlatitudes (~ 90% at 40° S; Tren-
berth and Caron 2001; Trenberth and Stepaniak 2003). In addi-
tion, in the upper troposphere, the meridional transport of the 
westerly momentum by the storm tracks induces momentum 
convergence which is crucial for the background atmospheric 
circulation (Cai and Mak 1990; Branstator 1995). The inter-
action between the transient eddies and the large-scale back-
ground circulations further leads to the low-frequency atmos-
pheric variability at mid and high latitudes (Luo et al. 2011). 
Hence, the storm track anomalies are also likely to exert impact 
on the Antarctic sea ice variability. It is difficult to identify the 
source of the Antarctic sea ice variability in the midlatitudes, 
due to the low signal-to-noise ratio induced by the large inter-
nal variability of the midlatitude atmosphere and the lack of 
direct sea ice observations (e.g., Overland et al. 2015; Overland 
et al. 2016). Our recent study attempts to solve this issue by 
showing that the storm-track activities, induced by the SST 
anomalies in the South Atlantic, result in hemispheric-scale 
atmospheric circulation anomalies which modulates the sum-
mertime sea ice concentration (SIC) (Zhang et al. 2021). That 
study only focuses on the austral summer when the oceanic 
fronts are highly coupled with the atmosphere, while the storm 
tracks are active in the Southern Hemisphere (SH) throughout 
the year. Thus, it is still unclear how the sea ice in the polar 
region respond to the midlatitude forcings in other seasons.

The sea ice variability can feed back onto the midlatitude 
atmosphere. On the one hand, sea ice anomalies modulate 
the midlatitude atmosphere by “direct” thermodynamic forc-
ings (Kushnir et al. 2002; Sen Gupta and England 2007). 
Specifically, large-scale formation of the sea ice can induce 
substantial surface latent heat release (~ 100 W  m−2) (Alex-
ander et al. 2004). In response to the anomalous diabatic 
heating, the lower-level atmosphere converges, and the 
upper-level atmosphere diverges, forming a baroclinic struc-
ture in the vertical direction (Li et al. 2023). On the other 
hand, sea ice variability has the potential to excite transient 
eddies and modulate large-scale atmospheric circulation 
via baroclinic processes. The surface air temperature (SAT) 
across the marginal regions of the sea ice and the open ocean 
surface shows large horizontal gradient in the meridional 
direction, much similar to the oceanic frontal zones which 
has been shown to be important in determining the intensity 
and location of storm tracks. (Brayshaw et al. 2008; Naka-
mura et al. 2008; Ogawa et al. 2012).

Some studies based on model experiments attempt to 
examine the role of the Antarctic sea ice in modulating the 
midlatitude atmospheric variability. When the sea ice around 
the Antarctica is artificially removed during the SH cold 

seasons, the midlatitude jet shows a poleward shift (Sim-
monds and Budd 1991; Simmonds and Wu 1993; Menéndez 
et al. 1999). Kidston et al. (2011) further pointed out that 
the response of the midlatitude jet and storm track to the 
Antarctic sea ice extent is asymmetric: the jet shift poleward 
shift when the sea ice extent increases during the cold sea-
sons, but when the sea ice extent decreases, the jet shows 
no robust responses. During the warm seasons, however, the 
jet and storm track are not correlated with the extension or 
contraction of the sea ice edges. Such seasonally asymmetric 
response of the atmosphere to the sea ice anomalies is due to 
the seasonal migration of the near‐surface baroclinic zone, 
induced by the thermal contrast between the sea ice and 
the open ocean, which is located closer to the climatologi-
cal storm tracks in the cold seasons (Kushnir et al. 2002; 
Brayshaw et al. 2008). Most previous studies either focus 
on the long-term variation of the Antarctic sea ice, or use 
idealized sea-ice perturbation experiments while the obser-
vational records suggest that the Antarctic sea ice shows 
strong interannual variabilities with uneven spatial distribu-
tion (Li et al. 2021), complicating our understanding on sea 
ice-storm tracks interactions in the SH.

The present study investigates the relationship between 
the SH storm track activities and the Antarctic sea ice vari-
ability on the interannual timescales. As the storm tracks 
are zonally symmetric and active throughout the year in the 
SH midlatitudes (Nakamura and Shimpo 2004; Zhang et al. 
2018), we use lagged maximum covariance analysis (MCA) 
to examine the seasonal evolution of the coupled variability 
between the storm track anomalies and the SIC anomalies 
in the SH. The rest of the paper is organized as follows. 
Section 2 introduces the data and the lagged MCA methods 
to extract the storm track and sea ice anomalies. Section 3 
investigates the impact of the storm track activities on the 
Antarctic sea ice. Section 4 focuses on the feedback of the 
sea ice anomalies to the storm track. Section 5 is the sum-
mary with discussions.

2  Data and methods

We use daily atmospheric data on a 0.25° × 0.25° grid for 
the period of 1979–2020 provided by ERA5 reanalysis data 
from European Center for Medium Range Weather Forecasts 
(ECMWF; https:// www. ecmwf. int/ en/ forec asts/ datas ets/ 
reana lysis- datas ets/ era5). SIC is also provided by ECMWF, 
which is from the Ocean and Sea Ice Satellite Application 
Facility (OSISAF) dataset. This SIC is independent from, 
but consistent with SIC obtained from National Snow and 
Ice Data Center (NSIDC). Anomalies are obtained by sub-
tracting the monthly climatology, and then the long-term 
trends and low-frequency variability are removed based on 
a third-order polynomial. The ENSO influence is removed 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
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based on a linear regression approach (Zhang et al. 2018; 
Ren et al. 2022).

The lagged MCA is applied using the monthly averaged 
of the SH storm tracks and Antarctic SIC to find the lead-
ing mode with the maximum covariance between the two 
fields in each month. Here, the storm tracks are defined as 
the 2–8-day band-pass filtered meridional eddy heat flux at 
850 hPa ( ⟨v′T ′⟩ ). The ⟨⋅⟩ denotes monthly average, and v′ and 
T ′ denotes the meridional wind and temperature anomalies 
on the synoptic scale (2–8-day band-pass filtered), respec-
tively. There are mainly two reasons for us to choose ⟨v′T ′⟩ 
to represent the storm-track: (1) it is important in transport-
ing the westerly momentum downward to maintain a low-
level westerly jet; and (2) its anomaly is closely related to the 
anomalous surface temperature and surface heat flux at the 
air–sea boundary. The storm track activity can also be meas-
ured by the ⟨v′v′⟩ at 250 hPa, and we have found the choice 
of the measurement does not change the major conclusion 
of the present study (not shown). The confidence level of 
the lagged MCA is measured by a Monte-Carlo test with 
the squared covariance (SC) and squared covariance fraction 
(SCF). In the test, MCAs are computed with the original 
Antarctic SIC anomalies and 100 temporally randomly per-
muted storm tracks, and the probability distribution function 
of the 100 SCs/SCFs is then constructed to determine the 
confidence level for the actual statistic.

3  Impact of the storm track activities 
on the Antarctic sea ice variability

We start by analyzing the relationship between the storm 
tracks and the Antarctic sea ice. The lagged MCA has 
been applied between the storm track activities ( ⟨v′T ′⟩ 
at 850 hPa in the SH midlatitudes (30°–60° S) and the 
SIC anomalies over the Antarctic regions in all calendar 
months. The SC and SCF for the first MCA mode show 
maxima for sea ice in July and August with the storm track 
leading by 1 month (Fig. 1), suggesting the potential role 
of the storm track in modulating the Antarctic sea ice 
variability in austral winter. The sea ice in September and 
October also shows high covariance with the storm track 
when the latter leads by 2 and 3 months, respectively. The 
temporal evolution of the SC and SCF reveals the pro-
longed influence of the storm track activities in June and 
July on the Antarctic sea ice variability. SC and SCF are 
also significant between the SIC in August and storm track 
in September, indicating possible feedbacks of the sea ice 
to the storm track activity in austral early spring.

To evaluate the impact of the storm track activities on 
the sea ice, the spatial distributions of the lagged MCAs 
between the 850 hPa ⟨v′T ′⟩ and the Antarctic SIC are 
shown in Fig. 2. The homogenous (left panel) and heter-
ogenous (right panel) maps are obtained by regressing the 
⟨v′T ′⟩ time coefficient ⟨v′T ′⟩ of the first MCA mode onto 
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Fig. 1  SC  (103) and SCF  (10−2) of the first MCA mode between SIC 
and storm tracks represented by (left) 850 hPa ⟨v′T ′⟩ in the SH mid-
latitudes. SCs are dimensionless as SST and storm-track fields have 
been normalized. Shading indicates statistical significance at the 

85% (dark blue), 90% (light blue), and 95% (yellow) confidence level 
based on the Monte Carlo test. Ordinate is the calendar month of SIC, 
and abscissa is the time lag in month, with positive (negative) for SIC 
(storm tracks) leading storm tracks (SIC)
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Fig. 2  Homogeneous maps 
for a 850 hPa ⟨v′T ′⟩ (K m 
 s−1) in June and heterogene-
ous maps for b SIC (%) in 
July corresponding to the first 
MCA mode at lag − 1 month, 
derived from the regression 
against the normalized time 
coefficients of ⟨v′T ′⟩ in June. 
In c–h, homogeneous maps 
for storm tracks (K m  s−1) and 
heterogeneous maps for SIC (%) 
corresponding to the first MCA 
modes with storm tracks fixed 
in c/e/g July and SIC lagging 
by d/f/h 1/2/3 months. Contour 
in a/c/e/g denotes storm tracks 
climatology. Hatching denotes 
regressions significant at the 
95% confidence level
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the SH ⟨v′T ′⟩ and the SIC anomalies, respectively. The 
storm track activities for the leading MCA modes show 
distinct patterns in June and July. In June, positive ⟨v′T ′⟩ 
anomalies cover the majority of the midlatitude ocean 
from the south of Australia (~ 110° E) to the west coast of 
the South America (~ 90° W), enhancing the climatologi-
cal storm track (Fig. 2a). In most parts of the Atlantic and 
Indian Ocean sectors, on the other hand, the ⟨v′T ′⟩ shows 
relatively weak negative anomalies in the midlatitudes, 
except for the region over 30°–60° E, where the ⟨v′T ′⟩ 
shows a meridional dipole, shifting the background storm 
track southward (Fig. 2a). In July, on the other hand, the 
anomalous ⟨v′T ′⟩ is positive across the entire SH mid-
latitudes, greatly enhancing the background storm track 
across all longitudes (Fig. 2c, e, g). Specifically, over the 
Atlantic and Indian Ocean sectors, the anomalous ⟨v′T ′⟩ 
peak at ~ 60° S, south of the climatological storm track, 
while over the Pacific sector, the anomalies are generally 
in phase with the climatological distribution of the storm 
track.

The SIC anomalies, on the other hand, show a robust 
zonal dipolar pattern in the western Hemisphere (Fig. 2b, 
d, f, h) in all months analyzed. Negative SIC anomalies are 
centered around the Antarctic Peninsula (AP), and positive 
anomalies are located around 90°–150° W in the Pacific sec-
tor. SIC anomalies are relatively weak in the eastern Hemi-
sphere and show some seasonal variation. Specifically, posi-
tive SIC anomalies can be found in the Indian Ocean sector 
(0°–60° E) and southwest of Australia (80°–120° E) in July 
and August, with the storm track leading by 1 month in June 
and July, respectively (Fig. 2b, d). In August to October, 
the SIC, associated with ⟨v′T ′⟩ anomalies in July, shows 
negative anomalies in the eastern part of the Pacific sector 
(120° E–180°) (Fig. 2f, h). Because of the transient nature 
of the storm track variability and the distinct spatial distri-
butions in June and July, we focus on two pairs of storm 
track-SIC relationships in the following analysis, namely 
storm track in June versus SIC in July and storm track in 
July versus SIC in August. Figure S1 shows the normalized 
time coefficients of the storm track (SIC) anomalies in June 
and July (July and August) obtained by the respective first 
MCA modes. The two SIC indices are highly correlated with 
the storm track indices with a lag of 1 month. All four indi-
ces shown here display strong interannual variability, with 
prominent periods of 4–5 years.

A natural question arises as to why the distinct ⟨v′T ′⟩ 
anomalies in June and July can induce similar SIC responses 
in the Antarctic region. It has been documented that the 
storm track activity and SIC are dynamically linked by the 
modulated large-scale circulations such as the background 
westerly jet (e.g., Zhang et al. 2021). Figure 3 shows the 
spatial distribution of the zonal wind anomalies in July and 
August associated with the respective ⟨v′T ′⟩ anomalies in 

1 month prior. As expected, the westerlies in response to 
the anomalous storm track activities show equivalent baro-
tropical structures in both months, with negative anomalies 
in the lower latitudes and positive anomalies in the mid-
latitude and subpolar regions. In July, the anomalous west-
erlies induced by the June ⟨v′T ′⟩ anomalies feature an annu-
lar pattern encircling the Antarctic in both upper and lower 
troposphere (Fig. 3a, c). Because the background westerly jet 
shows different spatial distributions in the upper and lower 
levels, the barotropical zonal wind responses have different 
climate effects at 200 hPa and 850 hPa. At 200 hPa, the 
zonal wind anomalies induced by the ⟨v′T ′⟩ intensifies the jet 
on its poleward flank in the South Indian Ocean and eastern 
South Pacific while weakens the jet in the Atlantic sector. 
Over the western Pacific, the westerly anomalies induced by 
the storms are located near the exit region of subpolar jet, 
while the negative anomalies in the lower latitudes weaken 
the subtropical jet. At 850 hPa, due to orographic blocking, 
the climatological jets are located over the Southern Oceans 
and further to the pole compared to the upper levels, the 
anomalous westerlies then act to enhances the background 
westerlies. The zonal wind anomalies in August (associ-
ated with the ⟨v′T ′⟩ anomalies in July) are largely similar 
over the eastern part of the South Pacific and Indian Ocean 
compared to the anomalies in July in both upper and lower 
levels. Over the western to mid Pacific, on the other hand, 
the anomalous westerlies induced in July are replaced with 
easterlies, weakening the background subtropical jet at the 
upper level while the anomalies weaken in the Atlantic sec-
tor. Despite the discrepancies in the midlatitudes, the zonal 
wind anomalies in the subpolar region are largely compara-
ble in July and August.

The eddy-induced zonal wind anomalies are diag-
nosed by the divergence of the horizontal Eliassen–Palm 
(EP) flux ( ∇ ⋅ E ) (Trenberth 1986). The horizontal EP 
flux can be written as E = (u�2 − v�2∕2,−u�v�) , where u′ 
and v′ denote the 2–8-day band-pass-filtered zonal and 
meridional wind anomalies, respectively (Zhang et al. 
2018). The zonally averaged EP flux divergence ∇ ⋅ E 
at 200 hPa is shown in Fig. 4 for both July and August 
associated with the ⟨v′T ′⟩ anomalies at lag − 1. The ∇ ⋅ E 
induced by storm track activities shows positive anoma-
lies at 42°–70° S (52°–68° S) and negative anomalies at 
25°–42° S (40°–52° S) in July (August), both acting to 
enhance the climatological divergence on its poleward 
flank and weaken it on the equatorward flank. The anoma-
lous ∇ ⋅ E then enhances and weakens the westerlies in 
subpolar and subtropical respectively, consistent with the 
spatial distribution of the zonal wind anomalies (Fig. 3; 
Zhang et al. 2018). The results here suggest that the storm 
track activities can drive the large-scale atmospheric 
response through an eddy–mean flow interaction, and thus 
may influence the Antarctic sea ice.
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Figure 5 shows the geopotential height anomalies in 
July and August associated with the ⟨v′T ′⟩ time coefficients 
in 1 month prior. The geopotential height anomalies in 
both months show apparent barotropic structure, with 
positive centers over the southeastern Pacific, Weddell 
Sea, and central South Indian Ocean, and negative cent-
ers over the ABS. Such barotropic structure indicates that 
the geopotential height anomalies are likely induced by 
the synoptic eddy activities (e.g., Fang and Yang 2016; 
Gan et al. 2022). Note that the storm tracks and large-
scale atmospheric circulation can be mutually affected 
(e.g., Francis et al. 2019, 2020). To isolate the forcing 
of the storm tracks, we then diagnose the eddy-induced 
geopotential height tendency using geopotential height 
tendency equation (Nishii et al. 2009; Gan et al. 2022):

where � = −�Θ−1(�Θ∕�p) is the background static stability 
parameter, � is the specific volume, � is the relative vorticity, 
Θ is the potential temperature of the background state, prime 
denotes synoptic-scale (2–8 days) fluctuations, and overbar 
denotes monthly mean. The geopotential height tendency 
�Z∕�t is associated with the transient eddy vorticity (first 
term on the RHS, denoted as Qeddy ) and the transient eddy 
heating forcing (second term on the RHS, denoted as Feddy ). 
Qeddy and Feddy represents the convergence of vorticity flux 
and heat flux transport by transient eddies, respectively. 
Convergence (divergence) of the eddy vorticity flux corre-
sponds to positive (negative) Qeddy anomaly, and Feddy is 
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Fig. 3  Lagged regression of a 850  hPa and c 200  hPa zonal wind 
(m  s−1) in July against the ⟨v′T ′⟩ time coefficients in June at lag 
− 1 month, along with the corresponding climatology (contours). b, d 

As in a, c, but for the zonal wind in August and ⟨v′T ′⟩ in July. Hatch-
ing denotes regressions significant at the 95% confidence level
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proportional to the vertical gradient of the heating within 
a certain region. Therefore, the atmospheric transient eddy 
activities can influence the monthly mean atmospheric cir-
culation by transporting both heat and vorticity fluxes.

The spatial distribution of the computed eddy-driven 
�Z∕�t are generally consistent with the geopotential height 
anomalies obtained by the lagged MCA, especially on the 
lower levels (Figs. 6 and 7). Qeddy shows a clear barotropic 
structure and determines the spatial distribution of the total 
eddy-driven �Z∕�t at all levels. The Feddy , on the other hand, 
is somewhat baroclinic in some regions, and has comparable 
contribution to the �Z∕�t at 850 hPa. The total effect acts 
to modulate the large-scale atmospheric circulation, which 
can further induce the sea ice anomalies in Antarctica as 
discussed below.

A previous study (Wu and Zhang 2011) has also shown 
a close relationship between the SIC and large-scale atmos-
pheric circulation anomalies (geopotential height anomalies 
at 500 hPa, Z500) throughout the year when the Z500 anom-
alies leads the SIC by 1 month (Fig. 1 in their paper). This is 
in sharp contrast with our results between the SIC and storm 
tracks (Fig. 1), whose relationship is only prominent in June 
to September. Our results highlight the distinctive role of the 
storm tracks in modulating the Antarctic sea ice.

The sea level pressure (SLP) anomalies and correspond-
ing thermal–mechanical forcing processes associated with 
the storm track anomalies leading by 1 month show similar 
patterns in July and August in the subpolar regions. Negative 
SLP anomalies are centered over the ABS, accompanied 
with anomalous low-level cyclonic circulations (Figs. 8a and 

9a). The associated anomalous northerlies (southerlies) 
induce warm (cold) air advection (Figs. 8b and 9b) and 
onshore (offshore) drifts of the sea ice, contributing to the 
dipolar patten of SAT (Figs. 8e and 9e) and SIC (Fig. 2b, d) 
in the western Hemisphere in both July and August, as well 
as the statistically significant albeit weak positive SAT and 
negative SIC anomalies over 120° E–180° in August. We 
note that the above processes are inadequate to explain rela-
tive weak positive SIC anomalies in the eastern Hemisphere 
in July and August (Fig. 2b, d; 0°–60° E, 80°–120° E). As 
the downward longwave radiation (DLR) induced by water 
vapor is one of the dominant factors affecting the polar 
regions (Sato and Simmonds 2021), we investigated the total 
column water vapor (TCWV), vertically integrated horizon-
tal moisture flux ( Q ) and DLR associated with the storm 
track anomalies. Q is written as Q = ∫ P0

0

Uq

g
dp , where q is 

the specific humidity (kg/kg) and U is the horizontal wind; 
P0 = 1000 hPa and g is the gravitational acceleration. In July, 
weak negative TCWV (Fig. 8c) anomalies and diverged Q 
(Fig. 8d) are located in the Indian Ocean sector (0°–60° E) 
and southwest of Australia (80°–120° E), leading to the 
decreased DLR (Fig. 8d) and subsequent SAT cooling. This 
process eventually contributes to the slightly increased SIC 
therein. Similar processes can also be found in August 
(Fig. 9c–e) but not as significant. It is also worth mentioning 
the anomalous DLR also plays a role in contributing to the 
SIC dipole in western Hemisphere. In addition, the SAT and 
SIC anomalies are mutually enhanced locally due to the sea 
ice-albedo-radiation feedbacks.

Fig. 4  Lagged regression 
of a 200 hPa ∇ ⋅ E (×  10–2 
 m2  s−2  km−1) in July against 
the ⟨v′T ′⟩ time coefficients 
in June at lag − 1 month, 
zonally averaged over the SH 
(0°–360° E) for the regressed 
anomalies (blue line) along with 
the corresponding climatology 
(red line). b As in a but for the 
200 hPa ∇ ⋅ E in August and 
⟨v′T ′⟩ in July. Hatching denotes 
regressions significant at the 
95% confidence level
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Eddy transport is the dominant mechanism for the 
climatological poleward heat and moisture fluxes in the 
extratropics (Figs. S2a, S3a; Trenberth and Stepaniak 
2003; Tsukernik and Lynch 2013). Here we show that 
the direct eddy transport due to the storm track activi-
ties only plays a negligible role in total anomalous heat 
and moisture transport. We first decompose the verti-
cally integrated meridional moisture flux (MMF) into 
three components: (1) the first term is associated with the 
mean meridional circulation (MMC), (2) the second term 
is from planetary waves or “stationary eddies” (SE), and 
(3) the third term is from time-varying “transient eddies” 
(TE). The TE is then further decomposed into the synoptic 
(2–8 days, TE2–8) and low-frequency (greater than 8 days) 
components. As shown in Figs. S2 and S3, the anoma-
lous MMF is dominated by the MMC component, which 

is one-order-of-magnitude larger than the other terms. In 
contrast, the TE2–8 is much smaller and features zonally 
uniform distribution, indicating a weak contribution to the 
SIC anomalies. Similar results can be found for eddy heat 
flux (not shown). Overall, we argue that the SIC anomalies 
are induced by the eddy-driven large-scale atmospheric 
anomalies rather than the direct eddy heat and moisture 
transport.

As the reanalysis data are commonly biased for SAT 
in the Antarctic region, we verify the results using in-
situ observation from 40 stations (Fig. 10). Most stations 
with continuous data records tend to show robust SAT 
anomalies, especially those in the AP. Specifically, almost 
all stations show robust positive SAT anomalies in the 
AP in both July and August, and negative SAT anomalies 
in the eastern Hemisphere in July. This substantiates our 

Fig. 5  Lagged regression of geopotential height at a 250  hPa, b 
500 hPa and c 850 hPa in July against the ⟨v′T ′⟩ time coefficients in 
June at lag − 1 month. d–f As in a–c, but for the geopotential height 

in August and ⟨v′T ′⟩ in July. Dots denote regressions significant at the 
95% confidence level
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analysis using the ERA5 reanalysis data. Note that not all 
station observations pass the 95% confidence level based 
on the t-test, largely due to the discontinued observational 
records.

4  Feedbacks of the sea ice anomalies 
to the storm track variability

We have discussed in the previous section that the SIC in 
August and ⟨v′T ′⟩ in September show large SC and SCF in the 
MCA analysis (Fig. 1), suggesting that the sea ice anomalies 

Fig. 6  Regressions on the ⟨v′T ′⟩ time coefficients in June of Ztend (m 
 day−1) induced by the convergence of (right) transient eddy heat flux, 
(center) eddy vorticity flux, and (left) the sum of these two fluxes at 

(top) 250, (middle) 500, and (bottom) 850 hPa in July. Dots denote 
regressions significant at the 95% confidence level
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may have large impact on the storm track activities in austral 
winter. As the SIC anomalies and the atmosphere are cou-
pled at sub-monthly timescales, we analyze the lag regression 
of the ⟨v′T ′⟩ against the SIC anomalies in 1 month prior to 
isolate the reponse of the storm tracks to the sea ice forcing. 
Figure 11 shows the homogeneous and heterogenous maps for 
SIC in August and ⟨v′T ′⟩ in September, respectively, regressed 

against the SIC time coefficient in August. The SIC shows 
positive anomalies in the ABS, and Indian Ocean and nega-
tive anomalies in the vicinity of the AP. The associated posi-
tive ⟨v′T ′⟩ anomalies are mostly concentrated over the Indian 
Ocean, downstream of the SIC anomaly centers. Interestingly, 
the SIC distribution shows striking resemblance with the SIC 
anomalies forced by the anomalous ⟨v′T ′⟩ variability in July. 

Fig. 7  The same as Fig. 6, but for Ztend in August against the ⟨v′T ′⟩ time coefficients in July
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This suggests that the SIC anomalies induced by the storm 
track may feed back to the storm track activities. Furthermore, 
the time coefficients of August SIC and September ⟨v′T ′⟩ are 
highly correlated, and both peak on interannual timescales, at 
~ 4–5 years (Fig. S4).

Preceding studies have pointed out the sea ice anomalies 
can affect the storm track activities by altering the baro-
clinicity of the troposphere (e.g., Kidston et al. 2011; Gu 
et al. 2018). To be specific, the sea ice anomalies induce 
large temperature gradient over the edges of the sea ice, as 
the sharp transitional region between the sea ice and the 
open water features strong horizontal temperature gradi-
ent, equivalent to an oceanic front (Nakamura et al. 2008). 
The anomalous heat and moisture fluxes associated with 
the sea ice anomalies are likely to modulate atmospheric 
temperature gradients and subsequently, storm track activi-
ties (Zhang et al. 2018; Schemm 2018; Francis et al. 2019, 
2020). Here we show the surface heat flux anomalies in Sep-
tember regressed against the SIC time coefficient in August 
(Fig. 12). The downward latent and sensible heat fluxes are 
forced by the SIC anomalies, with positive (negative) centers 

corresponding to the regions with increased (reduced) SIC. 
The shortwave radiation anomalies indicate the sea ice-
albedo feedback, with opposite signs to the turbulent heat 
fluxes. The longwave radiation anomalies are relatively weak 
due to weak moisture anomalies (not shown). Overall, the 
anomalous turbulent heat fluxes induced by the SIC anoma-
lies may alter the atmospheric baroclinicity and further 
affect the synoptic eddy activities.

Next, we examine the sea-ice induced atmospheric baro-
clinity variability by computing the Eady growth rate �Eady 
(Eady 1949), defined as �eady = 0.31g

(
N�

)−1|||��∕�y
||| , where 

� is the vertically averaged monthly mean potential tempera-
ture between two adjacent pressure levels, and N denotes the 
B r u n t -Vä i s ä l ä  f r e q u e n c y  w h i c h  s a t i s f i e s 
N2 = −�g2�

−1
(��∕�p) ,  and  � = PR−1

d
�
−1(

P0∕P
)Rd∕Cp  , 

P0 = 1000 hP . The Eady growth rate estimates the maxi-
mum growth rate of the most unstable synoptic mode. Con-
tours in Fig. 13 show the climatological �Eady in August and 
September. Indeed, the climatological �Eady peaks over the 
ocean frontal zones and transitional region between the sea 

Fig. 8  Lagged regression of a SLP (red and blue contours for positive 
and negative anomalies, respectively at ± 100 Pa) and 10 m meridi-
onal wind velocity (shadings), b poleward vertically integrated merid-
ional heat transport averaged over 1000–850  hPa, c total column 

water vapor, d vertically integrated moisture flux ( Q ; vectors) and 
downward longwave radiation, and e SAT in July against the ⟨v′T ′⟩ 
time coefficients in June at lag − 1  month. Dots denote regressions 
significant at the 95% confidence level
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ice and open ocean, where the background atmospheric 
baroclinicity is high.

The �Eady anomalies in August and September against the 
time coefficient of the SIC in August obtained by the MCA 
analysis are also shown in Fig. 13. In the concurrent regres-
sion (Fig. 13a), the �Eady anomalies reflect the direct effect 
of the sea ice anomalies in modulating the atmospheric baro-
clinicity. To be specific, the dipole structure of �Eady anoma-
lies correspond to the locational variation of the sea ice mar-
gins associated with the SIC anomalies (Fig. 11a). Take the 
AP, where the SIC decreases, for example, the edges of the 
sea ice withdraw to higher latitudes in response to the nega-
tive SIC anomalies. This results in a positive �Eady anomalies 
on the poleward flank of the SIC anomalies and negative 
�Eady anomalies on the equator flank. The opposite applies 
to the regions with increased SIC. In the following month, 
the �Eady anomalies are more zonally uniform compared to 
August, with two relatively stronger positive centers over the 
AP and the Indian Ocean sector.

Figure 13b shows the lag regression of the �Eady in Sep-
tember against the SIC anomalies in September. We have 
shown in our previous study (Zhang et al. 2018) that the 
�Eady can persist for more than 1 month, and the spatial 
distribution at lag 1 are somewhat different from the con-
current regression. One of the major differences is that the 

dipole structure at lag 0 are replaced with relatively zon-
ally uniform positive anomalies at lag 1. Strong positive 
�Eady anomalies in September are located at 30°–120° E, 
which is downstream of the �Eady dipole in August. Simi-
lar downstream development pattern has been detected by 
Zhang et al. (2020) using CAM5. In a sensitivity experi-
ment where the SST anomalies are perturbed in the South 
Atlantic, the induced �Eady anomalies extend to the South 
Indian Ocean and South Pacific in the following month. 
The zonally uniform �Eady anomalies over the SH mid-
latitudes may be associated with the anomalous eddy heat 
transport convergence (Zhang et al. 2020).

The anomalous �Eady provides baroclinic sources for the 
synoptic eddies, but its impact on the storm tracks is non-
local. Due to the wave-guide effect of the westerly jet, a 
series of wave packets generated by the baroclinic sources 
propagates eastward roughly along the parallels. This is 
known as the downstream development of the storm track. 
The SIC anomalies enhance the �Eady from a zonal-mean 
perspective (Fig. 13c), which facilitates the developments 
of the baroclinic wave packets in those latitudes. The 
propagation of coherent baroclinic wave packets can be 
illustrated by a longitude-time diagram with the squared 
eddy meridional wind anomalies for any given month or 
season and is not sensitive to the year chosen (Lee and 

Fig. 9  The same as Fig. 8, but for atmospheric variables in August against the ⟨v′T ′⟩ time coefficients in July at lag − 1 month
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Fig. 10  (Left) Correlations between SAT observations from 40 sta-
tions and ⟨v′T ′⟩ time coefficients in June at lag − 1  month. (Right) 
The same as (Left), but for ⟨v′T ′⟩ time coefficients in July at lag 

− 1 month. Circles with red/blue color showing positive/negative cor-
relation, and size corresponding to confidence level

Fig. 11  As in Fig.  2, but for homogeneous maps for a SIC (%) in 
August and heterogeneous maps for b 850  hPa ⟨v′T ′⟩ (K m  s−1) in 
September corresponding to the first MCA mode at lag − 1  month, 

derived from the regression against the normalized time coefficients 
of storm tracks in September
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Held 1993; Zhang et al. 2020). Take Septembers of 1990 
and 2010 (Fig. S5a, b) for example, we can clearly see that 
coherent baroclinic wave packets travelling eastward along 
the 50° S parallel for one or more circles. Similar patterns 
can also be observed in other years (not shown). Using 
a one-point correlation (Fraedrich and Ludz 1987), the 
estimated group velocity is greater than the phase velocity, 
indicating downstream development process (Fig. S5c).

To further investigate the effective utilization of baro-
clinic energy of the mean flow by synoptic eddies, we exam-
ine two major baroclinic energy conversion (BCEC) pro-
cesses (Cai et  al. 2007), namely the BCEC from mean 
available potential energy (MAPE) to eddy available poten-
tial energy (EAPE), and from EAPE to eddy kinetic energy 
(EKE). The BCEC from MAPE to EAPE can be written as 
−C1

(
P0

P

)Rd∕Cp
(
−

dθ

dp

)−1(
u�T � �T

�x
+ v�T � �T

�y

)
 and the BCEC 

from EAPE to EKE writes as −C1w
�T �  ,  where 

C1 =
(
P0∕P

)Cv∕CpRd∕g . u , v , and w denote the zonal, 

meridional wind, and vertical pressure velocity, respectively. 
Prime ( ′ ) and overbar denote the 2–8-day band-pass filtered 
anomalies and monthly average. As shown in Fig. 14, the 
anomalous SIC tends to enhance the energy conversion from 
MAPE to EAPE over the midlatitude Indian Ocean and 
extends downstream to the eastern Pacific, where the clima-
tological MAPE to EAPE is high. The conversion from 
EAPE to EKE shows similar distribution. From the energetic 
analysis, we can clearly see that the anomalous sea ice in 
August can alter the baroclinicity of the mid-latitude atmos-
phere, facilitating the energy conversion from MAPE to 
EAPE and then to EKE, enhancing the storm track activities 
( ⟨v′T ′⟩ ) in the Indian Ocean sector (Fig. 14b).

The spatial distribution of the baroclinic energy conver-
sion (BCEC) does not always collocate with the source of 
baroclinicity (i.e., �Eady ), especially in the Southern Hemi-
sphere (e.g. Zhang et al. 2018, 2020). The travelling wave 
packets tends to gain energy at certain location along its 
journey, usually at the regions with high climatological 

Fig. 12  Lagged regression of a latent, b sensible, c long wave radiation, d short wave radiation and e net heat flux in September against the SIC 
time coefficients in August at lag 1 month. Dots denote regressions significant at the 95% confidence level
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Fig. 13  Lagged regression of 925  hPa Eady growth rate 
(×  10–2   day−1) in a August and b September against the SIC time 
coefficients in August at lag 1 month, along with the corresponding 

climatology (contours). Hatching denotes regressions significant at 
the 95% confidence level. c Zonally averaged for the Eady growth 
rate anomalies in August and September

Fig. 14  Lagged regression of 850 hPa BCEC (W  m−2) from a MAPE to EAPE and b EAPE to EKE in September against the SIC time coeffi-
cients in August at lag 1 month. Hatching denotes regressions significant at the 95% confidence level
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BCEC, as the BCEC is dynamically tied to the background 
state of the climate system (such as the topography, westerly 
jet, and ocean fronts). From the energetic perspective, the 
lost energy of the wave packets due to the barotropic decay 
and dissipation can be regained by the effective BCEC on 
the downstream side of the synoptic eddies which facilitates 
the downstream propagation without significant weakening 
(Orlanski and Chang 1993; Zhang et al. 2020).

Since storm track anomalies induced by the anoma-
lous baroclinicity can extend downstream from its source 
region, another question remains as to the sea ice anomalies 
in which region is most effective in modulating the storm 
tracks. We choose the regionally averaged SIC indices in 
the ABS, the AP, and the Indian Ocean to represent the sea 
ice variability in those regions. The simultaneous regression 

patterns of the SIC anomalies against the three indices sug-
gests that the sea ice variabilities in the three regions are 
relatively independent. While the positive SIC anomalies in 
the ABS are weakly correlated with negative SIC anomalies 
in the Atlantic sector, the SIC near the AP and in the Indian 
Ocean does not show significant correlation with sea ice 
anomalies in other parts of Antarctica. The mutually inde-
pendent nature justifies the use of these indices. As shown 
in Fig. 15, the storm track response to the SIC anomalies can 
be largely regarded as the linear combination of the effect 
of the sea ice anomalies in the three regions (cf. Fig. 11). 
The storm track anomalies induced by the SIC anomalies in 
the ABS and the AP cancels out over the central to eastern 
Pacific sector, while the SIC anomalies in the three regions 
all strengthen the storm track anomalies over the Indian 

Fig. 15  Lagged partial regression of the midlatitude (top) SIC (%) 
in August and (bottom) 850 hPa ⟨v′T ′⟩ in September against the nor-
malized SIC time series in the Amundsen Sea, Peninsula and Indian 
Ocean in August, respectively (derived from the area-averaged SIC 

in the respective domain outlined in Fig.  11, with the signs of the 
regressions against the Antarctic Peninsula reversed to match the spa-
tial distribution in Fig. 11). Hatching denotes regressions significant 
at the 95% confidence level
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Ocean sector. The overall effect of the sea ice anomalies on 
the storm enhances the storm activities in the mid-latitude 
Indian Ocean. A closer examination reveals that the SIC 
anomalies in ABS and central Indian Ocean have relatively 
larger contribution to the storm track activities than the SIC 
anomalies in the AP, consistent with the larger net heat flux 
anomalies (recall Fig. 12). This indicates that these two 
regions are important baroclinic sources for synoptic eddy 
development.

5  Summary with discussion

The present study investigates the two-way interactions 
between the SH storm tracks and the sea ice anomalies in 
the Antarctic region. Using the lagged MCA methods, we 
have identified that the storm track activities have a pro-
longed impact on the Antarctic SIC in austral winter. The 
anomalously positive storm track activities in June and July 
are associated with a zonal SIC dipole with positive SIC 
anomalies in the ABS and negative SIC anomalies over 
the AP regions and seasonally varied SIC anomalies in the 
eastern Hemisphere. Despite the distinct distribution of the 
storm track anomalies in the June and July, we have shown 
that they can modulate the large-scale atmospheric circula-
tions in a similar fashion. The associated low-level wind 
anomalies then influence the sea ice by both direct mechani-
cal forcing and thermal forcing. Specifically for the thermal 
forcing, the meridional wind anomalies induce anomalous 
meridional heat transport which act to modulate SAT, while 
in some regions, the anomalous longwave radiation induced 
by the water vapor anomalies also contributes. The SIC 
anomalies can last for several months due to the persistent 
nature of the sea ice.

SIC anomalies can feed back to the storm track activities, 
which is most prominent for the SIC in August. The lead-
ing mode of the SIC anomalies bears much resemblance 
to one forced by the storm track activities in early months, 
suggesting a two-way interaction between the Antarctic sea 
ice and the SH storm track. The SIC anomalies reflects the 
spatial migration of the sea ice edges. Specifically, the sea 
ice extends equatorward if the SIC anomalies are positive, 
which consequently enhances (suppresses) the atmospheric 
baroclinicity on the equatorward (poleward) flank of the SIC 
anomaly centers. By diagnosing the Eady growth rate and 
baroclinic energy conversion, we have found that the SIC 
anomalies obtained by the first MCA mode can intensifies 
the storm track activities in the midlatitude Indian Ocean.

The two-way interactions between sea ice and storm 
tracks identified in this paper is most significant during 
the cold season, consistent with the seasonally asymmetric 
response of the storm tracks to the perturbed sea ice exper-
iments (Kidston et al. 2011). This is because the sea ice 

edges, accompanied by the modulated atmospheric baro-
clinicity, extends to lower latitude in austral winter, making 
the storm track more susceptible to the sea ice variability. 
On the other hand, the sea ice shows strongest interannual 
variability during winter (e.g. Eayrs et al. 2019) and that is 
probably why the two-way interactions are most prominent 
in that season. Apart from transient eddy flux anomalies dis-
cussed in the main text, the SIC anomalies can also influence 
the midlatitude atmosphere by anomalous diabatic heating, 
which involves complex eddy-mean flow interactions (Fang 
and Yang 2016; Gu et al. 2018). In addition, the feedback 
of sea ice variability to the atmosphere varies among differ-
ent regions with different amplitudes (England et al. 2018). 
Therefore, the quantitative relationship between the Antarc-
tic sea ice and midlatitude atmosphere are still uncertain, 
and requires further examination.

The MCA has been widely used in the studies seeking 
for the climatic imprints (e.g., Frankignoul and Kestenare 
2005; Liu et al. 2006; Gan and Wu 2013, 2015; Zhang et al. 
2018, 2020). It should be noted that the detected lead or lag 
relationship between the storm track and sea ice primarily 
reflects the persistence or inertia of the SIC anomalies rather 
than the occurrence of the storm track of sea ice forcing 
in advance (right panel in Fig. 2), as pointed out by Czaja 
and Frankignoul (2002). According to the autocorrelations 
of ⟨v′T ′⟩ and SIC (Fig. S6), the SIC anomalies in July and 
August can last for up to 4 months, while the storm track 
anomalies quickly drop to near zero in just 1-month lead or 
lag in austral winter. Indeed, similar anomalous sec ice and 
storm tracks can also be found in simultaneous heterogene-
ous maps (not shown).

It is well known that, variability in the circulation of 
the Amundsen Sea Low (ASL) (Raphael and Hobbs 2014; 
Raphael et al. 2016)—inked to internal tropical ocean vari-
ability and subsequent tropical–polar teleconnections (e.g. 
Schneider et al. 2012a, b)—has been found to be important. 
Combined with internal variability (Renwick et al. 2012; 
Clem et al. 2016), driven in particular by the SAM, these 
anomalous circulation features impact sea ice distribution. 
The associated SAT, wind, and precipitation anomalies then 
forces the Antarctic sea ice through dynamic and thermody-
namic processes. Recent studies show that the storm track 
activities play a key role in modulating the tropical-polar 
teleconnections. Specifically, the storm tracks can modulate 
the tropic-polar teleconnection originated from both tropi-
cal Indian Ocean (McIntosh and Hendon 2018) and tropi-
cal Pacific (Guo et al. 2022). The present paper highlights 
the storm track as an independent source that drives SIC 
anomalies. The diagnostics with the geopotential tendency 
equation suggests that the storm track anomalies in June 
and July are indeed the driver, rather than the results, of the 
large-scale atmospheric circulation anomalies. On the other 
hand, how the relationship between the mesoscale processes 
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(e.g., oceanic fronts and eddies) coupling with storm track 
activities and sea ice variability remains an open question. 
As low-resolution climate models are likely to underesti-
mate the effect of mesoscale processes (e.g., oceanic fronts 
and eddies) on storm track activities, as well as subsequent 
climate effects (Chang et al. 2020), it is important to further 
investigate this issue using the high-resolution (e.g., eddy-
resolving) climate models in the future.
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