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Abstract
The majority of regional climate change assessments for the Euro-CORDEX region is based on high resolution atmosphere 
models. These models use prescribed lower boundary conditions, such as sea surface temperatures (SST) from global ocean 
General Circulation Models (GCMs), that do not respond to changes simulated by the regional atmosphere model, thus lack-
ing an important feedback to the atmosphere. However, research during the past decade indicated that the use of coupled 
atmosphere–ocean models can lead to significantly altered model solutions compared to standalone atmosphere models for 
the present day climate imposing some uncertainty on the widely used uncoupled future scenarios. We here present the first 
multi-model and multi scenario (RCP2.6, RCP4.5, RCP8.5) ensemble of future climate change scenarios downscaled with a 
coupled atmosphere—ocean model in which sea surface temperature and sea ice fields are explicitly simulated by a coupled 
state-of-the-art high resolution ocean model and communicated to the atmosphere at 3-hourly time steps. Our ensemble gener-
ally confirms results of previous uncoupled ensembles over land areas implying that the coupling effect is restricted mainly to 
the coupled area and the adjacent coastal zone. By contrast, over the North Sea and Baltic Sea small scale processes point to 
important coupling effects that mediate the response to climate change and that can not be simulated by uncoupled models. 
Our results therefore impose general uncertainty on the usage of regional climate change data from uncoupled ensembles 
over marine areas such as for purposes of offshore wind or mussel farming, the planing of marine protected areas, and marine 
recreation along the coastal zone. It further sets in question the usage of uncoupled scenario data (such as Euro-CORDEX) 
to force high resolution ocean models. Comparing coupled and uncoupled hindcast simulations reveals that the coupling 
effect over land is most pronounced during the warm season when prescribed and modelled sea surface temperatures (SST) 
differ strongest. In addition, a generally weaker wind regime in summer damps the heat dispersion in the atmosphere so that 
air temperature anomalies can extent further over land compared to winter. Future projections are discussed under consid-
eration of land-sea warming characteristics for selected climate indices as well as mean seasonal climate change. At the end 
of the century a clear land-sea pattern is seen in all scenarios with stronger warming over land than over open sea areas. On 
average land areas warm at a rate 1.5 times faster than areas over the open ocean. Over the coupled area, i.e. the North Sea 
and Baltic Sea tropical nights are impacted strongest and the Baltic Sea turns out to be a hot spot in future climate. This has 
been unrecognized in previous studies using high resolution atmosphere models with prescribed SSTs from global models 
which do not represent small scale ocean processes in the Baltic Sea adequately.

1  Introduction

Climate change projections are still subject to large uncer-
tainties. Therefore, they are assessed by large model ensem-
bles. These ensembles cover a range of different possible 
pathways for future climate forcing such as greenhouse gases 
and aerosols and are realized by as many as possible global 
climate or Earth System Models (ESMs). On the regional 
scale such efforts have been coordinated within the COR-
DEX framework (Giorgi et al. 2006) which harmonizes forc-
ings, model domains, and even gives recommendations for 
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the analysis of model simulations. So far, CORDEX activi-
ties have resulted in many improvements to simulate the pre-
sent day climate with high resolution climate models set up 
for many regions of the world (e.g. Adloff et al. 2017; Akhtar 
et al. 2017; Choudhary and Dimri 2017; Ho-Hagemann 
et al. 2017; Poan et al. 2017; Dosio et al. 2019; Primo et al. 
2019). More recent CORDEX activities likewise addressed 
the problem of future climate change by downscaling avail-
able global climate simulations from the Coupled Model 
Intercomparison Project (CMIP). For the European sector 
a growing number of studies exists that investigates the cli-
mate change impacts on various variables and for specific 
European regions (e.g. Pfeifer et al. 2015; Bartók et al. 2017; 
Frei et al. 2018; Hosseinzadehtalaei et al. 2018; Kjellström 
et al. 2018; Potopová et al. 2018; Cardoso et al. 2019; Boé 
et al. 2020; Casanueva et al. 2020).

Comprehensive analysis of regional high resolution cli-
mate scenarios is provided by a number of different stud-
ies (e.g. Jacob et al. 2014, 2018; Rajczak and Schär 2017; 
Kjellström et al. 2018). Both Jacob et al. (2014) and Kjell-
ström et al. (2018) found that uncertainty associated with the 
choice of the scenario is by far larger for temperature based 
climate indices than for precipitation based indices. How-
ever, the two studies did not consider the climate scenario 
RCP2.6 which projects the radiative forcing to be lower by 
40% compared to RCP4.5 in year 2100. Consequently, the 
aforementioned studies do not investigate the effect of rig-
orous mitigation efforts on which the RCP2.6 scenario was 
build on.

RCP2.6 is based on mitigation scenarios that aim at limit-
ing global mean warming to + 2 K (van Vuuren et al. 2007, 
2011). This scenario assumes peak emissions already around 
2020 (Fig. 1) and negative emissions after 2075. Indeed, the 
IPCC AR5 report gives a likely range of a 0.3–1.7 K warm-
ing of the global mean temperature at the end of the twenty-
first century relative to 1986–2005 period (IPCC 2013).

RCP4.5 has been developed as moderate mitiga-
tion scenario. It assumes changes in the energy system, 
including shifts to electricity, lower emissions of energy 

technologies and to the deployment of carbon capture and 
geologic storage technology (Clarke et al. 2007; Thomson 
et al. 2011). Emissions decline after 2040 and stabilize 
after 2080 at a value half of the emissions at the end of the 
historical period in 2005.

RCP8.5 is developed as a totally unmitigated scenario 
(Riahi et al. 2007, 2011) in which emissions culminate at 
a value three times the present value (Fig. 1). It has been 
criticized in recent years for the assumption of continued 
usage of coal (e.g. Ritchie and Dowlatabadi 2017a, b). 
RCP8.5 should be considered with caution rather that a 
taken as a likely scenario.

Many studies are available that investigated climate 
change within the Euro-CORDEX region. Some studies 
concentrate on RCP4.5 and RCP8.5 (e.g. Jacob et al. 2014; 
Ouzeau et al. 2016; Cardoso et al. 2016; Colmet-Daage 
et al. 2018). However, inspired by the Paris agreement 
within the United Nations Framework Convention on Cli-
mate Change to limit global warming to 2° or even to 1.5°, 
studies have been undertaken to asses the climate change 
impact for periods when the global mean temperature 
has increased by these target values in the higher emis-
sion RCPs. The advantage of this approach is that such 
an analysis can be easily carried out on existing RCP4.5 
and RCP8.5 simulations without the need to explicitly run 
additional RCP2.6 scenarios. This has been done so far for 
global climate climate simulations (e.g. Fischer and Knutti 
2015; Schleussner et al. 2016; Mitchel et al. 2016) as well 
as for regional climate impact studies (Vautard et al. 2014; 
King and Karoly 2017; Kjellström et al. 2018; Jacob et al. 
2018; Teichmann et  al. 2018; Jacob et  al. 2018). This 
approach assumes that the regional response to the global 
warming targets scales proportional across the different 
pathways of radiative forcing that led to the increase in 
global temperature. This implies that the regional warm-
ing at an e.g. 2° global warming would be consistent in 
RCP2.6, RCP4.5, and RCP8.5. Indeed, this assumption has 
been demonstrated at least for the European sector (Chris-
tensen et al. 2019; Matte et al. 2019) and within CMIP5 
global models the error produced by this method is much 
smaller than the model spread (Herger et al. 2015).

However, this approach makes it difficult to assess the 
direct effect of allowed greenhouse gas emissions which 
are in practice easier to manage than the global mean tem-
perature. Therefore, in this study the effect of vigorous 
mitigation is primarily assessed by studying the climate 
change impact in a range of different greenhouse gas sce-
narios. Consequently, this study assesses the effect of cli-
mate mitigation actions by comparing the climate change 
response among the RCP2.6, RCP4.5, and RCP8.5 con-
centration scenarios.

Fig. 1   Carbon emissions from fossil fuels. Emission data were 
derived from the Potsdam Institute for climate impact research (Mein-
shausen et al. 2011; https​://www.pik-potsd​am.de/~mmalt​e/rcps/)

https://www.pik-potsdam.de/~mmalte/rcps/


493Is interactive air sea coupling relevant for simulating the future climate of Europe?﻿	

1 3

1.1 � Purpose of the present study

Past trends in dynamical downscaling made use of declin-
ing computational costs and resulted in increasing model 
resolution and longer integration time scales. In the future 
these trends will lead to more realistic convection per-
mitting models and will allow ensemble simulations at 
the centennial scale (Lake et al. 2017; Giorgi 2019; Jacob 
et al. 2020). With longer time scales to be addressed the 
greater uncertainty is associated with the slower com-
ponents of the climate system such as the ocean which 
comprises a large part of the Euro-CORDEX domain. 
This gives impetus to the development of coupled atmos-
phere ocean-models which replace the prescribed ocean 
surface (mainly sea surface temperatures (SST) and sea 
ice) by high resolution ocean General Circulation Models 
(GCMs). Jacob et al. (2020) emphasized the impact of cou-
pling processes among the current challenges for regional 
climate research within Euro-CORDEX. The authors 
focused primarily on the importance of atmosphere-land 
coupling effects (e.g. Dirmeyer et al. 2014; Rahman et al. 
2015; Knist et al. 2017) which in Europe are mainly sub-
ject to land use management (Davin et al. 2020) rather 
than the influence of climate as this is the case in less 
dense populated regions (Wu et al. 2016). Thus, the pre-
sent study can be considered an extension to the challenge 
“Impacts of coupled processes and land–atmosphere feed-
backs in a regional context” (Jacob et al. 2020) as coupled 
atmosphere–ocean a feedbacks are focused. Thus, the aim 
of the this study is to provide a coupled atmosphere–ocean 
RCM to downscale a multi global model—multi scenario 
ensemble to asses the climate change at the end of the 
twenty-first century. The main purpose is to identify the 
region where interactive coupling is important and how 
far temperature anomalies simulated by the ocean model 
translate over the continents at the end of the century.

The use of coupled atmosphere–ocean models in regional 
climate change studies for the Euro-CORDEX region is still 
rare (Sein et al. 2020). So far, most studies applied cou-
pled models for the present day climate forced by reanalysis 
data sets. A number of hindcast studies have documented 
significant improvements of coupled models compared to 
uncoupled models (e.g., Tian et al. 2013; van Pham et al. 
2014; Sein et al. 2015; Gröger et al. 2015; Ho-Hagemann 
et al. 2017; Primo et al. 2019; Ho-Hagemann et al. 2020; 
Cabos et al. 2020). With regard to the ocean, early studies 
focused primarily on short term simulation of a few years 
(Hagedorn et al. 2000; Döscher et al. 2002; Schrum et al. 
2003) up to a few decades (e.g. Döscher et al. 2004). Later 
studies were able to perform multi-decadal simulations and 
could investigate long term effects of coupled vs uncoupled 
models (e.g. Meier et al. 2011, 2012). Tian et al. (2013) and 
Gröger et al. (2015) demonstrated a significant improvement 

of winter SSTs in the Baltic Sea by using coupled models 
compared to ocean standalone models.

In contrast to the ocean which is fully overlain by the 
atmosphere, open waters constitute only a part of the atmos-
pheric boundary layer implying that the added value of 
coupling is also dependent on the land – sea area ratio in 
the model domain. However, as many hazardous weather 
phenomena like flooding, storms, extreme precipitation 
originates from open sea areas, a well represented SST is 
essential. Thus many studies for the present day climate 
investigated the added value of coupling on the representa-
tion of short term events. Jeworrek et al. (2017) could show 
that a better SST representation in the coupled climate 
model RCA4-NEMO compared to prescribed ERA40 SSTs 
improved the representation of convective snow bands. Ho-
Hagemann et al. (2017) compared coupled and uncoupled 
runs of different models to investigate the weather regimes 
associated with major floodings in central and eastern 
Europe. Akthar et al. (2017), investigated coupling effects 
on Vb cyclones in a model set up for the Euro-CORDEX 
region coupled to regional ocean models for the Mediter-
ranean, the North Sea and the Baltic Sea and found a good 
representation of cyclones in both coupled and uncoupled 
simulations. Using a similar set up Primo et al. (2019) dem-
onstrated a better representation of extreme temperatures in 
coupled runs for the twentieth century compared to uncou-
pled runs. Kelemen et al. (2019) showed significant effects 
on European continental precipitation in twentieth century 
simulations by driving the model in coupled mode and by 
prescribed passive SST fields. More recently, climate studies 
for the Mediterranean region (Med-CORDEX) were carried 
out with coupled regional atmosphere–ocean models (e.g. 
Gaertner et al. 2018; Damaraki et al. 2019; Soto-Navarro 
et al. 2020).

The above mentioned studies documented important cou-
pling effects in simulations for the present day climate. Thus, 
the question arises whether these effects could significantly 
alter the climate change response in future climate scenarios. 
Evidence for that can be found in Kjellström et al. (2005) 
who compared 30-years time slice simulations for the end 
of the twentieth and twenty-first century and found signifi-
cant differences between a coupled and uncoupled model in 
summer precipitation mediated by certain weather regimes. 
More recent climate studies for the Mediterranean region 
(Med-CORDEX) were carried out with coupled regional 
atmosphere–ocean models (Damaraki et al. 2019; Soto-Nav-
arro et al. 2020). However, a systematic assessment on how 
the response to climate change at the end of the twenty-first 
century will differ between coupled and uncoupled models 
is to our knowledge still not available.

Recent climate change assessments by the Euro-Codex 
initiative are based on a huge ensemble of uncoupled 
atmosphere models of 50 up to 12.5 km resolution (e.g. 
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Jacob et al. 2014; Kjellström et al. 2018; Rajczak and 
Schär 2017). Thus one goal of our study is to present an 
ensemble of coupled atmosphere–ocean climate change 
and to identify regions where coupling can be considered 
important. For this, we compare our results with assess-
ments of previous studies relying on uncoupled models. In 
addition to that we directly compare coupled and uncou-
pled simulations for the present day climate.

We here present a relatively large ensemble of tran-
sient scenario simulations with a regional, coupled atmos-
phere–ocean model driven by 9 GCMs and 3 RCPs. Hence, 
we will analyze seasonal mean climate change as well as 
selected climate indices for extremes with focus on air sea 
feedback mechanisms that are realistically represented in 
coupled ocean–atmosphere models. Compared to the high 
resolution Euro-CORDEX ensemble provided by Jacob 
et al. (2014), our ensemble is limited by nine global mod-
els and one single regional climate model. Furthermore, 
the coupled area consisting of the North Sea Baltic Sea 
is only part of open water areas in the Euro-CORDEX 
domain. However, coupled simulations are more expen-
sive than atmosphere only simulations. That is also the 
reason why our ensemble is based on 24 km resolution 
compared to 12.5 km in the ensemble used in Jacob et al. 
(2014). Thus, this study should be understood as first step 
to elaborate the role of coupling in regional future climate 
change scenarios.

2 � Methods

2.1 � Cimate indices

A number of attempts have been undertaken to develop 
general climate indices to characterize mean and extreme 
climate (e.g. Karl et al. 1999; Peterson et al. 2001; Peter-
son 2005). Beyond this numerous indices exist with spe-
cific usage in e.g. farming, wind energy etc. In an attempt 
to harmonize the usage of climate indices the European 
Climate Assessment and Dataset (ECA&D) group has 
compiled a list of indices for various purposes (available at 
https​://www.ecad.eu//docum​ents/atbd.pdf). We here calcu-
lated five indices with regard to purposes explained below.

2.1.1 � Tropical nights

The definition of tropical nights follows here the common 
approach and defines tropical night as days where the min-
imum temperature does not fall below 20 °C (e.g. Fischer 
and Schär 2010; Teichmann et al. 2018; Meier et al. 2019).

2.1.2 � Heat waves

The majority of studies analyzing heat waves uses spatially 
varying thresholds such as the number of > 5-day periods 
where the temperature exceeds the e.g. 95th percentile of 
a reference period (e.g. Jacob et al. 2014) or where daily 
maximum temperature exceeds the mean May to September 
maximum temperature of the reference climate (Frich et al. 
2002; Vautard et al. 2013; Jacob et al. 2014). This approach 
is well suited to describe the change in climate extremes 
specific for a certain locality. However, it is less well suited 
for estimating the potential impact on human health which 
presumably is more sensitive to absolute high temperatures 
rather than the (positive) anomaly to the mean local climate 
although we are aware that people used to warmer climates 
may be more robust to high temperatures than people liv-
ing in cooler regions. Consequently, we define hot waves 
as periods with > 5 consecutive days where the maximum 
temperature exceeds a certain temperature. The threshold is 
chosen to be 30 °C following Teichmann et al. (2018).

2.1.3 � Frost days and Ice days

There is growing evidence that milder winters promote the 
occurrence of plant pests and tree diseases (e.g. Pureswaran 
et al. 2018) as the overwintering of insects in the absence 
of cold spells is easier. In particular, frost and ice has been 
assumed to lower the survival of insect eggs and larvae 
(e.g. Pureswaran et al. 2018). Thus, frost and ice days are 
defined here as days where the minimum daily temperature 
falls below 0 °C (frost days) or where the maximum daily 
temperature remains below 0 °C.

2.1.4 � Dry spells

Dry spells are defined in an analog way as hot spells, i.e. 
periods of > 5 consecutive dry days (= days with < 1 mm/
day, e.g. Jacob et al. 2014).

2.1.5 � Bias adjustment

Climate indices that are based on absolute threshold val-
ues are extremely sensitive to systematic model biases. For 
example, a significant warm (cold) temperature bias would 
result into too high (too low) amounts of tropical nights for 
which the threshold is 20 °C minimum daily temperature. 
Therefore, a bias adjustment on the model data has been 
carried before calculation of the respective climate index. 
We here applied the delta method. Thus, monthly mean 
difference fields between EOBS data and the model output 
were calculated and then used to correct the daily fields of 
temperature and precipitation. Details of this method are 
described in (Teutschbein and Seibert 2012; Mathis et al. 

https://www.ecad.eu//documents/atbd.pdf
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2013). We note that bias adjustment was done only over land 
since the reference EOBS data set contains no values over 
open ocean areas.

2.2 � Regional climate model and climate ensemble

For our investigation we use a high resolution climate 
ensemble produced by a coupled regional atmosphere ocean 
model (Regional Climate Model, RCM, Wang et al. 2015; 
Dieterich et al. 2019a) for Europe and the Baltic Sea and 
the North Sea.

The RCM version used in this study is the coupled 
regional atmosphere–ocean model RCA4-NEMO3.3.1. It 
differs from the majority of CORDEX models by includ-
ing an interactively coupled high resolution regional ocean 
general circulation model. Thus, sea surface temperature and 
sea ice cover are updated every 6 h by the changes simulated 
by the 3D ocean model. The ocean model is based on the 
Nucleus for European Modelling the Ocean, (NEMO and 
Madec 2012) which is setup for the North Sea and Baltic Sea 
(Gröger et al. 2015, 2019; Dieterich et al. 2019a). NEMO is 
set up with horizontal resolution of ~ 3.7 km and the water 
column is divided by 56 irregular positioned z-layers yield-
ing a layer thickness of 3 m near the surface and up to 22 m 
in the deepest layers. The ocean is updated every 6-h with 
forcing fluxes provided by the atmosphere model. Details 
for the coupling of the models are provided by Wang et al. 
(2015), Gröger et al. (2015), and Dieterich et al. (2019a). A 
detailed and comprehensive description of the ocean model 
can be found in Dieterich et al. (2019a). The atmosphere 
model is the Rossby Center Atmosphere model (Samuelsson 
et al. 2011; Wang et al. 2015) which is setup for the EURO-
CORDEXCORDEX domain with a horizontal resolution 
of 0.22° and 40 level vertical level. The model has been 
comprehensively described along with a profound validation 
of the simulated mean present-day climate by Wang et al. 
(2015) and Dieterich et al. (2019a).

For the present study the model has been applied to 
downscale a suite of different global climate scenarios from 
the 5th phase of CMIP (Table 1). For this, both the atmos-
phere as well as the ocean model was driven at the lateral 
boundaries by prescribed outputs fields from the global cli-
mate models. Surface boundary fields for the atmosphere 
model outside the coupled domain (i.e. the Atlantic Ocean, 
Black Sea, Arctic, and the Mediterranean Sea) were taken 
from the respective global climate model.

The model simulations comprise the historical period 
from 1961 to 2005 and three scenario for the period 
2006–2099. Each of the ensemble members provides a huge 
amount of four dimensional climate data containing much 
of internal unforced variability as well as uncertainty with 
respect to the chosen model and scenario (Table 1). Analy-
sis is concentrated on 30-years periods for the historical 

climate 1970–1999 and at the end of te century 2070–2099 
to account for short term variabilty. Where appropriate we 
test the significance of results to distinguish stochastic forc-
ing from the forced climate signal and test the robustness 
of results. The latter is tested following Jacob et al. (2014) 
by defining robustness when the climate change signal is 
in qualitative agreement in at least 2/3 members of the 
whole ensemble (= 9 model members, Table 1). Results 
in areas that do not fulfill this demand are masked out in 
plots displaying the ensemble mean. All other areas repre-
sent the ensemble mean over the whole model ensemble. 
Significance for individual model simulations is tested by a 
signal to noise test. The noise is generated using bootstrap 
approach that randomly re-samples in total one hundred 
30-years climate periods.

3 � Validation of present day climate

The coupled ocean-sea ice-atmosphere model RCA4-NEMO 
is a recently developed RCM that has been validated com-
prehensively in a number of previous papers for the mean 
climate of the historical period. A comprehensive com-
parison with different existing observational, and reanalysis 
data sets has been given in Dieterich et al. (2019a) for both 
atmospheric, and oceanographic prognostic variables for the 
North Sea. Gröger et al. (2019) compared simulated water 
mass properties with focus on the Baltic Sea and North Sea 
using the satellite products from the Federal Maritime and 
Hydrographic Agency, Hamburg, Germany as well as in situ 
measurements for water temperature and salinity from the 
KLIWAS data set (Bersch et al. 2013) and from the Swed-
ish Ocean Data Archive (SHARK, https​://shark​web.smhi.
se/). Wang et al. (2015) compared the simulated atmosphere 
climate with observational data sets from Climate Research 

Table 1   Matrix of downscaled global climate change simulations for 
different greenhouse gas concentration scenarios

Hindcast/
historical

RCP2.6 RCP4.5 RCP8.5

ERA40 (uncoupled) x
ERA40 x
MPI-ESM-LR x x x x
EC-EARTH x x x x
HadGEM2-ES x x x x
IPSL-CM5A-MR x x x
GFDL-ESM2M x x x x
CanESM2 x x x
CNRM-CM5 x x x
NorESM1-M x x x x
MIROC5 x x x x

https://sharkweb.smhi.se/
https://sharkweb.smhi.se/
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Unit (CRU) TS3.21 data (Harris et al. 2014). These previ-
ous studies used different atmospheric reanalysis data sets 
to force the model at the lateral boundaries for the historical 
period from 1961 onward. The main findings of the studies 
were that the simulated mean climate state was well within 
the uncertainty range of available observations and that the 
model can be used well to downscale future climate change 
scenarios from global climate and earth system models.

Apart from the model’s ability to represent the mean 
present day climate state, several studies provide valida-
tions for the models skill to reproduce certain extreme cli-
mate phenomena such as convective snowbands (Jeworrek 
et al. 2017), extreme precipitation events (Ho-Hagemann 
et al. 2017), storm track intensity (Gröger et al. 2015), and 
extreme sea levels in the Baltic Sea (Dieterich et al. 2019b).

In this paper we primarily refer to the studies by Wang 
et al. (2015) and Dieterich et al. (2019a) who provide a com-
prehensive and quantitative validation with special focus on 
atmospheric variables on longer time scales. Therefore, in 
this study we concentrate on the models ability to reproduce 
mean seasonal and anomalous climatic conditions important 
for this study. We do not intend to produce semi-quantita-
tive skills scores (these can be assessed from the aforemen-
tioned studies) but lay emphasis on the models ability to 
realistically represent spatial patterns as well as the ability 
to reproduce inter-annual variability which is important for 
the purpose of this study. Accordingly, rather than using 
observational real time station data to compare the model 
with, we here apply the spatially gridded E-OBS data set 
which is constructed upon a 100 member ensemble based on 
interpolated station data (for details see Cornes et al. 2018). 
An important driver of the wintertime interannual variability 
is given by the North Atlantic Oscillation (NAO). Due to it’s 
limited domain the large scale circulation over the whole 
North Atlantic can not fully represented by the regional cli-
mate model. Therefore, the driving GCMs ability to repre-
sent the NAO is important. However, Wang et al. (2017) 
have shown, that at least the basic NAO characteristics are 
represented reasonably well in 40 CMIP5 global models.

For the comparison, climate indices are calculated from 
the model output and compared to those derived in the same 
way from the E-OBS gridded data set. For the validation we 
follow the general guideline of EURO-Cordex as outlined by 
Kotlarski et al. (2014). Hence, for the validation the coupled 
model has been forced by atmospheric hindcast data derived 
from the ERA40 reanalysis data set in order to ensure that 
the large scale atmospheric forcing prescribed at the lateral 
boundaries is in phase with real climate. In this mode the 
model can be expected to reproduce interannual variability. 
By contrast, when driven by output fields from global cli-
mate model scenarios even the models lower frequency fluc-
tuations (like e.g. decadal variability) must be expected out 
of phase with the recorded climate, because global coupled 

climate models generate their own weather. Therefore, in 
the climate mode the model will only reproduce the long 
term (i.e. 30 years) mean climate and variability which is 
focused in this study. Thus, in addition to the hindcast run 
we test the models ability to preserve predictive skills when 
driven by global model climate output. For this, an ensemble 
mean over the nine downscaled global models is calculated 
for every climate index and compared to the corresponding 
index from the hindcast run and the E-OBS data set. In the 
first part of this section we test the models ability to repro-
duce the mean seasonal climate state. In the second part we 
calculate climate indices reflecting extraordinary conditions 
and compare model results with the indices calculated from 
the E-OBS.

3.1 � Simulation of mean seasonal climate

3.1.1 � Air temperature

Figure 2 shows the simulated winter and summer 2 m air 
temperature for the ERA40 hindcast run and for the ensem-
ble mean climate runs with E-OBS data. During winter 
(Fig. 2a) the spatial pattern is well reproduced in both the 
hindcast simulation and the ensemble mean of historical cli-
mate simulations. This is especially true for central Europe 
while over Scandinavia and northern Russia slightly too 
low temperatures are simulated by the model. The effect of 
fast cooling land masses compared to the open ocean builds 
up a clear land see contrast in which lowest temperatures 
occur over northeast Europe while highest temperatures are 
seen in southwest Europe where the influence of warmer 
Atlantic waters masses advected from subtropical regions 
is notable. This is also reflected in the temperature contrast 
between the North Sea and the Baltic Sea west and east of 
Scandinavia. The North Sea reflects temperatures similar 
to the Atlantic sector due to vigorous inflow of warm water 
masses that release heat to the atmosphere during the cold 
season. By contrast, the Baltic Sea as a marginal sea has 
restricted exchange with open ocean waters and a strong 
permanent halocline reduces the effective heat capacity. As 
a result the upper Baltic cools faster during winter and thus 
air temperatures are similar to the surrounding land masses. 
This contrast vanishes during summer when the open water 
masses of the Atlantic and the North Sea undergo a strong 
thermal stratification and a sharp thermocline develops. As 
a result air temperatures are dominated by the large scale 
atmospheric conditions with no pronounced land-sea con-
trast in the climatological mean (Fig. 2b). Despite the well 
representation of the spatial pattern which implies that the 
local processes determining T2m are considered for, the 
model is generally too cold both during winter and sum-
mer with the exception of the easternmost regions where 
the model is too warm (see also Suppl. Mat. S1). This warm 
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bias is also seen in the ERA40 hindcast simulation which is 
reduced in the historical ensemble mean (Suppl. Mat. S1b).

An essential requirement for climate applications is the 
models ability to capture interannual variability as it tells 
about the models ability to realistically respond to changes 
in the meteorological forcing which will be the main impact 
to be expected under a changed climate. Figure 2c shows the 
spatial distribution of correlation coefficients between the 
E-OBS data set and the hindcast run. High coefficients are 
seen for winter temperatures with values almost everywhere 
above 0.8. This indicates that inter-annual changes in winter 
time large scale circulation (as controlled by e.g. the NAO) 
are quite well covered by the model. Likewise good correla-
tion is seen during summer although locally coefficients can 
drop to ~ 0.5 like in larger areas of Poland and the Balkans. 

The slightly lower summer coefficients compared to winter 
are expected as in winter temperatures are controlled more 
by the atmospheric large scale circulation patterns like e.g. 
the core path of westerlies while during summer small scale 
processes (such as local convective rain cells) as well as 
stochastic forcing are of greater importance for the local 
climate.

3.1.2 � Precipitation

Figure 3a, b compare the multi-year seasonal precipitation 
pattern for winter and summer. In the two seasons precipi-
tation rates are mostly overestimated. For winter both the 
ERA40 hindcast and the historical ensemble mean yield pos-
itive deviations to the E-OBS data set between 1 and 2 mm/

Fig. 2   a Comparison of 2 m air winter temperature between E-OBS 
data set (left), the ERA40 coupled hindcast run (middle), and the cli-
mate models’ ensemble mean (right). b Same as (a) but displaying 
summer temperature. c Correlation between the E-OBS data set and 
the ER40 hindcast run for the winter season (left) and summer season 
(right)

Fig. 3   a Comparison of mean daily precipitation rates (mm/day) dur-
ing winter between E-OBS data set (left), the ERA40 coupled hind-
cast run (middle), and the climate models ensemble mean (right). 
b Same as (a) but displaying summer precipitation. c Correlation 
between the E-OBS data set and the ER40 hindcast run for the winter 
season (left) and summer season (right)
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day on average (Suppl. Mat. S2). During summer the espe-
cially the ERA40 hindcast yields to high precipitation rates 
(Suppl. Mat. S2b). This bias is fairly reduced in the models 
historical ensemble mean. However, the large scale spatial 
pattern of the E-OBS data set is well reproduced in both 
the hindcast run and ensemble mean of climate simulations. 
Winter precipitation rates highly related to the prevalent 
westward wind regime. Thus, maximal precipitation rates 
are seen along western European coasts and decline rapidly 
towards the inner continental areas. This is well observed 
along the coasts of Iberia, the UK, Norway, along the Adri-
atic coast, as well along the Greek and western Turkish coast 
(Fig. 3a). The imprint of the Icelandic Low pressure system 
is indicated by high precipitation rates south of Iceland and 
in vast areas of the NE Atlantic. During summer, precipita-
tion rates are larger compared to winter over most of the 
European continent in both the E-OBS data sets and in the 
simulations. Maximal precipitation rates are concentrated 
around orographic barriers likes the Alps, Carpathians or 
along the orogenic belt of Norway.

During the winter season, interannual variability is quite 
well reproduced (Fig. 3c left). This is probably related to 
a well representation of large scale pattern like the NAO 
forced mean surface temperature variations or Atlantic Over-
turning Circulation (AMO) in global models (Wang et al. 
2017).

Although the general spatial pattern of precipitation is 
likewise covered well during summer, this does not trans-
late into high correlation coefficients for interannual vari-
ability (Fig. 3c, right). This problem has been recognized 
in earlier studies and has been described as “double pen-
alty problem” (e.g. Prein et al. 2013). According to this, 
the position of small scale convective rain cells, as they can 
build up frequently during summer and forced by stochastic 
processes, can not be exactly represented in models in space 
and time. Therefore, local correlation coefficients are not a 
good approach to judge model performance especially for 
climate applications. Moreover, convective rain cells have 
been even recognized a problem in the E-OBS data set as 
both, root mean squared errors and mean absolute errors are 
quite larger in summer than in winter (Cornes et al. 2018). 
Advanced methods of data pre-processing were developed 
to overcome this problem (e.g. Prein et al. 2013). However, 
as in this study the focus is on the analysis of global climate 
scenarios which in any case produce their own weather, an 
exact match between model results and observations would 
in any case not be possible. However, if we correlate aver-
ages over larger areas that smooth out small scale precipi-
tation events like e.g. for Europe (between 5° W and 30E; 
45–65° N) the correlation coefficients spread around 0.7 
indicating that interannual variations of large scale atmos-
pheric moisture transports and precipitation are covered 
well. Thus, following earlier regional climate studies (Jacob 

et al. 2014; Kjellström et al. 2018) we consider the models 
precipitation sufficiently good for climate change studies not 
intending to exactly resolve stochastically forced variability.

3.2 � Climate indices depicted from the historical 
period

In the following we calculate climate indices calculated 
from the models output variables which later will be used 
to display the climate change signal in the models’ climate 
ensemble.

Figure 4a displays the number of hot spells for summer 
sampled during the 1970–1999 reference period as found 
in the E-OBS data set, the ERA40 hindcast run, and the 
models climate ensemble mean. As expected the general 
pattern is mainly controlled by topography and latitude. In 
the UK, Scandinavia, and the northernmost part of Russia 
hot spells occur only sporadically or are completely absent. 
Most hot spells occur in the subtropics in northern Africa 
but are also frequent in the southern part of Iberia. In these 
southern regions hot spell are slightly overestimated in both 
the hindcast run as well as the historical ensemble mean. 
Over the open ocean hot spells are absent due to the heat 
loss to the sea. Only in the ensemble mean these periods can 
sporadically occur in the eastern Mediterranean near coastal 

Fig. 4   a Number of summer hot spells defined as at least 5 consec-
utive days where the maximum temperature exceeds 30  °C derived 
from E-OBS, the coupled hindcast run, and the models climate 
ensemble mean. b Same as (a) but for at least 5 days where precipita-
tion is below 1 mm/day. Note the E-OBS data provide no data over 
the sea
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areas where the surface water can reach temperatures close 
to 30 °C.

In the European sector dry periods (Fig. 4b) occur most 
frequently in a zonal band around northern Spain/south-
western France, Italy, Greece, and around the Black Sea. In 
semi-arid regions like northern Africa the total number of 
dry periods is limited by persistent droughts that can prevail 
over the whole summer. This effect is also seen over the 
southern part of Spain and Portugal. As already shown by 
the hot spells, also dry periods are affected by orogenic bar-
riers which cause uplift of warmer air masses as indicated 
by the rare occurrences around Carpathian Mountains, the 
Alps, and over Norway. These orogenic imprints are more 
pronounced in the model simulations than in the E-OBS data 
set. In general, we can conclude that the model compares 
well with E-OBS in both the diagnosed hot and dry periods.

3.2.1 � Tropical nights and yearly maximum temperature

Tropical nights are defined as days where the daily mini-
mum temperature does not fall below 20 °C. As expected, 
these nights are most frequent over the Mediterranean Sea 
and northern Africa. In the temperated European continen-
tal regions tropical nights occur more or less sporadically 
(Fig. 5a). Regular occurrences of every to every second year 
are only seen in southeastern Europe, north of the Black Sea 
and over Iberia. This is slightly underestimated in the model 

runs. In the subtropics south of the Mediterranean land 
masses heat up strongly over the day to keep the tempera-
ture over 20 °C during night. In the temperated regions north 
of the Mediterranean local water bodies with high effective 
heat capacity compared to land control the distribution of 
tropical nights. This can be seen especially over the Black 
Sea but also over the Baltic Sea and the North Sea where 
maximum water temperatures rarely rise above ~ 27  °C 
(Fig. 5b) but which nevertheless represent local hot spots 
of tropical night occurrences compared to the surrounding 
land masses (Fig. 5a).

The spatial pattern of yearly maximum T2m shows a clear 
land-sea pattern locally modulated by topography (Fig. 5b). 
By contrast, no land-sea pattern is seen in the when consid-
ering the 95th percentile temperature (Fig. 6a). This indicates 
that for temperatures right below the yearly maximum, the 
contrasting land-sea heat capacity is of only minor impor-
tance in controlling the spatial temperature pattern. Instead 
the pattern of the 95th percentile (Fig. 6a) resembles that 
of the mean summer temperature seen in Fig. 2b indicating 
greater influence of the mean Fig. 2b) the 95th percentile 
temperature is a bit too cold compared to the E-OBS data 
set especially in northern Europe while the spatial pattern 
is quite well resolved (Fig. 6a). The same true for the 25th 
percentile of winter temperatures (Fig. 6a). During the cold 
season strong gradients are build up between extremely 
cold and dry air masses around Fennoscandia and northern 

Fig. 5   a Number of tropical nights defined as days where the mini-
mum temperature does not fall below 20 °C. b Average yearly maxi-
mum 2  m air temperature [°C]. Note that the E-OBS data set lacks 
data over open water

Fig. 6   a 95th percentile of summer 2  m air temperature calculated 
from the E-OBS data set, the coupled ERA40 hindcast run, and the 
climate scenario ensemble. b Same as (a) but displaying the 25th per-
centile of winter 2 m air temperature
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Russia in the northeast, and the warm water pool of the 
Atlantic acting as a heat source. Furthermore, a clear land-
sea pattern is seen indicating the slow response of the ocean 
to the meteorological forcing compared to the land masses 
(Fig. 6b).

4 � Climate change analysis

4.1 � Mean seasonal climate change

Figure 7 shows the T2m for the model simulations follow-
ing the three climate scenarios. In addition to the ensemble 
members, the T2m calculated from the E-OBS data set and 
the ERA40 hindcast run is indicated as thick black and red 
lines in the lowest panel of Fig. 7 respectively. Over the 
historical period and further up to 2018 the ensemble mem-
bers spread around the observation based estimates for both 
summer and winter. This indicates that the ensemble mean 
can be considered a good approximation for the long term 
real mean climate state despite that fact that some of the 
members are outside the internal variability of the E-OBS 
data set. Moreover, correlation between the ERA40 hind-
cast run (thick red line) and the E-OBS data set (thick black 
line) reveals coefficients of r = 0.88 (winter) and r = 0.79 

(summer) which indicates a good reproduction of inter-
annual variability.

In the high concentration RCP8.5 scenarios the warming 
trend is still significant at the end of the twenty-first century 
in all model realizations and over both land, and open water 
areas as well as for winter and summer season (Fig. 7, upper 
panel). This is also the case for open water areas in winter 
following the RCP4.5 scenarios. In all other simulations 
independent of the season, the scenario or whether land or 
ocean areas are considered, the warming trend has already 
ceased at the end of the century. Besides the fact that the 
low emission scenario RCP2.6 shows the by far weakest 
response this scenario indicates almost an equilibrium state 
with no significant trends since the mid of the century which 
is in line with the RCP2.6 pathway of greenhouse gas con-
centration which peaks around 2040 and slightly decreases 
afterwards.

In all scenarios the temperature response is substan-
tially higher over land than over the open sea reflecting 
the slower thermal response to climate warming of the 
ocean due to its higher effective heat capacity. Over land, 
depending strongly on the RCP scenario, temperatures 
rise between 1.93 K (RCP2.6) and 4.76 K (RCP8.5) aver-
aged over the model ensemble during the winter season 
and between 1.59 K and 5.0 K during summer (Table 2a). 

Fig. 7   Time series of area averaged T2m [°C] for winter (DJF) and 
summer (JJA). Note that all time series are identical for the historical 
period before 2005. Land and ocean denote areas averaged taking into 
account land or open sea area only. Corresponding time series from 
the E-OBS data set have been included in the rcp2.6 plots (lowermost 

panels) for comparison. Note that the y-axis is always equally ranged 
for ocean and land temperature to facilitate comparison. A 10-years 
running mean is shown. The thick black and red lines indicate corre-
sponding times series derived from E-OBS data set and from ERA40 
hindcast run respectively
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Over the open sea the atmosphere warms between 1.18 K 
(RCP2.6), and 3.40 (RCP8.5) during winter and between 
1.8 K and 3.43 during summer.

Relative changes in inter-annual variability as indi-
cated by the ensemble mean standard deviation is listed 
in Table 2b. For the winter season a consistent signal of 
reduced variability by up to 30% over both land and open 
sea. Overall, this may indicate a lower amplitude of the 
North Atlantic Oscillation in the future climate.

Land-sea thermal contrasts during the winter become 
less pronounced as the temperatures over land masses 
rises stronger than over the open ocean (Table 2a). This is 
related to the lower effective heat capacity of land masses 
compared to the ocean which responses slower to climate 
warming. Thus, because land masses are generally colder 
than the ocean in winter, the stronger increase of land tem-
peratures damps the overall land-sea temperature contrast. 
However, the contrary is true for the summer because the 
atmosphere is usually warmer than the ocean during the 
warm season. A faster warming of land masses compared 
to the ocean therefore increases the land-sea thermal gra-
dients under climate warming.

Furthermore, Table 2a shows that in the low concen-
tration scenario RCP2.6 the winter temperature increases 
stronger than summer temperature. This is consistent with 
most global climate simulations [e.g. Jones and Briffa 
(1992), Huang et  al. (2012), and Cohen et  al. (2012)] 
who found northern hemisphere winter temperatures to 
increase stronger than summer temperatures during the 
twentieth century warming trend. However, for the higher 
emission scenarios RCP4.5 and RCP8.5 Table 2a clearly 
indicates a reversal of this seasonal asymmetric forcing as 
temperature either increase equally strong over the seasons 
(RCP4.5) or even increase more during summer (RCP8.5) 
at the end of the century.

Figure 8a demonstrates the asymmetric warming with 
respect to the cold and warm seasons. During winter strong-
est warming is seen in the northern high latitudes which 
results from substantially reduced snow cover over land 
and reduced sea ice cover in the Arctic leading to over-
all elevated heat fluxes from the ocean to the atmosphere 
there. In addition the black body radiation is less efficient 
at lower temperatures characteristic for high latitudes. Dur-
ing summer, strong warming is seen in a zonal band south 
of ~ 45° N whereas in the high latitudes the aforementioned 
albedo feedbacks that operate during winter are strongly 
reduced. In addition the warming increases towards the 
eastern continental land mass as well as over the northern 
African continent overall resulting in a pronounced land-
sea warming pattern. During summer (Fig. 8a, lower panel) 
ice-albedo feedbacks are of minor importance leading to 
reduce warming anomalies in the high latitudes compared 

Table 2   (a) T2m difference [°K] between 2070 and 2099 − 1970 and 
1999 averaged over winter and summer season as well as over land 
and over sea. (b) Relative [%] difference in T2m standard deviation 
between 2070 and 2099 − 1970–1999 averaged over winter and sum-
mer season as well as over land and over sea

Winter Summer

Land Ocean Land Ocean

(a) Δ T2m
 RCP8.5 4.76 3.40 5.00 3.43
 RCP4.5 2.88 2.14 2.97 2.06
 RCP2.6 1.93 1.26 1.59 1.18

(b) ΔSTD [%]
 RCP8.5 − 14.16 − 3.50 62.73 36.65
 RCP4.5 − 20.27 − 30.40 − 4.36 − 21.29
 RCP2.6 − 19.76 − 26.06 − 12.80 − 19.58

Fig. 8   a Change in T2m between 2070–2099 minus 1970–1999 for 
winter season (upper panel) and for summer. (lower panel). b Same as 
(a) but for precipitation. Shown is the respective mean over all nine 
ensemble members
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to winter. Furthermore, the high latitudes undergo more win-
ter precipitation (Fig. 8b) which generates increased latent 
heat loss that damps the warming compared to the southern 
part of Europe. Thus, during summer the anomaly pattern is 
influenced by the large scale thermal response of the North 
Atlantic as well as reorganization of the water cycle.

Figure 8b displays the seasonal changes in precipitation. 
A pronounced north south pattern with increased precipita-
tion in the north and dryer conditions in the south are seen 
indicating stronger moisture convergence over northern 
Europe. This pattern is well known from previous assess-
ments (Christensen et al. 2001, 2007; Collins et al. 2013) 
and previous results for the Euro-CORDEX region (Jacob 
et al. 2014; Kjellström et al. 2018). Gröger et al. (2019) 
linked the north–south pattern to a northward shift of the 
westerlies during the warm season. Less precipitation is 
likewise seen during winter south of Iceland. This prob-
ably indicates a northward shift of the mean position of the 
Icelandic Low Pressure System. Such a northward shift in 
northern hemisphere sub-polar low pressure systems was not 
only detected in climate scenarios over the North Atlantic 
(e.g. Hu and Wu 2004) but also reported for the Aleutian 
Low in the Pacific sector (Gan et al. 2017). The region which 
is most impacted by the large scale atmospheric moisture 
transports is centered around France where a tremendous 
intensification of precipitation is seen during winter while 
dryer conditions are expected during summer. This is most 
pronounced in the high concentration scenario RCP8.5 but 
notable even in RCP2.6.

4.1.1 � Changes in extremes

Depending on the respective climate scenario we showed 
profound changes in mean seasonal temperature and pre-
cipitation. In this section we will explore the climate change 
impact on anomalous weather conditions.

4.1.2 � Dry periods

Figure 9a shows distribution of dry periods during summer 
within the historical period for each of the ensemble mem-
bers. Generally, three zonal bands can be distinguished: (1) 
the southern part around North Africa and the Mediterranean 
is dominated by long lasting droughts which limit the total 
number of individual 5-days dry periods, (2) the temperated 
regions in South Europe containing the maximum number of 
dry periods, and (3) northern Europe and the North Atlantic 
with lower occurrences of dry periods. Local maxima can be 
seen in individual model realizations like high frequencies 
over the western Mediterranean (Had,IPSL) or in semi-aride 
regions continental eastern Europe.

The general response to climate change can be assessed 
by the mean change over the whole ensemble (Fig. 9c). In 

the more intense greenhouse gas scenarios RCP4.5 and 
RCP8.5 a robust increase is seen between 45 and 60° N. 
This is in accordance with the mean seasonal climate change 
signal that reveals higher precipitation rates in this region 
during summer (Fig. 8b, lower panel). In southern Europe 
and North Africa dry periods decrease, mainly due to a fur-
ther increase in the duration of droughts (Fig. 9d). This is 
also true for the southern part of Iberia where likewise less 
dry periods are seen. Northernmost Europe is more or less 
unaffected showing changes of only a few percent less dry 
periods at the end of the century. The strongest impact is 
seen over the UK, France, western Germany, Austria, and 
Swiss where a strong decline of seasonal mean precipita-
tion is registered at the same time (Fig. 8b). Over the UK, 
the Alps region and along the Carpathian orogen the num-
ber of dry periods is more than twice as high in RCP8.5 
than during the historical period. In the RCP8.5 scenario, 
the average duration of dry periods increases maximal in 
those regions which suffer already under present climate 
from pronounced droughts, i.e. over northeastern Africa, the 
eastern Mediterranean and the southern Iberian Peninsula. 
In the latter region the area impacted by severe drought (i.e. 
dry periods longer than 50 day duration) penetrates further 
north. Even in the southwestern part of France the average 
duration of dry periods increase up to 15 days. With regard 
to the respective climate scenario we can conclude that the 
pattern of simulated changes is more or less the same in all 
scenarios when considering the mean over all model reali-
zations (Fig. 9c, d). This indicates a proportional scaling of 
the climate change pattern to the imposed increase in green-
house gas concentrations. However, strong deviations from 
this general pattern can occur on the local scale by individ-
ual ensemble members (Fig. 9b). This is most obvious over 
Scandinavia and the northernmost Atlantic where strong 
negative anomalies are simulated (e.g. GFDL, NORESM) or 
no significant changes are registered or even slight increases 
(CAN, ECE). We further conclude that the climate mitiga-
tion scenario RCP2.6 avoids most severe impacts seen in 
the scenarios without mitigation. Hence in most realizations 
changes become hardly significant (Fig. 9b) nor show up a 
robust response over the model ensemble (Fig. 9c, d) indi-
cating that the climate change signal in most regions remains 
below the models internal stochastic forcing.

4.1.3 � Impact on frequency and duration of hot spells.

Unlike the climate change impact on dry periods which 
shows a distinct pattern of zonal bands of increasing and 
decreasing frequencies (Fig. 9) hot spells increase almost 
everywhere (Fig. 10c) which is in accordance with the wide-
spread warming of seasonal mean summer climate seen in 
Fig. 8a. A slight but nevertheless robust decline of hot spells 
is only seen in the southern Iberian Peninsula and the eastern 
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Fig. 9   a Left: Number of periods > 5 consecutive dry days (≤ 1 mm/
day) during summer (JJA). b Difference 2070–2099 minus 1970–
1999 in number of dry periods. Only changes significant at the 95% 

confidence level are shown. c Ensemble mean change (2070–2099 
minus 1970–1999) in no of dry periods. Only robust changes are 
shown. d Same as (c) but for average period length
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Fig. 10   a Number of periods > 5 consecutive hot days (> 30 °C) dur-
ing summer (JJA). Note the scale change from 10 to 25 periods in the 
color scale. b Difference 2070–2099 minus 1970–1999 in number of 
hot spells. Only changes significant at the 95th% confidence level are 

shown. c Ensemble mean change (2070–2099 minus 1970–1999) in 
no. of hot spells. Only robust changes are shown. d Same as (c) but 
for average length of hot spells. Only grid cells are plotted for which 
all nine ensemble members have in (a) values
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part of northernmost Africa (Fig. 10c). The northern part of 
Europe, i.e. Scandinavia, and Iceland and northernmost Rus-
sia are more or less unaffected by climate change. In the high 
concentration scenarios RCP4.5 and RCP8.5 the strongest 
frequency increase is concentrated over the northern Iberian 
Peninsula, southwestern France, and Turkey. In wide parts 
over Turkey not only the frequency of hot spells increases 
tremendously but the duration of hot spells enhances at the 
same time (Fig. 10d). This is also true for parts of the Bal-
kans and north of the Black Sea. Figure 10b demonstrates 
that the strongest changes seen in todays temperated regions 
of Europe are the most significant in a zonal band ranging 
from about 40–50° N and whereas north and south of this 
band changes do not exceed stochastic forcing. This is even 
true for the highest concentration scenario.

The stronger thermal response in the mean summer tem-
perature over the Mediterranean compared to the North 
Atlantic (Fig. 8a) translates likewise into stronger frequency 
increases. The effect of atmospheric heat loss during the 
warm season is also seen in the North Sea and Baltic Sea 
even though the latter shows a relatively strong increase in 
average summer temperature compared to the North Atlan-
tic and the North Sea. Furthermore, even though some of 
the model realizations show already a notable significant 
increase in hot spell frequencies in the RCP2.6 scenario (e.g. 
ECE, MPI,MIROC) it is obvious that the strongest climate 
induced impacts seen in RCP4.5 and RCP8.5 can be avoided 
by mitigation efforts.

4.1.4 � Tropical nights

The pattern of changed tropical night abundance is shown 
by the model ensemble mean for the three respective cli-
mate scenarios (Fig. 11). As expected, tropical nights are 
more frequent in the high concentration scenarios and 
south of 45° N. Overall, the strongest increases of tropical 
nights occur over open sea areas around southern Europe. 
Changes over land areas are less intense with the exception 
of North Africa. In continental Europe changes are moder-
ate and tropical nights remain a rare phenomenon at least 
in RCP2.6, and RCP4.5 where such events occur only a 
couple of days per year. Only in the Panonian basin south-
west of the Carpathian orogen increase by up to 300 nights 
per 30 year (RCP2.6) and 600 nights per 30 year (RCP4.5). 
Changes of similar magnitude are seen north of the Black 
Sea. In RCP8.5 however, tropical nights become more fre-
quent also in most other regions of continental Europe. Over 
land the response does not only depend on the scenario but 
also from local topography. The strongest impact is seen in 
southern Europe in areas with moderate elevation, e.g. the 
southern Iberian Peninsula, Italy, and western Turkey while 
pronounced orogenic regions like the Carpathians, the Pyr-
enees, and elevated areas of eastern Turkey are only weakly 

affected. Only in Scandinavia and northernmost part of Rus-
sia tropical nights remain rare or are completely absent.

Open sea regions characterized by moderate water tem-
perature under present day climate can be considered as hot 
spots for the impact of the climate change scenario in this 
regard. Example are the Bay of Biscaya, the North Sea as 
well as the Baltic Sea. While moderately increasing water 
temperatures under RCP2.6 have already strong impact on 
tropical nights in the Bay of Biscaya the latter two mar-
ginal seas show strongest responses under the RCP4.5 and 
RCP8.5 scenarios. In particular the Baltic Sea shows a very 
strong response in RCP8.5 that strikes out in the zonal band 
between 50 and 70° N (Fig. 11).

4.1.5 � Frost days

Figure 12a compares the number of frost days between the 
historical period and the climate scenarios. Those days are 
completely absent over the southern North Atlantic which 
demonstrates the effect of the large oceanic heat capacity 
in this region. This situation is nearly more or less robust 
across the considered ensemble members and against the 
different climate scenarios. With stronger the greenhouse 
gas scenario the areas of frost free days expands a bit further 
towards the northeast.

A clear atmosphere—ocean feedback is introduced from 
the interactively coupled North Sea and Baltic Sea high 
resolution ocean model. Although warming over the Baltic 
Sea is much stronger than over the North Sea in all the sce-
narios (Fig. 8a) frost days are still present over the whole 
Baltic in all models even in the high concentration scenarios 
RCP8.5 (Fig. 12a). By contrast, the weaker warming over 
the North Sea already eliminates frost days in RCP4.5 and 
RCP8.5 at least in its western part. This is related mainly 
to two processes: (1) During winter the North Sea receives 
warmer waters from the North Atlantic that enter east of 

Fig. 11   Number of tropical nights within 2070–2099 in the 3 concen-
tration scenarios RCP2.6, RCP4.5, and RCP8.5. Tropical nights are 
defind as days where the minimum temperature does not fall below 
20  °C. Shown is the difference to the historical period (2070–2099 
minus 1970–1999). A bias adjusted figure is available from the Suppl.
Mat. S3)
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Scotland and spread southward along the eastern coast of 
the UK. In addition, the North Sea is well mixed during 
the winter season which increases the effective heat capac-
ity. It therefore responds much slower to the winter cooling 
(Gröger et al. 2015). By contrast the eastern North Sea is 
marked by inflow of low salinity water from the Baltic Sea. 
These waters spread northwards along Norwegian channel 
and impose a strong haline stratification thereby lowering 
the effective heat capacity and promoting rapid winter cool-
ing there. As a result of these small scale ocean processes 
that are explicitly resolved in the online coupled high reso-
lution ocean model, the North Sea shows a clear east–west 
pattern where frost days are absent in the western part and 
still present in the eastern part even in the strongest warming 
scenario RCP8.5. This is the case in not less than 7 out of 
nine model realizations shown in Fig. 12a.

Over land an overall strong decline of frost days is seen 
which is most pronounced over northern Scandinavia and 
adjacent northern Russia. However, most affected is western 
Europe where the relative changes vary between 50 and 80% 
in the multi model average in RCP8.5 whereas in the mitiga-
tion scenario RCP2.6 the corresponding change reduces to 
10–30%. It is noteworthy that even in the highest concen-
tration scenario frost day exist over North Africa. This is 
probably linked to the poor vegetation cover in the region 
which supports a rapid cooling over night even in the high 
concentration scenario RCP8.5.

Figure 12b displays changes in the duration of periods of 
at least 5 consecutive days. The strongest response is seen in 
the northernmost land areas where the period length declines 
by up to more than 20 days indicating a more frequent inter-
ruption of frost periods in these regions. Further south with 
the exception of elevated regions like the Alps frost periods 
change only slightly. Thus, at first order the overall pattern 
follows the distribution frost periods abundance in the con-
trol period. All this applies also to periods of at least 3 con-
secutive ice days displayed in Fig. 12c.

5 � Discussion

5.1 � Interactive air–sea coupling over land

Next the question is addressed if interactive air–sea coupling 
can have a pronounced effect on climate change at the end of 
the century in scenarios RCP4.5 and RCP8.5. For this, we 

will elaborate on how the coupled ensemble differs from the 
high resolution Euro-CORDEX ensemble provided by Jacob 
et al. (2014). With respect to the found changes in heat waves 
and dry spells, the coupled ensemble is in line with Euro-
CORDEX ensemble (e.g. Jacob et al. 2014). This is likewise 
true for the changes in mean seasonal climate change (Jacob 
et al. 2014; Kjellström et al. 2018; Rajczak and Schär, 2017). 
To further demonstrate this we now provide a more quan-
titative measure for the consistency with available results 
from previous studies. We follow Jacob et al. (2014) who 
calculated a number of climate indices for European sub-
regions and their change at the end of the twenty-first cen-
tury according the RCP4.5 and RCP8.5 scenarios. Following 
Metzger et al. (2005) 17 subregions can be distinguished 
based on variation in climate and ecosystems in Europe. For 
analysis, the subregions were further summarized to reduce 
complexity yielding a total of five main regions that were 
used in the analysis of European climate change in the IPCC 
AR5 report. These indices are then compared to those from 
the most recent Euro-CORDEX ensemble calculated in the 
same way by Jacob et al. (2014, Table 3). We note that the 
climate indices were determined only over land grid cells to 
ensure consistency with Jacob et al. (2014).

The majority of analyzed indices (~ 83% or 50 out of 
60) fall well into the likely range and ~ 93% are within the 
minimum and maximum ranges given in Jacob et al. (2014).
The calculated indices for mean T2m air temperature, frost 
days, and the two precipitation indices are almost completely 
within the likely range. Notable deviations are seen in the 
number of summer days which are however still within the 
min and max range of the Euro-CORDEX ensemble. All 
deviations are positive indicating that the coupled ensemble 
is in the upper range of the Euro-CORDEX ensemble. This 
may reflect that the coupled ensemble is a too cold during 
the historical period (Fig. 8a, Suppl. Mat. S1) which makes 
the model more sensitive to warming as less effective long-
wave back-radiation at low temperatures together with posi-
tive (snow-albedo) feedbacks tend to enhance warming. The 
most pronounced difference is clearly seen in the increase 
of tropical nights which is some orders of magnitude higher 
compared to the Euro-CORDEX ensemble (Table 3). The 
strongest response is seen in the Alpine sub-region both for 
RCP4.5 and RCP8.5 and for the Northern sub-domain for 
RCP8.5. However, this is most likely not an effect of inter-
active coupling but rather results from the coarser horizon-
tal resolution of the coupled ensemble (0.22°) compared to 
Euro-CORDEX ensemble (0.11°). Since the representation 
of mountainous areas is strongly depended on resolution it 
is likely that with coarser resolution, adjacent areas of lower 
elevation contribute to the Alpine area defined by Metzger 
et al. (2005). Consequently, the Alpine area is more sen-
sitive with respect to threshold based indices like tropical 
nights. Thus, from the quantitative comparison for European 

Fig. 12   a Number of frost days in the historical period (1970–1999) 
and the three climate scenarios. b Average period duration [days] of 
periods of at least 5 consecutive frost days. Shown is the mean over 
the model ensemble. Shown are only robust changes over the ensem-
ble. c Same as (b) but for periods of at least 3 consecutive ice days. A 
bias adjusted figure is available from the Suppl.Mat. S4

◂
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sub-regions and neglecting open ocean areas we can con-
clude interactive coupling has no notable effect on indices 
over land that are averaged over large spatial and temporal 
scales.

Confirming most global climate simulations, this study 
finds a stronger warming of land areas compared to open 
ocean areas for the European sector. In the ensemble aver-
ages land areas warm up by about 1.5 times faster than 
the ocean areas in all the considered scenarios (Table 2). 
Thus thermal land-sea contrasts may be less pronounced 
during winter and more pronounced during summer in the 
future climate. This may affect the intensity and pathway of 
cyclones that enter Europe from the Atlantic. Such effects 
have been detected in global climate simulations for the Arc-
tic where storminess intensified during the summer season 
when land-sea contrast were intensified compared to the 
present climate (Day and Hodges 2018).

5.2 � Interactive coupling over sea

We now aim to explore the differences between the coupled 
and the uncoupled model directly over the open sea areas of 
the coupled domain, i.e. the North Sea and Baltic Sea. For 
this we compare two runs for the present day climate forced 
by ERA40 reanalysis data. One run is fully coupled while 
the other uses ERA40 SST as atmospheric boundary condi-
tion over open water.

Figure s13a shows the difference in simulated seasonal 
T2m for the hindcast period 1970–1999. It is clearly seen 
that the coupled model shows almost everywhere warmer 
T2m over the coupled region compared to the uncoupled 
model (Fig. 13a). The lower T2m in the uncoupled run can 
be related to a substantial cold bias of the ERA40 SSTs 
(compared to observational data of Federal Maritime and 
Hydrographic Agency, Hamburg, Germany) prescribed at 
the models lower boundary (Gröger et al. 2015). It was also 
found that the coupled model does considerably reduce this 
bias at the sea surface. Figure 13a further demonstrates that 
the differences are mostly restricted to the coupled region. 
The most likely reason for this is the intense dispersive 
energy transport of the atmosphere compared to the ocean. 
In addition, the Baltic Sea and North Sea area must be con-
sidered small compared to the whole model domain. As a 
result, temperature anomalies generated in the coupled ocean 
are prevented from extending too far inside land areas. Con-
sequently, the air–sea coupling effect on land is restricted to 
the coastal regions (Fig. 13a). However, notable effects on 
land coastal areas are seen especially during warm seasons 
(summer and autumn) when the anomalies over the Baltic 
Sea are highest. At this time T2m anomalies over land can 
exceed 0.3 K along the coasts.

Summer and autumn are also the seasons where the 
ocean–atmosphere heat exchange differs most between Ta
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coupled and uncoupled simulations (Fig. 13b). During sum-
mer when the atmosphere is warmer than the ocean sea to 
air fluxes are negative. This heat transfer to the ocean is 
less strong in the coupled model where the ocean is allowed 
to warm thereby reducing the atmosphere–ocean tempera-
ture gradient. With the beginning of autumn the atmosphere 
cools faster than the sea and the sea to air heat flux becomes 
positive. Here the resulting ocean to atmosphere heat flux 
is bigger in the coupled model (Fig. 13b).This is somewhat 
surprising as one would expect the ocean will cool in the 
coupled model and reduce air sea temperature contrasts 
thereby lowering heat fluxes. However, this is not the case 
as previously shown by Gröger et al. (2015) due to a feed-
back simulated only by the coupled ocean model. Accord-
ingly, widespread strong sea to air heat fluxes destabilize 
the atmospheric boundary layer resulting in stronger winds 
further translating into a deeper ocean mixed layer. This pre-
vents the ocean surface from too strong cooling as warmer 
water from deeper water layers reaches the surface (Gröger 
et al. 2015). As a result, the coupled – uncoupled T2m dif-
ference is highest during summer and autumn (Fig. 13b).

The strong thermal response to interactive air–sea cou-
pling will likely also influence most temperature related cli-
mate indices. An example is the response of tropical nights 
in the future climate. Teichmann et al. (2018) calculated 
tropical nights for global warming levels of + 1.5 K, + 2 K, 
and + 3 K. For this the authors used uncoupled Euro-COR-
DEX atmosphere scenarios using SSTs from global models 
at the lower boundary. However, no substantial increases of 
tropical nights over the Baltic Sea are reported and north of 
55° N tropical nights are mostly absent even at the strongest 

warming level of 3 K (see Fig. 2 in Teichmann et al. 2018). 
By contrast, the usage of an interactively coupled ocean 
model identifies the Baltic Sea as a hot spot of tropical 
nights in future climate.

These findings will have consequence for marine and 
coastal climate change impact studies. Data from uncou-
pled climate projections were used in several studies to drive 
regional ocean models for specific marine applications (e.g. 
Friocourt et al. 2012; Kjellström and Ruosteenoja 2007; 
Omstedt et al. 2012; Tinker et al. 2015, 2016; Tian et al. 
2016; Pätsch et al. 2017; Höglund et al. 2017).

5.3 � Limitations

In our ensemble interactive air sea coupling impacts mainly 
directly over the coupled region and along the coasts. Over 
wider land areas calculated climate indices are statistically 
indistinguishable from published uncoupled ensembles 
(Jacob et al. 2014). However, the weak air sea coupling 
effect over land areas should not be generalized as some 
uncertainties are associated with our model configuration. 
First, the coupled area, i.e. the North Sea and Baltic Sea 
cover only 800,820 km2 which constitutes only a small part 
of the entire open ocean area within the Euro-CORDEX 
domain. In addition, the coupled North and Baltic Seas are 
shallow marginal shelf seas with only a small water volume 
which limits their effective heat inventory and thus, the abil-
ity to influence the thermal dynamics of the atmosphere on 
a large scale beyond the coupled domain.

The key parameter for the found differences is the repre-
sentation of SSTs and sea ice in the atmospheric boundary 

Fig. 13   a Difference of T2m 
between coupled minus uncou-
pled ERA40 hindcast simulation 
for the period 1970–1999. b Sea 
to air heat flux average over the 
area of the Baltic Sea
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layer. In uncoupled simulation these fields have to be derived 
from global ocean models which do not resolve oceanic key 
processes, such as the oceans thermocline dynamics, vertical 
mixing and heat transport in the North Sea and Baltic Sea, 
and which are sensitive to air-sea coupling.

The future trend of regional climate modelling will 
demand for higher horizontal resolution up to convection 
permitting scales of only a few kilometers (Giorgi 2019; 
Jacob et al. 2020). At these resolution interactive air sea 
coupling can be expected to be more beneficial. With the 
resolution used in our study, SST fields are simulated with a 
resolution of two nautical miles (~ 3.7 km). But, these fields 
have to be interpolated on the atmospheric grid at ~ 22 km 
resolution. Accordingly, small scale SST patterns like strong 
gradients along the transition from the coasts to the open sea 
are strongly smoothed which hampers the representation of 
realistic land–sea dynamics. However, with increasing reso-
lution of the atmosphere model, the additional relative con-
sumption of CPU resources by the ocean model decreases 
and makes coupled ocean atmosphere models economically 
less demanding.

Finally, this study does not take into account correspond-
ing biophysical feedbacks from interactive atmophere-land 
coupling simulated by interactive dynamical vegetation 
models. Today, such biophysical effects are mostly pas-
sively taken into account through scenarios for future land 
use (e.g. Jacob et al. 2020) assuming that the land surface 
is mainly managed rather than subject to climate change. 
However, climate-vegetation interactions have been shown 
to be important in less dense populated areas (e.g. Wu et al. 
2016) but may be also important in the context of protected 
land areas and for natural landscape restoration actions.

6 � Conclusions

For the first time, we present scenario simulations for Europe 
with a regional high-resolution atmosphere–ocean model 
including the interactively coupled Baltic Sea and North 
Sea based upon an ensemble of nine global climate models 
and three greenhouse gas concentration scenarios (RCP2.6, 
RCP4.5 and RCP8.5). The large ensemble allows to estimate 
uncertainties of projections whereas previous studies with 
coupled models focused on mini-ensembles only. In addi-
tion to ensemble mean changes, we analyzed the changes of 
selected extremes. Over land, we found similar changes in 
our scenario simulations compared to the results of previous 
studies of the Euro-CORDEX project. However, we found 
different results over the Baltic Sea and North Sea. In par-
ticular, our projections suggest that tropical nights increase 
significantly over the Baltic Sea and adjacent coastal regions 
in future climate whereas uncoupled projections showed 
almost no change. We found that the results are explained 

by feedback mechanisms of the coupled model that are miss-
ing in uncoupled projections. We conclude that the usage of 
climate change data from uncoupled model ensembles such 
as the Euro-CORDEX data should be treated with caution 
over open sea areas and the adjacent coastal zones.
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