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ABSTRACT

Precipitous Arctic sea-ice decline and the corresponding increase in Arctic open-water areas in summer months give
more space for sea-ice growth in the subsequent cold seasons. Compared to the decline of the entire Arctic multiyear sea ice,
changes in newly formed sea ice indicate more thermodynamic and dynamic information on Arctic atmosphere–ocean–ice
interaction and northern mid–high latitude atmospheric  teleconnections.  Here,  we use  a  large multimodel  ensemble  from
phase 6 of the Coupled Model Intercomparison Project (CMIP6) to investigate future changes in wintertime newly formed
Arctic sea ice. The commonly used model-democracy approach that gives equal weight to each model essentially assumes
that all models are independent and equally plausible, which contradicts with the fact that there are large interdependencies
in  the  ensemble  and  discrepancies  in  models’ performances  in  reproducing  observations.  Therefore,  instead  of  using  the
arithmetic  mean of  well-performing models  or  all  available models  for  projections like in previous studies,  we employ a
newly developed model weighting scheme that weights all models in the ensemble with consideration of their performance
and independence to provide more reliable projections. Model democracy leads to evident bias and large intermodel spread
in CMIP6 projections of newly formed Arctic sea ice. However, we show that both the bias and the intermodel spread can
be  effectively  reduced  by  the  weighting  scheme.  Projections  from  the  weighted  models  indicate  that  wintertime  newly
formed Arctic sea ice is likely to increase dramatically until the middle of this century regardless of the emissions scenario.
Thereafter, it may decrease (or remain stable) if the Arctic warming crosses a threshold (or is extensively constrained).
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Article Highlights:

•  CMIP6 projections of wintertime newly formed sea ice are subject to large bias and uncertainty.
•   Both  the  bias  and  uncertainty  can  be  effectively  constrained  by  weighting  models  by  their  performance  and
independence.
•  Weighted projections indicate that newly formed sea ice will likely increase continuously from the mid-2000s to the mid-
21st century.
• Thereafter, newly formed sea ice may decrease (or stabilize) if the Arctic warming crosses a threshold (or is constrained).
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 1.    Introduction

Arctic  sea  ice  has  declined  precipitously  in  recent
decades, which has been one of the most visible signals of cli-
mate change (Stroeve and Notz, 2018). This has manifested
as  a  decrease  in  ice  cover,  extent,  thickness,  volume,  age,
and length of the ice-covered season (Laxon et al., 2013; Ren-
ner  et al.,  2014; Stroeve  et al.,  2014; Comiso  et al.,  2017;
Kwok, 2018). The pronounced decline in sea-ice cover and
extent since the beginning of the modern satellite record has
been  a  prominent  topic  in  climate  research  (Ding  et al.,
2019; Liu  et al.,  2021).  While  the  decline  in  ice  extent
occurs  in  all  months,  the  rates  of  decline  maximize  at  the
end  of  the  melting  season  in  September.  In  the  past  few
decades, scientists have made great efforts to examine both
the causes and climatic effects of the decline in September
Arctic  sea-ice  extent  (Kim  et al.,  2014; Ding  et al.,  2017;
Liu et al., 2022).

One  of  the  most  direct  consequences  of  the  decline  in
September  sea-ice  extent  is  an  increase  in  the  open-water
areas  in  the  Arctic,  which  gives  more  space  for  sea-ice
growth during the subsequent freeze-up season. One recent
study  noted  that  there  was  an  increasing  trend  in  the  total
extent  of  newly  formed  Arctic  sea  ice  in  the  winters  of
1979/80–2016/17 (Hegyi and Taylor, 2018). In addition, the
substantial  thinning  of  Arctic  sea  ice  has  led  to  the  total
thickness and total volume of wintertime newly formed sea
ice  having  also  experienced  an  increasing  trend  in  recent
years (Petty et al., 2018; Ricker et al., 2021). The underlying
physical mechanism is associated with a negative feedback
process during the growth of ice thickness, in which thinner
ice  grows  faster  than  thicker  ice  owing  to  its  decreased
insulation (Bitz  and Roe,  2004).  With the dramatic  decline
in  summer  Arctic  sea  ice,  we  can  imagine  that  wintertime
newly formed Arctic sea ice will continue to increase in the
future, which would suggest that newly formed sea ice may
play  an  increasingly  important  role  in  the  Arctic  climate
system.

The continuous Arctic sea-ice decline could lead to an
ice-free Arctic (i.e., sea-ice extent or area below 1 × 106 km2)
in summer over the coming decades (Jahn, 2018; Niederdrenk
and  Notz,  2018; Zhao  et al.,  2022b).  If  the  future  Arctic
reaches an ice-free condition in September, the sea ice in a
year  will  be  completely  composed  of  wintertime  newly
formed sea ice. Compared with ice that lasts multiple years
(i.e.,  multiyear  sea  ice),  newly  formed  sea  ice  is  thinner,
more breakable, easier to move, and more sensitive to climate
variability. The dramatic decline in multiyear sea-ice cover-
age and the increase in newly formed sea ice demonstrates
that the Arctic cryosphere is transitioning from a multiyear
ice–dominated state to a newly formed ice–dominated state.
Such a transition may lead to essential changes in atmosphere
–ocean–ice interaction in the Arctic, which would affect the
northern  mid–high  latitude  climate  (Deng  and  Dai,  2022;
Zhao et al., 2023). This implies an urgency and necessity to
improve assessments of future changes in wintertime newly
formed  sea  ice.  While  previous  studies  have  explored  the

changes  and  variability  of  total  Arctic  sea  ice  (including
both  newly  formed  sea  ice  and  multiyear  sea  ice)  (Wernli
and  Papritz,  2018; Olonscheck  et al.,  2019; Petty  et al.,
2020), changes in newly formed sea ice alone have received
relatively less attention.

However, projections of wintertime newly formed Arctic
sea  ice  are  subject  to  large  uncertainty  (Petty  et al.,  2018),
and  this  uncertainty  needs  to  be  effectively  constrained  to
better  understand  and  predict  future  climate  changes  over
the northern mid–high latitudes. Climate projections are asso-
ciated with three main sources of uncertainty: natural internal
variability,  emissions  scenario  uncertainty,  and  structural
model uncertainty (Tebaldi and Knutti, 2007; Hawkins and
Sutton,  2009; Maher  et al.,  2020).  Internal  variability  is
highly dependent on the variables, time period, and regions
of interest, and arises from the chaotic behavior of the climate
system so as to be generally regarded as irreducible on time
scales of more than a few years (Hawkins and Sutton, 2009;
Deser et al.,  2012; Fatichi  et al.,  2016).  Emissions scenario
uncertainty is also hard to reduce since it is mainly determined
by political decisions and technological development, which
of course do not follow the laws of physics and are largely
choices driven by society (van Vuuren et al.,  2011; Lorenz
et al., 2018). Therefore, reducing the model uncertainty that
arises from differences in the response of models to specified
forcing agents is the best choice if we want to reduce uncer-
tainty in climate projections.

A  common  approach  to  quantify  model  uncertainty  is
to  use  multimodel  ensembles  that  contain  multiple  models
running  common  experiments  but  using  different  ways  to
characterize  the  physical  processes,  as  in  the  Coupled
Model  Intercomparison  Projects  (CMIPs)  (Eyring  et al.,
2016). When working with a multimodel ensemble, a prevail-
ing approach is to give each model the same weight and use
their arithmetic mean to estimate possible future changes of
climate (Collins et al., 2013; IPCC, 2021). This approach is
known as model democracy, and is based on the assumption
that all models are independent of each other and have identi-
cal ability in providing reliable projections (Sanderson et al.,
2015a, b; Knutti et al., 2017). However, such an assumption
may not be tenable, especially in cases when large multimodel
ensembles,  such  as  those  used  in  the  CMIPs,  are  used  to
project  future  climate.  On  the  one  hand,  models  in  a  large
ensemble  normally  differ  greatly  in  their  performances  in
reproducing the observed climate. It is hard to expect that a
model  having  bad  performance  can  provide  projections  as
reliable as a model having good performance. On the other
hand,  there  is  large  interdependence  in  large  multimodel
ensembles  (Knutti  et al.,  2010, 2013; Masson  and  Knutti,
2013). Taking the CMIPs, for example, there are many ver-
sions  of  the  same  model  that  differ  only  in  some  minor
aspects such as their horizontal resolution (e.g., MPI-ESM-
HR and MPI-ESM-LR), and there are also numerous models
from  different  institutes  that  share  ideas  and  codes  (e.g.,
CESM1.2.2 and TaiESM1) (Lee et al., 2020). These models
have many similarities.  They may have common structural
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limitations, miss the same processes, or make similar approxi-
mations (Knutti et al., 2017). Therefore, many recent studies
have proposed to consider both the performance and the inde-
pendence of each model when using large multimodel ensem-
bles  for  climate  projections,  arguing  that  the  prevailing
model democracy in many cases may not necessarily be the
best  choice  (Annan  and  Hargreaves,  2011; Knutti  et al.,
2013; Herger et al., 2018).

In  the  past  several  decades,  scientists  have  tried  using
sub-selection  of  well-performing  models  to  quantify  the
actual  uncertainty  in  climate  projections  (Herger  et al.,
2019; Notz  and  SIMIP  Community,  2020; Docquier  and
Koenigk, 2021). This approach considers model performance
in  the  model  sub-selection  process.  However,  it  employs
model  democracy  when  dealing  with  results  derived  from
the  selected  well-performing  models  (i.e.,  each  model  is
equally  weighted).  This  means  that  this  approach  ignores
the interdependence of the selected models. Well-performing
models  produce  outputs  that  are  close  to  observations,  and
some of them are extremely close to each other, which usually
results from the fact that they are from the same institute or
share large amounts of code. These models have large interde-
pendence,  and ignoring their  interdependence may bias the
projections substantially. Taking an extreme case as an exam-
ple, repeatedly using the same model would not provide any
new  information,  but  would  instead  amplify  (double)  the
bias of that model from the observations. Ignoring the interde-
pendence of these models may also lead to poor estimation
of the actual uncertainty in climate projections (Herger et al.,
2018; Brunner et al., 2020; Zhao et al., 2022b). In addition,
using only a few models for projections may lead to loss of
some new and useful information and thus produce overconfi-
dent results, which motivates us to use all available models
for  projections.  The  aforementioned  limitations  of  the
model sub-selection method imply an urgency and necessity
to  use  advanced  approaches  that  can  consider  both  the
model performance and independence when dealing with mul-
timodel projections.

In  the  present  study,  we  use  a  multimodel  weighting
scheme developed by Knutti et al. (2017) based on the work
of Sanderson  et al. (2015a, b),  which  weights  models  with
consideration of both model performance and model indepen-
dence, to improve the skill and quantify the actual uncertainty
in projections from phase 6 of CMIP (CMIP6) of wintertime
newly formed Arctic sea ice. It has been proven that such a
weighting scheme is effective at reducing the uncertainty in
projections of many variables, such as September Arctic sea
ice (Zhao et al., 2022b), summer European temperature and
precipitation  (Brunner  et al.,  2019),  and  summer  runoff  in
the  Yangtze  River  Basin  (Zhao  et al.,  2022a).  The  specific
aim of the study is to use such a weighting scheme to provide
reliable  projections  of  wintertime newly formed Arctic  sea
ice for the scientific community.

Following  this  introduction,  section  2  details  the
datasets used, the definitions of wintertime newly formed Arc-
tic  sea  ice,  and the  weighting scheme employed.  Section 3
evaluates the weighting scheme and presents future projec-

tions of wintertime newly formed Arctic sea ice.  Section 4
provides some further discussion and our conclusions based
on the results of this study.

 2.    Data and methods

 2.1.    Observations and model datasets

Monthly sea-ice concentration data on a 1° latitude × 1°
longitude grid were obtained from the Met Office Hadley Cen-
tre  Sea  Ice  and  Sea  Surface  Temperature  dataset,  version
1.1 (HadISST 1.1; Rayner et al.,  2003).  Note that the main
results of this study do not change appreciably if other obser-
vational  sea-ice  concentration  datasets  are  used.  The
monthly  sea-ice  extent  was  obtained  from  the  National
Snow and Ice Data Center (NSIDC) Sea Ice Index, version
3  (Fetterer  et al.,  2017).  To  obtain  the  time  series  of
monthly sea-ice area, we multiplied every grid-cell area by
its sea-ice concentration and summed up all the grid values
over the Northern Hemisphere.

The multimodel ensemble used in this study comprises
all currently available CMIP6 models that provide monthly
sea-ice concentration and surface air temperature in both his-
torical simulations during 1850–2014 and future projections
during  2015–2099  under  four  different  Shared  Socioeco-
nomic  Pathways  (SSPs):  SSP1-2.6,  SSP2-4.5,  SSP3-7.0,
and  SSP5-8.5  (Eyring  et al.,  2016; O'Neill  et al.,  2016).
These four pathways have radiative forcings in 2100 of 2.6,
4.5, 7.0 and 8.5 W m−2, respectively. In total, 29 CMIP6 mod-
els are used in this study, and for each model only the first
available  ensemble  member  is  used  (see Table  1 for  a  full
list). This is because (1) the number of total ensemble mem-
bers  of  most  CMIP6 models  is  small,  which makes it  hard
to analyze the impacts of internal variability, and (2) it  has
been proven that internal variability has a negligible impact
on  sea-ice  projections  obtained  by  the  weighting  scheme
(Zhao et al., 2022b). To facilitate comparison, all model out-
puts  are  regridded  to  a  regular  1°  ×  1°  grid  using  bilinear
remapping.  For  each  model,  the  sea-ice  extent  time  series
was estimated as the sum of all areas in the Northern Hemi-
sphere  covered  by  sea  ice  with  a  concentration  of  at  least
0.15. The time series of sea-ice area was estimated using the
same approach as for the observations based on sea-ice con-
centration data.

 2.2.    Definitions  of  wintertime  newly  formed  Arctic  sea
ice

In this study, wintertime newly formed Arctic sea ice is
quantified as the difference between the sea-ice state at the
beginning and the end of the freeze-up season (latter minus
former).  The  freeze-up  season  in  year i can  be  defined  in
two  distinct  ways.  One  is  a  dynamic  way,  by  which  the
freeze-up  season  is  defined  as  the  period  from  the  time  in
year i when  the  sea-ice  state  reaches  the  minimum  to  the
time in year i + 1 when the sea-ice state reaches the maxi-
mum. In this case, the length of the freeze-up season is depen-
dent  on the variables  used to  characterize the sea-ice state,
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and may not always be the same in all years. The other is a
fixed way, by which the freeze-up season is  defined as the
period  that  conventionally  spans  from September  of  year i
to March of year i + 1. In this case, the length of the freeze-
up season does not depend on the variables used to character-
ize the sea-ice state, and is identical in all years. Note that,
in  this  paper,  years  are  labeled  as  the  calendar  year  of  the
freeze-up season. The focus of this study was on the sea-ice
growth in  the horizontal  direction (i.e.,  cover,  extent,  area)
rather than the vertical direction (i.e., thickness). When ana-
lyzing the temporal variability of newly formed sea ice, the
monthly sea-ice extent and monthly sea-ice area are used to
characterize the sea-ice state, enabling us to obtain a total of
four different time series of newly formed sea ice based on
the two definitions of the freeze-up season. When analyzing
the spatial patterns of the newly formed sea ice, the monthly
sea-ice concentration is used to characterize the sea-ice state,
and this is applied only to the second definition of the freeze-
up season (the fixed way). The newly formed sea ice quanti-
fied in this way is termed as “the newly formed sea-ice con-
centration” hereafter.

 2.3.    Multimodel weighting scheme

In  this  study,  a  weighting  scheme  is  applied  to  the
CMIP6  large  multimodel  ensemble  (containing  29  models
in total; see Table 1 for details) to improve the skill and quan-
tify  the  real  uncertainty  in  the  projections  of  wintertime
newly  formed  Arctic  sea  ice.  The  weighting  scheme  was
developed  by Knutti  et al. (2017),  following  on  from  the
work of Sanderson et al. (2015a, b). One of the most attractive
advantages of this scheme is that it considers the model inter-
dependence in multimodel ensembles, which has been com-
monly  overlooked  in  previous  studies,  including  the  IPCC
reports  (Collins  et al.,  2013; IPCC,  2021).  The  weighting
scheme weights each CMIP6 model according to its perfor-
mance and its independence, following the principle that mod-
els agreeing well with observations (i.e., having good perfor-
mance) will be up-weighted, and models having rare dupli-
cates within the multimodel ensemble (i.e., having large inde-
pendence)  will  also  be  up-weighted.  The  performance  of
each model is evaluated by the distance of that model from
the observation, with a smaller distance indicative of better
performance. The independence of each model is evaluated

 

Table 1. Details of the 29 CMIP6 models used in this study, including model ID, institution ID, country, ocean component model, and
ocean model grid numbers (number of x-direction grids × number of y-direction grid × number of vertical layers).

Model no. Model ID Institution ID/country Ocean model/grid numbers (lon.×lat.×lev.)

1 ACCESS-CM2 CSIRO-ARCCSS/Australia ACCESS-OM2/360×300×50
2 ACCESS-ESM1-5 CSIRO/Australia ACCESS-OM2/360×300×50
3 BCC-CSM2-MR BCC-CMA/China MOM4/360×232×40
4 CAMS-CSM1-0 CAMS-CMA/China MOM4/360×200×50
5 CanESM5 CCCMA/Canada NEMO3.4.1/361×290×45
6 CanESM5-CanOE CCCMA/Canada NEMO3.4.1/361×290×45
7 CAS-ESM2-0 CAS/China LICOM2.0/362×196×30
8 CESM2 NCAR/USA POP2/320×384×60
9 CESM2-WACCM NCAR/USA POP2/320×384×60
10 CNRM-CM6-1 CNRM-CERFACS/France NEMO3.6/362×294×75
11 CNRM-CM6-1-HR CNRM-CERFACS/France NEMO3.6/1442×1050×75
12 CNRM-ESM2-1 CNRM-CERFACS/France NEMO3.6/362×294×75
13 EC-Earth3 EC-Earth-Consortium/EU NEMO3.6/362×292×75
14 EC-Earth3-Veg EC-Earth-Consortium/EU NEMO3.6/362×292×75
15 EC-Earth3-Veg-LR EC-Earth-Consortium/EU NEMO3.6/362×292×75
16 FGOALS-f3-L LASG-IAP/China LICOM3.0/360×218×30
17 FGOALS-g3 LASG-IAP/China LICOM3.0/360×218×30
18 INM-CM4-8 INM/Russia INM-OM5/360×318×40
19 INM-CM5-0 INM/Russia INM-OM5/720×720×40
20 IPSL-CM6A-LR IPSL/France NEMO-OPA/362×332×75
21 MIROC6 MIROC/Japan COCO4.9/360×256×63
22 MIROC-ES2L MIROC/Japan COCO4.9/360×256×63
23 MPI-ESM1-2-HR MPI-M/Germany MPIOM1.63/802×404×40
24 MPI-ESM1-2-LR MPI-M/Germany MPIOM1.63/256×220×40
25 MRI-ESM2-0 MRI/Japan MRI.COM4.4/360×364×61
26 NorESM2-LM NCC/Norway MICOM/360×384×70
27 NorESM2-MM NCC/Norway MICOM/360×384×70
28 TaiESM1 AS-RCEC/Taiwan POP2/320×384×60
29 UKESM1-0-LL MOHC/UK NEMO-HadGEM3-GO6.0/360×330×75
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by  the  distances  of  that  model  from  other  models,  with
larger distances indicative of larger independence. The dis-
tance  metric  is  represented  by  the  root-mean-square-error
(RMSE).  Such  a  metric  is  not  the  only  option,  and  some
other  skill  scores  may  also  be  applicable  (Perkins  et al.,
2007; Chen et al., 2011). Distances are calculated using obser-
vations  and  model  simulations  of  the  historical  “climate ”
related to the projected target. The “climate” is characterized
by basic climate features (e.g., climatology, trend, interannual
variability) of a set of variables that are relevant to the pro-
jected target (see section 2.4). Thus, it can be seen that the per-
formance and independence of each model are comprehen-
sively evaluated using multiple diagnostics instead of solely
the projected target. This can reduce the risk that unreliable
models are unreasonably up-weighted just because they acci-
dently  agree  well  with  the  projected  target  observations.
After all  models are weighted, the mean of the multimodel
ensemble is utilized to estimate a relatively accurate and repre-
sentative future change of  wintertime newly formed Arctic
sea ice. A weighted standard deviation or percentiles across
the  weighted  models  are  calculated  to  quantify  the  actual
uncertainty  in  future  projections  of  the  newly  formed  sea
ice.

wiThe  main  equation  calculates  a  single  weight  for
model i as a product of its performance weight (numerator)
and its independence weight (1/denominator): 

wi =
e
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with  being  the  distance  of  model i to  the  observations,
 a constant parameter determining the strength of the per-

formance  weighting, M the  total  number  of  models,
 the distance of model i to another model j, and 

a constant parameter determining the strength of the indepen-
dence weighting. To facilitate comparisons between the pro-
jections  derived  from  the  weighted  and  unweighted  (i.e.,
each model can be seen to have an equal weight of 1/M) multi-
model  ensemble,  which  can  help  evaluate  the  effect  of  the
weighting  scheme,  all  models’ weights  are  multiplied  by  a
constant to ensure that their sum is equal to one. Diagnostics
play equal roles in the weight estimation.  and  are calcu-
lated as the mean distance across all  diagnostics.  Note that
the magnitude of the RMSE raw values in terms of different
diagnostics may have large discrepancies, which can lead to
unequal roles of the diagnostics in the weight estimation. To
address this issue, for each diagnostic, both the RMSE dis-
tances  between  models  and  observations  and  between
model pairs are put together and normalized by their median
before the diagnostic distance is averaged.

σD σsThe two shape parameters [  and  in Eq. (1)] deter-
mine the typical distance by which a model would be consid-
ered to be “close” to observations (i.e., setting the strength
of the performance weighting) and to another model (i.e., set-

σs

σD σD

σD

σD

σD σs

ting  the  strength  of  the  independence  weighting),  respec-
tively. It has been suggested that results derived by the weight-
ing scheme show relatively low sensitivity to the choice of
the  value,  but  has  high  sensitivity  to  the  choice  of  the

 value (Knutti et al., 2017). A small  value results in
aggressive weighting with few models receiving most of the
weights  and  therefore  would  produce  narrow  projections,
while a large  value leads to an approximation of equal
weighting  and  therefore  would  produce  wide  projections
(see Knutti et al., 2017 for a discussion). It is inappropriate
to  determine  as  a  too  large  or  a  too  small  value.  To
choose  a  proper  pair  of  and  values,  we  follow  the
same  principle  as Knutti  et al. (2017)  by  using  a  “perfect
model setup”, which is explained in detail in section 2.5.

 2.4.    Projected target and weighting diagnostics

Di

S i j

Observations  reveal  that  the  time  series  of  wintertime
newly  formed  Arctic  sea  ice  quantified  by  either  monthly
sea-ice  extent  (Fig.  1a)  or  monthly  sea-ice  area  (Fig.  1b)
based on the two different definitions of the freeze-up season
(see  section  2.2)  have  extremely  high  consistency  in  the
present period. This indicates that the extent and area of Arctic
sea ice in most years (except for a few years, such as 1986,
1997 and  2008)  reach  their  minimum (maximum) value  in
September  (March).  In  addition,  high  consistency  can  also
be  found  between  the  time  series  of  the  newly  formed  sea
ice  quantified  by  the  monthly  sea-ice  extent  and  the
monthly sea-ice area (Fig. 1a vs Fig. 1b). Therefore, we use
only one of these metrics to quantify the newly formed sea
ice  (i.e.,  the  monthly  sea-ice  extent  from  the  fixed  way;
termed as “newly formed sea-ice extent” hereafter) in the fol-
lowing  analysis  of  its  temporal  variations.  The  wintertime
newly formed sea-ice extent is chosen as the projected target
in  this  study.  Note  that  the  results  of  this  study  do  not
change much when we use other metrics (e.g., monthly sea-
ice area) to quantify the newly formed sea ice (not shown).
Given that the sea-ice extent is directly tied to the sea-ice con-
centration (see section 2.1), as well as the fact that the clima-
tology,  trend,  and  interannual  variability  have  been  com-
monly regarded as basic features of  climate relevant  to the
projected  target  in  model  assessments  (Guo  et al.,  2021;
Shiru  and  Chuang,  2021),  we  select  six  diagnostics  to
weight the CMIP6 models in this study, including the clima-
tology,  trend,  and  interannual  variability  (characterized  by
the standard deviation of the linearly detrended data) of (1)
the  newly  formed  sea-ice  extent  and  (2)  the  newly  formed
sea-ice  concentration  (see  section  2.2)  in  the  Arctic  region
(60°–90°N).  Such  a  number  of  diagnostics  has  been  found
to be a good number in the assessment of a model’s ability
to  reproduce  the  observed  climate  (Lorenz  et al.,  2018).  A
larger  number  tends  to  converge  the  model  performances,
since models are unlikely to perform well across a large num-
ber of diagnostics, while a smaller number increases the risk
of producing overconfident performance weighting.  and

 are calculated based on the six diagnostics according to
models’ simulations during the historical time period, which
is determined as 1979–2013 with consideration of the avail-
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ability of observations and model outputs. A distance matrix,
which  contains  both  the  value  (last  row)  and  the 
value (first M rows, with M being the total number of mod-
els) of each model, is illustrated in Fig. 2. According to the
last row of this matrix, MRI-ESM2-0 (FGOALS-g3) has the
smallest (largest) distance from the observations, indicating
that it has the best (worst) performance in simulating winter-
time newly formed Arctic  sea  ice.  The changes  in  two 30-
year  future  periods,  representing  the  mid-century  (2039–
2068)  and  end-of-century  (2069–2098)  conditions  relative
to the 1981–2010 baseline are analyzed to assess the effect
of the weighting scheme on future projections.

 2.5.    Estimation of shape parameters

σD σs

In  this  study,  following Knutti  et al. (2017),  a  perfect
model setup is employed to estimate the values of the shape
parameters  (i.e.,  and )  in  Eq.  (1).  This  setup  solely
uses  model  simulations  without  any  observations.  It  first
chooses one model in turn from the multimodel ensemble as
a  perfect  model.  Simulations  of  this  perfect  model  during
the  historical  time  period  (i.e.,  1979–2013)  are  treated  as
“pseudo-observations ”.  The  remaining  models  are  then
weighted based on Eq. (1) using models’ distances from the
“pseudo-observations” (performance weighting) and their dis-
tances from each other (independence weighting). After the

 

 

Fig. 1. (a) Observed time series of wintertime newly formed Arctic sea ice quantified by the
monthly sea-ice extent from the dynamic way (red curve) and the fixed way (blue curve). (b)
As in (a) except that the newly formed sea ice is quantified by the monthly sea-ice area. (c)
Time series of wintertime newly formed Arctic sea ice in the unweighted CMIP6 multimodel
projections  under  the  SSP5-8.5  scenario.  The  newly  formed  sea  ice  is  quantified  by  the
monthly  sea-ice  extent  from  the  fixed  way.  The  black  curve  and  gray  band  indicate  the
unweighted multimodel mean and intermodel spread, respectively. The blue curve represents
the observation.
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remaining models are weighted, they are utilized to predict
future projection results of that perfect model. For each per-
fect model, we can obtain one distribution across the individ-
ual  weighted  predictions  (termed  “weighted  distribution ”
hereafter).  The  setup  is  conducted M times  (M being  the
total number of models) to make sure that each model in the
multimodel ensemble has been selected as the perfect model
only once (so we can obtain M projection results and the cor-
responding M weighted distribution). After this process has
been completed, we count the number of cases in which the
future projection result  of the perfect model lies within the
10th–90th percentile of the corresponding weighted distribu-
tion,  and  calculate  a  fraction  case  by  dividing  that  number
by M.  Note  that  we  use  multiple  combinations  of  and

 with each parameter ranging from 0.2 to 1.1 with an incre-
mental bin of 0.025 (there are a total of 37  × 37  combi-
nations)  for  the  model  weighting,  and  as  a  result,  we  can
obtain 37 × 37 different corresponding case fractions.  This
can help us analyze the dependence of the case fraction on

 and  values,  and  the  results  are  shown in Fig.  3.  In
this study, we focus on four future projection results of the

σD

σD

σs

σs

σD

perfect model, which are chosen as the mean newly formed
sea-ice extent (i.e., the projected target; see section 2.4) aver-
aged over the future period from 2015 to 2098 under four dif-
ferent  emission  scenarios  (i.e.,  SSP1-2.6,  SSP2-4.5,  SSP3-
7.0 and SSP5-8.5 scenarios). The case fraction shown in Fig. 3
is the mean fraction averaged across the four scenarios. The
best parameter combination should produce a weighted distri-
bution that is neither too wide nor too narrow. To ensure the
weighted distribution is not too narrow, which would lead to
overconfident  weighting,  the  case  fraction  needs  to  be  high
enough.  Here,  we  followed  the  same  principle  as Lorenz
et al. (2018) whereby the case fraction needs to reach at least
0.8 (indicated in Fig. 3 by the hatched areas). To avoid the
weighted distribution being too wide,  is determined here
as  the  smallest  value  that  can  make  the  case  fraction  meet
the  requirement  of  0.8.  This  is  because  a  larger  value
tends to produce a wider weighted distribution (see section
2.3). Since the case fraction and the width of the weighted dis-
tribution is insensitive to the choice of the  value (Fig. 3),
the  value is determined here as 0.6, and in this case the

 value is determined as 0.475 (see the blue dot in Fig. 3).
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Fig.  2. Mean  RMSE distance  matrix  for  CMIP6  models  averaged  across  the  six  weighting
diagnostics  (section  2.4).  It  contains  both  the  model-to-model  distances  ( ;  first M rows,
with M being  the  total  number  of  models)  and  the  model-to-observation  distances  ( ;  the
last  row).  Each  row  (column)  represents  a  single  climate  model  or  observation.  Each  box
represents  a  pairwise  distance.  Colors  indicate  the  magnitude  of  the  distance,  with  darker
colors  indicative  of  larger  distance.  Smaller  distances  mean  the  datasets  are  in  better
agreement  than  larger  distances.  Distances  are  calculated  using  observations  and  model
simulations during 1979–2013. Each pairwise distance shown is measured as a fraction of the
median of all pairwise distances.
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 3.    Results

 3.1.    Evaluation of the weighting scheme

Observations  reveal  that  the  wintertime  newly  formed
sea-ice extent has experienced a precipitous increasing trend
since the mid-2000s (Fig.  1c;  blue curve).  While  the  arith-
metic mean of the unweighted CMIP6 multimodel ensemble
indicates that such an increasing trend is likely to continue
until the middle of this century under a high-emissions sce-
nario  (i.e.,  SSP5-8.5),  it  notably  underestimates  the
observed  climatology,  trend,  and  interannual  variability  of
the  newly  formed  sea-ice  extent  during  the  present  period
(Fig. 1c; black curve). In addition, the spread across individual
projections within the multimodel ensemble is  also evident
(Fig. 1c; grey band). The bad performance of the original out-
puts of CMIP6 models affects the reliability of their  future
projections,  which  motivates  us  to  use  the  weighting
scheme to improve the skill of the projections. To evaluate
the effect of the weighting scheme, we present in Fig. 4 (top
row) a comparison between the historical simulations of the
newly  formed  sea-ice  extent  derived  from  the  unweighted
(left  in  each  panel)  and  the  weighted  (right  in  each  panel)
CMIP6 multimodel ensemble. To help understand the simula-
tion bias from the observations, we also compare their simula-
tions  of  the  monthly  sea-ice  extent  at  the  beginning  (i.e.,
September)  and  the  end  (i.e.,  March)  of  the  freeze-up  sea-

son, and the results are shown in the middle row and the last
row in Fig. 4, respectively.

It  is  indicated  that  both  the  mean  and  median  of  the
unweighted CMIP6 multimodel ensemble largely underesti-
mate the observed climatology, increasing trend, and interan-
nual  variability  of  the  wintertime  newly  formed  sea-ice
extent  during  the  historical  time  period  (Figs.  4a–c;  grey
bars and black dots). Bias in the climatology simulation is pri-
marily attributed to an underestimation of the observed clima-
tology of March sea-ice extent (Fig. 4g; grey bars and black
dots).  By  comparison,  the  mean  and  median  of  the
unweighted ensemble perform much better in simulating the
climatology of September sea-ice extent (Fig. 4d; grey bars
and black dots). In terms of the trend simulation, the situation
becomes  much  different.  The  mean  and  median  of  the
unweighted ensemble capture well the observed decreasing
trend of March sea-ice extent (Fig. 4h; grey bars and black
dots).  In  contrast,  they underestimate  the  observed rates  of
decline of September sea-ice extent (Fig. 4e; grey bars and
black dots), which leads to underestimation of the observed
rates  of  increase  in  the  newly  formed  sea-ice  extent.  In
terms  of  bias  in  the  interannual  variability  simulation,  the
bias  in  the  simulations  of  September  and  March  sea-ice
extent may both play a role, so it is hard to attribute the bias
of the newly formed sea ice simulation to one of them. The
difficulty is that the interannual variability of newly formed
sea-ice extent is not linearly correlated with the interannual
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Fig. 3. Fraction of cases (shading) in which the actual projection result of the perfect
model lies within the 10th–90th percentile of the weighted distribution in the perfect
model setup, as a function of the  value (x-axis) and the  value (y-axis) in Eq. (1)
(both range from 0.2 to 1.1 with an incremental bin of 0.025). Four projection results
of the perfect model are considered, which are the mean newly formed sea-ice extent
averaged  over  the  future  time  period  from  2015  to  2098  under  the  four  different
emission scenarios (i.e., SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5 scenarios). The
case  fraction  shown  here  is  the  mean  fraction  averaged  across  the  four  scenarios.
Hatched areas  indicate  that  the  case  fraction exceeds the  required value of  0.8.  The
vertical  line  indicates  the  minimum  value  of  for  the  case  faction  to  exceed  the
required value of 0.8,  given a  value of 0.6.  The solid dot indicates the values of
the two shape parameters in Eq. (1) (i.e.,  = 0.475,  = 0.6) used in this study.

8 WINTERTIME NEWLY FORMED ARCTIC SEA ICE PROJECTION

 

  



variability of either September or March sea-ice extent. We

take  two  different  extreme  cases  for  examples.  In  each  of

the two cases, both the September and March sea-ice extent

have  large  interannual  variability.  The  difference  between
 

(a) (b) (c)

(d) (e) (f)

(g) (i)(h)

 

Fig. 4. Evaluation of the weighting scheme in terms of the (a) climatology (units: 106 km2), (b) trend [units: 106 km2

(10 yr)−1], and (c) interannual variability (characterized by the standard deviation of the linearly detrended data; units:
106 km2) of the wintertime newly formed sea-ice extent during the historical time period (i.e., 1979–2013) simulated
by  the  unweighted  (grey  bars,  black  whiskers  and  dots)  and  weighted  (blue  bars,  whiskers  and  dots)  CMIP6
multimodel ensemble. (d–i) As in (a–c) but for simulations of (d–f) September sea-ice extent and (g–i) March sea-ice
extent.  In each panel,  the bars (black or blue dot) represent the mean (median) of the CMIP6 multiple models,  the
whiskers denote the range between the 10th and 90th percentiles of the individual models, and the horizontal green
line  denotes  the  observation.  The  colored  dots  in  the  middle  of  each  panel  indicate  the  results  derived  from  the
individual models, with darker colors indicative of larger weights assigned by the weighting scheme.
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the  two  cases  is  that  the  September  and  March  sea-ice
extent in the first (second) case are in-phase (out-of-phase)
correlated, with a correlation coefficient of 1.0 (−1.0). There-
fore,  the  newly  formed  sea-ice  extent  in  the  first  (second)
case  would  have  small  (large)  interannual  variability.  This
indicates  that  the  interannual  variability  of  the  newly
formed sea-ice extent is not only determined by the interan-
nual variability of March and September sea-ice extent, but
also affected by their relationship. We can see from Fig. 4f
and Fig.  4i (grey  bars  and  black  dots)  that  the  unweighted
mean and unweighted median have poor skill in simulating
the interannual variability of either September or March sea-
ice  extent.  It  is  therefore  unsurprising  to  see  that  they  also
have  poor  skill  in  simulating  the  interannual  variability  of
the newly formed sea-ice extent.

Compared  to  the  mean  and  median  of  the  unweighted
ensemble,  the  mean  and  median  of  the  weighted  ensemble
have much less bias from the observations for most simula-
tions shown in Fig.  4 (blue bars and dots).  In addition,  the
ranges between the 10th and 90th percentiles of the individual
models  for  most  simulations  become  evidently  smaller  in
the  weighted  case  (blue  whiskers  in Fig.  4)  than  in  the
unweighted case (black whiskers in Fig. 4).This clearly indi-
cates that the weighting scheme effectively reduces both the
bias and the intermodel spread in CMIP6 historical simula-
tions of the wintertime newly formed Arctic sea ice as well
as the sea-ice state (i.e., extent) at the beginning and the end
of  the  freeze-up  season.  This  is  because  models  having
smaller distances from the observations are assigned larger
weights by the weighting scheme, and vice versa (middle col-
umn  in  each  panel  of Fig.  4).  The  progress  made  by  the
weighting  scheme  increases  our  confidence  that  using  the
weighted ensemble instead of the unweighted ensemble can
generate  more  reliable  future  projections  of  wintertime
newly formed Arctic sea ice.

 3.2.    Projections  of  wintertime  newly  formed  Arctic  sea
ice

Figure  5 illustrates  projections  of  wintertime  newly
formed  sea-ice  extent  derived  from  the  unweighted  (black
curves  and  grey  bands)  and  weighted  (colored  curves  and
bands) CMIP6 multimodel ensemble. The time series of the
newly  formed  sea-ice  extent  simulated  by  the  mean  of  the
weighted  ensemble  (colored  curves  in Fig.  5)  have  much
less bias from the observation relative to the series simulated
by  the  mean  of  the  unweighted  ensemble  (black  curves  in
Fig.  5).  This  gives  more  credit  to  apply  the  weighting
scheme to the CMIP6 multimodel ensemble to obtain more
reliable  future  projections  of  newly  formed  sea-ice  extent.
Models  that  simulate  less  newly  formed  sea-ice  extent  get
lower  weights.  As  a  consequence,  projection  results  from
the  weighted  mean  shift  upward  in  the  whole  future  time
period when compared with the results from the unweighted
mean (black  curves  vs  colored  curves  in Fig  5),  indicating
that  there  will  be  more  newly  formed sea-ice  extent  in  the
future. In addition, the spread of the projected newly formed
sea-ice  extent  across  the  individual  models  is  evidently

smaller  in  the  weighted  case  than  in  the  unweighted  case
(grey  bands  vs  colored  bands  in Fig.  5).  This  implies  that
the  actual  uncertainty  in  projections  of  the  newly  formed
sea-ice extent may be overestimated by those traditional meth-
ods that employ model democracy without consideration of
model performance and model independence.

The  mean  of  the  weighted  ensemble  compares  well
against the recent increasing trend of the newly formed sea-
 

Fig. 5. Time series of wintertime newly formed sea-ice extent
in the unweighted and weighted CMIP6 multimodel ensemble
under  the  (a)  SSP1-2.6,  (b)  SSP2-4.5,  (c)  SSP3-7.0,  and  (d)
SSP5-8.5 scenarios. The colored curves and bands indicate the
weighted multimodel mean and spread, respectively. The black
curves  and  gray  bands  indicate  the  unweighted  multimodel
mean  and  spread,  respectively.  The  purple  solid  curves
represent observations.
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ice  extent  shown in  observations  (purple  curves  in Fig.  5).
Furthermore,  projections  derived  from  the  mean  of  the
weighted ensemble indicates that such an increasing trend is
likely to continue until the middle of this century, regardless
of  the  future  emission  scenario  (colored  curves  in Fig.  5).
However,  the  time  when  the  newly  formed  sea-ice  extent
reaches  a  maximum  in  the  21st  century  is  sensitive  to  the
emission  scenario,  emerging  around  the  year  2040,  2050,
2070 and 2050 under the SSP1-2.6, SSP2-4.5, SSP3-7.0 and
SSP5-8.5  scenario,  respectively  (colored  curves  in Fig.  5).
Though the temperature in the Arctic region will rise dramati-
cally in all months in the future, it will remain below the freez-
ing point in the winter season over the coming decades, so
the rising Arctic  temperatures  exert  only weak suppression
impacts  on wintertime sea-ice growth before the middle of
this  century.  By  comparison,  the  precipitous  decline  in
September Arctic sea ice and the corresponding increases in
Arctic  open-water  areas  exert  more  evident  promotional
impacts  on  wintertime  sea-ice  growth  during  the  same
period by providing more space for sea-ice growth in the hori-
zontal direction. Therefore, the newly formed sea-ice extent
will increase dramatically before the middle of this century.
Afterwards, the rates of decline in September Arctic sea ice
become smaller, and thus its promotional impacts on sea-ice
growth would not change a lot over time. In contrast, the con-
tinuous increases in wintertime Arctic temperatures lead to
their  suppression  impacts  on  sea-ice  growth  strengthening
over time. Under low-emissions (high-emissions) scenarios,
i.e.,  SSP1-2.6  and  SSP2-4.5  (SSP3-7.0  and  SSP5-8.5),  the
suppression impacts on sea-ice growth exerted by rising win-
tertime Arctic  temperatures  offset  (overwhelm) the  promo-
tional impacts on the sea-ice growth exerted by the decreasing
September Arctic sea ice, which leads to the newly formed
sea-ice extent keeping stable (decreasing) at the end of this
century (colored curves in Fig. 5).

Figure 6 illustrates the changes (relative to the climatol-
ogy during 1981–2010) of the newly formed sea-ice extent
during  two  future  periods:  the  mid-century  period  (2039–
2068; top row) and end-of-century period (2069–2098; bot-
tom  row)  (section  2.4).  The  mean  and  median  of  both  the
unweighted and weighted ensemble projections indicate that
there is an increase in the newly formed sea-ice extent during
both  the  two  periods  under  all  scenarios  (bars  and  dots  in
Fig. 6). In the weighted case (right in each panel in Fig. 6),
the increase has larger magnitude (blue bars and dots), and
the intermodel spread is smaller (blue whiskers). As outlined
above,  during  the  mid-century  period,  wintertime tempera-
tures  in  the  Arctic  region  are  relatively  low,  so  that  most
regions in the Arctic are still fully ice-covered at the end of
the freeze-up season (i.e., March). Therefore, the September
Arctic sea-ice extent plays a predominant role in the change
of the newly formed sea-ice extent. Since the September Arc-
tic sea-ice extent tends to be smaller under higher-emissions
scenarios, thereby providing more space for sea-ice growth
in winter,  the increase in  newly formed sea-ice extent  pro-
jected by the weighted mean (median) has the largest magni-

σs

σs

tude  under  the  highest-emissions  scenario  (i.e.,  the  SSP5-
8.5  scenario),  with  a  value  of  3.03  ×  106 km2 (3.10  ×
106 km2), while it has the smallest magnitude under the low-
est-emissions  scenario  (i.e.,  the  SSP1-2.6  scenario),  with  a
value of 2.44 × 106 km2 (2.46 × 106 km2). During the end-of-
century period, the situation becomes much different (bottom
row  in Fig.  6).  During  this  period,  the  Arctic  has  already
reached an ice-free condition (i.e., sea-ice extent below 1 ×
106 km2) in September under medium-to-high-emissions sce-
narios (i.e., SSP2-4.5, SSP3-7.0, and SSP5-8.5) (Zhao et al.,
2022b). Therefore, the space for sea-ice growth in winter is
nearly identical under these scenarios. Since wintertime tem-
peratures in the Arctic tend to be higher under higher-emis-
sions scenarios, which will more intensely suppress the sea-
ice  growth,  the mean (median)  of  the weighted projections
indicates that the newly formed sea-ice extent has the smallest
increase of 1.64 × 106 km2 (1.84 × 106 km2) under the high-
est-emissions scenario (i.e., the SSP5-8.5 scenario), while, it
has the largest increase of 2.97 × 106 km2 (3.05 × 106 km2)
under a medium-emissions scenario (i.e., the SSP2-4.5 sce-
nario). Note that although there is no solid evidence to support
the choice of the  value within the weighting scheme (see
section  2.5),  it  is  found  that  the  future  changes  of  newly
formed  sea-ice  extent  projected  by  the  weighted  ensemble
are insensitive to the choice of the  value (Fig. 7), thereby
indicating the results of this study derived by the weighting
scheme are robust and convincing.

The spatial distribution of wintertime newly formed Arc-
tic sea ice in the future is also a concern of this study, which
provides  valuable  reference  for  future  planning  of  marine
activities  in  the  Arctic  Ocean.  Therefore,  we use  the  mean
of the weighted ensemble to investigate the spatial patterns
of  changes  (relative  to  the  climatology  during  1981–2010)
in  the  newly  formed  sea-ice  concentration  (see  section  2.2
for more details) during the aforementioned two future peri-
ods (Fig. 8; shading). The results indicate that there will be
a  higher  newly  formed  sea-ice  concentration  in  the  central
Arctic Ocean region (north of 75°N) regardless of the future
period or emissions scenario. In addition, the newly formed
sea-ice concentration will decrease in the outermost areas in
the Arctic Ocean, including the Barents Sea, Greenland Sea,
and Bering Sea. The mean wintertime air temperature in the
central Arctic region projected by the mean of the weighted
ensemble  is  low  and  below  the  freezing  point  during  both
future  periods  under  even  the  highest  emissions  scenario
(i.e., SSP5-8.5) (Fig. 8; blue, black, and red contours). There-
fore, the magnitude of the increase in the newly formed sea-
ice concentration over this region during each future period
is  mainly  determined  by  the  amount  of  summertime  open-
water areas, which determine the space for sea-ice growth in
the subsequent winter. During each future period, there will
be more summertime open-water areas in the central Arctic
region  under  higher-emissions  scenarios  (pink  contours  in
Fig. 8). Therefore, the increase in newly formed sea-ice con-
centration  relative  to  the  1981–2010  baseline  over  this
region has larger magnitude during each future period under
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higher-emissions scenarios (Fig. 8; shading). One exception
occurs during the end-of-century period under two high-emis-
sions scenarios (i.e., SSP3-7.0 and SSP5-8.5), in which case
the central Arctic Ocean is entirely free of sea ice in Septem-
ber  (Figs.  8g and h).  In  this  case,  the  space  for  sea-ice
growth is identical under the two scenarios, and the difference
in  the  magnitude  of  the  increase  in  newly  formed  sea  ice
between the two scenarios comes mainly from their winter-
time temperature differences. The higher winter temperatures
under  the  SSP5-8.5  scenario  lead  to  the  increase  in  the
newly formed sea-ice concentration having larger magnitude
under the SSP3-7.0 scenario than under the SSP5-8.5 scenario
(Figs. 8g and h; shading).

 4.    Discussion and conclusions

In this study, a weighting scheme, proposed to take into
account  both model  performance and model  independence,
is  applied  to  CMIP6  multimodel  projections  of  wintertime
newly  formed  Arctic  sea  ice.  Results  derived  from  the
weighted  multimodel  ensemble  are  compared  with  those
derived from the unweighted ensemble to evaluate the effect
of the weighting scheme. Observations show that the winter-
time newly formed Arctic sea-ice extent has experienced an
interdecadal  variation  with  a  precipitous  increasing  trend
since  the  mid-2000s.  However,  the  climatology,  the  recent
increasing trend, and the interannual variability of the newly

 

 

Fig.  6. Changes  (relative  to  the  climatology  during  1981–2010)  of  wintertime newly  formed sea-ice  extent  (units:
106 km2) during (a–d) 2039–2068 and (e–h) 2069–2098 in the unweighted (grey bars, black whiskers and dots) and
weighted  (blue  bars,  whiskers  and  dots)  CMIP6  multimodel  projections  under  the  SSP1-2.6,  SSP2-4.5,  SSP3-7.0,
and SSP5-8.5 scenarios. In each panel, the bars (dots) represent the mean (median) of the multiple CMIP6 models,
while the whiskers denote the range between the 10th and 90th percentiles of the individual models.

12 WINTERTIME NEWLY FORMED ARCTIC SEA ICE PROJECTION

 

  



formed sea-ice extent shown in observations are all underesti-
mated  by  the  mean  of  the  unweighted  ensemble.  This
greatly affects  the confidence level  in  future projections of
the newly formed sea ice derived from the unweighted ensem-
ble. It turns out that the bias in the unweighted simulations
of the newly formed sea-ice extent is effectively reduced by
the weighting scheme. The time series of the newly formed
sea-ice extent simulated by the mean of the weighted ensem-
ble agrees well with the observation. This is because models
closer to the observation are reasonably assigned with larger
weights by the scheme, and vice versa.  The progress made
by  the  weighting  scheme  gives  more  credit  to  using  the
weighted  ensemble  to  project  future  changes  of  newly
formed sea ice.

The  intermodel  spread  is  commonly  used  to  quantify
the uncertainty in climate projections. For the projections of
newly  formed  sea-ice  extent,  the  intermodel  spread  is  evi-
dently smaller in the weighted case than in the unweighted
case, indicating that the uncertainty is efficiently constrained
by  the  weighting  scheme.  This  implies  that  the  commonly

used  model  democracy  approach,  i.e.,  simply  giving  equal
weights  to  each  model,  may  lead  to  overestimation  of  the
actual  uncertainty  in  projections  of  newly  formed  sea  ice.
The mean of the weighted ensemble projects that the recent
increasing trend of the newly formed sea-ice extent is likely
to continue until the middle of this century, regardless of the
future emissions scenario. This is a result of increasing Arctic
open-water areas in summer and autumn and the preserved
freezing winter air temperatures in the Arctic. The magnitude
of the increase in the newly formed sea-ice extent relative to
the  baseline  period  is  sensitive  to  the  emissions  scenario.
Before  the  middle  of  this  century,  the  increase  tends  to  be
larger under higher-emissions scenarios, which is a result of
a  smaller  September  Arctic  sea-ice  extent.  Afterwards,  the
aforementioned  increasing  trend  of  the  newly  formed  sea-
ice extent  may remain stable if  the Arctic  warming is  con-
strained significantly by the achievement of sustainable-devel-
opment  to  middle-of-the-road scenarios  (i.e.,  SSP1-2.6 and
SSP2-4.5, respectively). Otherwise, the newly formed Arctic
sea-ice extent may decrease if the Arctic warming crosses a

 

 

σs σs

σs σD

Fig. 7. Sensitivity of the results shown in Fig. 6h to the  value. The  used for each weighting is indicated in the
title of each panel. For each ,  is determined as the smallest value that can make the case fraction outlined in
section 2.5 meet the requirement of 0.8.
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Fig. 8. (a–d) Spatial patterns of changes (relative to the climatology during
1981–2010)  in  the  wintertime  newly  formed  sea-ice  concentration  during
2039–2068  under  the  (a)  SSP1-2.6,  (b)  SSP2-4.5,  (c)  SSP3-7.0,  and  (d)
SSP5-8.5  scenarios  (shading).  (e–h)  As  in  (a–d)  but  for  changes  during
2069–2098.  Red,  blue,  and  black  contours  in  each  panel  denote  the
corresponding  September–March  mean  surface  air  temperature  averaged
over  the  time  period  considered.  Red  (blue)  contours  indicate  positive
(negative)  values.  Black  contours  indicate  the  value  of  zero.  The  pink
contour in each panel represents the ice edge that is represented by a sea-ice
concentration  value  of  0.15.  All  results  shown here  (including  both  newly
formed  sea  ice  and  air  temperature)  are  derived  from  the  mean  of  the
weighted CMIP6 multimodel ensemble.
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threshold. During the second half of this century, there is a
smaller  Arctic  sea-ice  extent  in  summer,  and  the  rate  of
decline  in  summer  Arctic  sea-ice  extent  becomes  much
smaller than during the first half of this century. Therefore,
the space for sea-ice growth provided by the summertime Arc-
tic sea-ice decline remains stable over time. In contrast, the
continued increases in wintertime temperatures in the Arctic
lead to the suppression impacts exerted by the rising Arctic
temperatures on sea-ice growth increasing over time. Under
low-emissions  (high-emissions)  scenarios,  the  suppression
impacts exerted by rising temperatures on sea-ice growth off-
set (overwhelm) the promotional impacts exerted by the sum-
mertime  Arctic  sea-ice  decline  on  sea-ice  growth,  thereby
leading to the newly formed sea-ice extent remaining stable
(decreasing)  at  the  end  of  this  century.  During  this  period,
the  increase  in  the  newly  formed  sea-ice  extent  relative  to
the baseline period tends to be smaller under higher-emissions
scenarios.

Future changes of the newly formed sea-ice concentra-
tion are further investigated using the mean of the weighted
ensemble.  Results  show that  there  will  be  a  higher  (lower)
newly formed sea-ice concentration over the central (outer-
most) areas in the Arctic Ocean in the future relative to the
baseline period, regardless of the future period or emissions
scenario. In the central Arctic region, the wintertime tempera-
ture  remains  low throughout  the  whole  of  the  21st  century
under even the highest emissions scenario, thereby exerting
a  weak  suppression  effect  on  sea-ice  growth.  Therefore,  at
the  end  of  this  century,  unlike  the  newly  formed  sea-ice
extent, which is partly affected by the rising wintertime tem-
perature in the whole Arctic region, the newly formed sea-
ice concentration in the central Arctic region is still mainly
determined by the amount of open-water areas provided by
the summertime sea-ice decline. Less Arctic sea ice in sum-
mer  under  higher-emissions  scenarios  leads  to  the  future
increase in the newly formed sea-ice concentration over this
region  tending  to  be  larger  under  higher-emissions  scenar-
ios.

We clearly show in this work that the newly formed sea-

S i j

S i j

ice projection skill can be evidently increased by weighting
models by their related model components and their perfor-
mance  in  reproducing  observations.  In  our  work,  we  have
emphasized  the  importance  of  considering  model  indepen-
dence  when  using  large  multimodel  ensembles,  such  as
those  in  the  CMIPs,  for  climate  projections.  At  this  point,
we use a recent study to help better understand the physical
meaning of the model independence (Pan et al., 2023). This
study pointed out that CMIP6 models that employ the same
ocean model family (NEMO) produce similar future predic-
tions of winter sea ice in the Arctic. Motivated by this study,
we first  selected  all  NEMO-family  CMIP6 models  used  in
our work (total of 10 models; first column in Table 2). Then,
for each NEMO-family model, we identify a corresponding
subset of this model’s duplicates from the remaining models.
The  subset  contains  three  models  having  the  first,  second
and third  smallest  model-to-model  distance  value  from
this  model  (second,  third  and  fourth  column  in Table  2,
respectively). As shown in Table 2, all NEMO-family models
except for IPSL-CM6A-LR have at least one NEMO-family
model  in  their  subset  of  duplicates  (bold in Table  2).  Note
that the  values are calculated based on models’ historical
simulations of wintertime newly formed sea ice (see section
2.4 for more details). Therefore, the results demonstrate that
the NEMO-family models have large similarity in their simu-
lations of wintertime newly formed sea ice, which supports
the conclusions drawn by Pan et al. (2023). It also confirms
the rationality of the weighting scheme used in our work.

Reliable  projections  of  wintertime  newly  formed  sea
ice derived from the weighted ensemble indicate  that  there
will  be  an  increase  in  newly  formed  Arctic  sea  ice  in  the
future. Increases in wintertime newly formed Arctic sea ice
may have substantial impacts on northern mid–high latitude
marine and climate systems. The enhanced brine rejection dur-
ing  the  sea-ice  formulation  process  may  affect  the  mixed-
layer properties of the Arctic Ocean and change the biogeo-
chemical  balance  between  the  Arctic  and  the  sub-Arctic
marine system. Since newly formed sea ice has different phys-
ical properties from multiyear sea ice, an increase in the pro-

 

S i j

Table 2. Duplicates of models using the community ocean model “NEMO” as their ocean component (total of 10 models used in this
study; first column). For each NEMO-family model, the ID of models having the first/second/third smallest model-to-model distance 
from this model are listed in the second/third/fourth column, respectively. The NEMO-family models are highlighted with bold font in
their model ID.

Model name Rank 1 Rank 2 Rank 3

CanESM5 CanESM5-CanOE MPI-ESM1-2-HR ACCESS-ESM1-5
CanESM5-CanOE CanESM5 ACCESS-CM2 CNRM-CM6-1-HR

CNRM-CM6-1 MPI-ESM1-2-HR FGOALS-f3-L CNRM-ESM2-1
CNRM-CM6-1-HR ACCESS-CM2 CanESM5-CanOE CanESM5

CNRM-ESM2-1 FGOALS-f3-L CNRM-CM6-1 EC-Earth3-Veg
EC-Earth3 INM-CM5-0 CanESM5 UKESM1-0-LL

EC-Earth3-Veg TaiESM1 CanESM5 EC-Earth3
EC-Earth3-Veg-LR UKESM1-0-LL INM-CM4-8 INM-CM5-0

IPSL-CM6A-LR MRI-ESM2-0 CESM2 FGOALS-f3-L
UKESM1-0-LL EC-Earth3-Veg-LR INM-CM5-0 INM-CM4-8
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portion  of  newly  formed  sea  ice  in  the  total  sea  ice  may
make  the  Arctic  sea  ice  in  the  future  thinner,  more  break-
able,  and more sensitive to climate variability compared to
the  present-day  conditions.  This  may  lead  to  essential
changes  in  Arctic  atmosphere–ocean–ice  interaction  and
large-scale atmospheric circulation, affecting mid–high lati-
tude  weather  and  climate.  Furthermore,  increases  in  newly
formed  sea  ice  can  slow  the  long-term  decline  in  summer
total Arctic sea ice, thereby delaying the entrance of the Arctic
into an ice-free state in summer. The results of our work (e.
g., the weighted multimodel ensemble) lay a foundation for
more follow-up research on the causes and consequences of
future increases in wintertime newly formed Arctic sea ice.
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