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Abstract
The use of haptic simulation for emergency procedures in nursing training presents a viable, versatile and affordable alternative
to traditional mannequin environments. In this paper, an evaluation is performed in a virtual environment with a head-mounted
display and haptic devices, and also with a mannequin. We focus on a chest decompression, a life-saving invasive procedure
used for trauma-associated cardiopulmonary resuscitation (and other causes) that every emergency physician and/or nurse
needs to master. Participants’ heart rate and blood pressure were monitored to measure their stress level. In addition, the
NASA Task Load Index questionnaire was used. The results show the approved usability of the VR environment and that
it provides a higher level of immersion compared to the mannequin, with no statistically significant difference in terms of
cognitive load, although the use of VR is perceived as a more difficult task. We can conclude that the use of haptic-enabled
virtual reality simulators has the potential to provide an experience as stressful as the real one while training in a safe and
controlled environment.
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1 Introduction

Nursing schools face the challenge of training their students
on a variety of skills that they must master by the end of
their studies. In the case of rarely performed procedures, they
will also have to continue practicing them even after they
have completed their academic training because skills are
refined through their repeated use, as well as for cases where
new equipment is introduced. Simulation-based interven-
tions often require the use of expensive resources, however,
such as custom-mademannequins that are designed for a par-
ticular procedure. We have been investigating the feasibility
of using more affordable resources based on Virtual Reality
(VR) that can be deployed at nursing schools, providing them
with a training opportunity that can be applied to a variety
of procedures from the same general platform. This plat-
form consists of a head-mounted display (HMD) and haptic
devices as a means of interaction. VR allows a high level
of immersion and more possibilities for scenario variations
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than using a mannequin. Our first prototype demonstrated
the potential of this approach [22].

This paper describes an experiment that studies the same
procedure carried out in two different simulation environ-
ments. The first one uses a mannequin and the second one
uses our latest VR simulator scenario called ParaVR.What is
innovative about this simulator is the combination of a 360◦
immersive environment with the use of haptic devices for the
interaction. Haptics pertains to the sense of touch and covers
both tactile and force feedback. The use of haptics in a train-
ing simulator is not new [8] and there are many examples in
themedical domain [7]. However, to the authors’ knowledge,
there are no simulations of medical procedures that combine
HMDs with the use of desktop force feedback devices that
allow haptic interaction with the entire scene.

We focus on a chest decompression, a life-saving invasive
procedure that every nurse needs to be able to carry out. It
involves inserting a special type of needle into a predefined
location on the chest. Haptic feedback is crucial when train-
ing this technique, as nurses are guided largely by their sense
of touch while making the insertion. A grounded force feed-
back haptic device such as the 3D Systems Inc. (Rock Hill,
South Carolina) Touch is the most suitable for this task—see
Fig. 1. Through the manipulation of the end-effector stylus,
the trainee can move the virtual tool used in the procedure
(input) and feel the forces applied to the virtual tool as it is
inserted into the chest (force output).

This study presents the improved version of ParaVR nee-
dle decompression simulator. The first goal is to validate its
usability in order to be used as a training tool. The second
goal is to measure the level of stress produced using the Par-
aVR compared to a classic mannequin. At this point, the

Fig. 1 ParaVR being used. The trainee wears an Oculus Quest 2 HMD
connected to a computer and interacts with the simulation using the
Touch haptic device

simulated environment should be able to generate, at least,
the same level of stress as the mannequin environment. Oth-
erwise, it would mean that the simulation did not produce the
desired immersion.

In thenext section,we summarize relatedwork anddiscuss
the limitations of using a grounded force feedback device
as the main interaction mechanism in immersive VR envi-
ronments. Section3 provides the detail of our new ParaVR
implementation and how it has been adapted with a new
approach for supporting haptic devices. Section4 describes
the validation study carried out with senior nursing students
at the University of León (Spain). In Sect. 5, the results of the
study are shown and the paper concludes with a discussion
followed by conclusions and plans for future work.

2 Background

In the past 5 years, cost-effective HMDs for immersive VR
have become readily available. They are typically used in
combination with two hand controllers that can be tracked,
or more recently by directly tracking the users hands. HMDs
can be tetherless and contain an in-built computer for run-
ning the VR application. Those HMDs connected to a host
computer (wired or wireless) can take advantage of the full
computational power of the host PC’s graphics card andCPU.
Surround sound support is also integrated into the headsets.

Providing force feedback within immersive VR is more of
a challenge. The hand controllers contain lightweight vibro-
tactile actuators such as linear resonant actuators or eccentric
revolutionmotors. Thesemostly provide just tactile feedback
but have been used to simulate force feedback (e.g., [25]).
The most common option currently available for force feed-
back is to use a grounded device such as the 3D Systems
Touch (formerly called the SensAble Technologies PHAN-
ToMOmni). This device has been available in different forms
for over twenty years [19] but has not been designed for
immersive VR. It offers six degrees of freedom for input
gestures, and three degrees of freedom for force output (up
to 3.3 N). The work space of the Touch is constrained by
the physical movement possible of the end-effector stylus,
which is 16cm×12cm×7cm (W×H×D).A third option is to
use force feedback gloves such the NOVA from SenseGlove
(Delft, The Netherlands). This glove uses four magnetic fric-
tion brakes on eachfinger to deliver up to 20Nof force.Haptic
gloves are still in development, however, and the fidelity of
the force experienced is not always convincing. All three of
these devices were available for the ParaVR project and a
comparison is summarized in Table 1.

Based on the fidelity of the force feedback and cost, the
Touch device was selected for this project. The challenge is
then to integrate such a device seamlessly into a potentially
much larger virtualwork space.One approach is to change the
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Table 1 Force feedback devices
available for ParaVR

VR controller 3D Systems touch NOVA glove

Haptics Tactile Force Tactile and force

Cost From £400 (inc. headset) £2,100 £4500

Workspace Unrestricted 16cm × 12cm ×
7cm

Unrestricted
(wireless)

Fidelity Low High Medium to high

Ease of use Straightforward Straightforward Can be cumbersome
to put on hands

Tracking Integrated (inside-out) Stylus (from a fixed
position)

Needs VR controller
attached

Control-Display Gain (CDG) so that small movements of the
haptics end effector aremapped ontomuch largermovements
in the virtual space. Li et al. [17] have shown that this will
reduce task completion time at the cost of task accuracy and
could negatively influence user confidence in completing the
task.

Another approach is called the “bubble" technique [10]
and is used to relocate the device work space, which is
displayed visually using a semi-transparent sphere (the bub-
ble). When the end-effector is located inside the bubble, its
motion is position controlled with direct mapping of the end-
effector’s motion to the location of the bubble. When outside
the bubble it is rate controlled and uses a faster coarser
positioning of the bubble. Force feedback is applied when
crossing the surface of the bubble. However, this feedback
comes from the technique itself and does not feel realistic.
It can alter the users’ perception, which is not desirable in
medical simulation. Also, the bubble technique does not per-
form well when using it in immersive VR. The bubble, or
the haptic work space, is never mapped to the user’s point of
view or head orientation. This can cause situations in which
from the point of view of the user, they push the haptic stylus
forward but the bubble moves from left to right.

If eye tracking hardware is available, then gaze interaction
can be used to relocate the device work space. Li et al.’s [16]
gaze-switching workplace approach allows the user to gaze
at a target in the VR scene for a predefined period of time,
resulting in the device work space being relocated and locked
onto this target. They obtained an improvement in interaction
efficiency, kinaesthetic perception accuracy and overall user
experience. However, it is noted that they used a CDG of 4
in this work and so the positional accuracy would have been
reduced. Eye tracking hardware is starting to be integrated
into high-end HMDs such as the HP Reverb G2 Omnicept
Edition andHTCVive Pro Eye, or can be purchased as an add
on. This functionality is not yet available for the entry-level
HMDs.

Regarding the use of VR in the training of medical pro-
cedures, its usefulness has been already proved in different
studies. It has been used in teaching both theory and skills

of RPC procedure [2, 6], highlighting its high effectiveness
in teaching and practicing this procedure [1]. Virtual reality
training has also been compared with classic training scenar-
ios for other procedures [9], even in combination with basic
haptic devices [27]. VR can improve nursing staff compe-
tencies [11] and can deliver as stressful environments as the
reality [18], making it ideal for use in the training of the
needle decompression procedure that usually has to be per-
formed in this type of environments.

With a focus on needle decompression to release tension
in pneumothoraces, we find in the literature that bespoke
solutions have been used such as a wrist-worn haptic device,
which is specially designed for the simulation of forces on
the wrist of the hand holding a physical needle equipped
with amagnetic tracker [24]. An approach to needle insertion
trainingwith haptic devices has also been applied to telemen-
toring, as is shown in [23]. This work allows a mentor to feel
the forces being applied by the trainee in real time. Although
their application in online environments is very useful, the
use of specific devices, such as the force sensing attachment
required on the trainee’s needle or the prototype guidance
feedback glove, offer a specific and non-generalist solution.
Similarly, it does not address the problem of choosing the
exact puncture point. In our study, we use a commercial
off-the-shelf device to provide as general an environment
as possible. Other techniques, such as augmented reality,
have been shown to have a positive impact on assisting in
the treatment of tension pneumothoraces. A study conducted
in a military environment reports that the use of augmented
reality goggles improves the performance of the procedure
with a slight increase in time that did not reach statistical
significance [26].

The current gold standard for training many medical pro-
cedures is to use conventional mannequins. However, doubts
have been raised about the suitability of mannequins for this
particular procedure. In [5], the result of a systematic lit-
erature review concludes that mannequin chests are not an
accurate representation of the human chest when used for
decompressing a tension pneumothorax and therefore may
not provide a realistic experience. In particular, chest wall
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thickness in adults varies and this variation can easily be
included in a VR environment, unlike physical models.

3 ParaVR simulator description

ParaVR [12, 22], a prototype developed for paramedics
focused on training and skills retention, has been used as
the basis for the development of this new version of the sim-
ulator.

3.1 Needle decompression

The needle decompression is a procedure performed by
healthcare professionals as the treatment of tension pneu-
mothorax, that is, when the air accumulates in the pleural
cavity—between the lungs and the chest wall—due to a chest
trauma.

The procedure involves inserting a needle and catheter into
the patient’s chest to allow the air to escape and decrease pres-
sure. The insertion should be made in the second intercostal
space (between the second and the third ribs), slightly closer
to the third rib than to the second, and at the mid-clavicular
line. The needle should pass through the chest wall as per-
pendicular as possible and it must be inserted until the pleura
is reached and the air can be heard coming out. At that point,
the needle should be removed, leaving the catheter in place.

3.2 Scene development

ParaVR has been built by recreating the scene of a traffic
accident in the Unity Engine (Unity Technologies, San Fran-
cisco, CA). It includes sound effects of passing traffic and
general nature sounds to add an extra feeling of immersion.
Third party models have been used for the scene—see Fig. 2.

Fig. 2 Scene of the ParaVR simulator used in the evaluation

The patient model has been placed on a stretcher, at a suitable
height to allow the use of the haptic device placed on a table
in the real world to interact with it in a natural way.

As explained in the previous section, the 3D Systems
Touch device has been selected as the haptic interaction
device for ParaVR. It is an affordable force feedback device
and the stylus armhas six degrees of freedom,which is essen-
tial for its use in positioning amedical instrument. In addition,
the stylus can also be replaced with 3D printed models of the
real tools used in the procedure as we have done in previ-
ous work [3]. To use this device within Unity, we imported
the official 3D Systems Openhaptics Unity Plugin, which is
freely available from the Unity Asset Store. The plugin man-
ages the haptic rendering pipeline. However, a drawback of
the Touch device is that the work space is limited to the phys-
ical movement of the stylus arm. Changing the CDG allows
this limitation to be overcome but this necessitates a trade-off
with the realism and accuracy of the interaction. This would
be undesirable for ParaVR.

Our approach is to include in the scene a virtualwork space
matching the dimensions of the real-worldTouchwork space.
This cube-shaped virtual work space is constantly visible
to the trainee so that they are aware of the volume within
which objects can be touched. In order to be able to haptically
interact with any part of the scene, the virtual work space can
be repositioned by a combination of pressing the buttons on
the Touch and changing the trainee’s point of view bymoving
their head. The advantage is that in this way neither the level
of haptic transparency nor the level of accuracy is affected.

4 Evaluation

To evaluate the applicability and usefulness of ParaVR as
a training tool, it has been compared with the traditional
approach of using a mannequin. The Laerdal SimMan ALS
mannequin was used as it supports the training of needle
decompression for tension pneumothorax.

4.1 Subjects

Participants for the experiment were recruited from the stu-
dents of the School of Nursery from the University of León,
Spain. A total of 21 women and 9 men aged between 19 and
34 years performed the evaluation. All of them had learnt
and practiced the procedure of needle decompression using
SimMan before the experiment. One of the participants was
color-blind. Four of them had previous experience of using
virtual reality, while none of them had previous experience
using haptic devices. Eight of the participants reported that
they had visual difficulties that could prevent them from cor-
rectly viewing the virtual scene when wearing the HMD.
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4.2 Task

Participants had to carry out the needle decompression proce-
dure in order to release the pneumothorax. This procedure is
divided into threemain subtasks: (1) palpation of the patient’s
chest to identify and mark the insertion point, (2) insertion
of the needle together with the catheter into the marked point
until the correct depth is reached, and (3) separation of the
catheter and the needle to remove only the needle, allowing
the accumulated air to escape from the patient’s chest. Other
subtasks such as cleaning the insertion area and application
of local anesthesia may also be performed during the proce-
dure, although they are not mandatory and are performed, or
not, depending on the urgency of the decompression.

The procedure is deemed successful if the insertion is
made according to the criteria listed in Sect. 3.1. Health care
professionals know they have reached the pleural spacewhen
the resistance of the needle, as it is inserted into the patient’s
chest, decreases dramatically and the air can be heard coming
out of the patient’s chest through the catheter.

4.3 Assessment instrument

Theweek before the experiment, all the participants attended
a familiarization session on VR and haptic technologies.
They learned what these technologies were and how to use
the haptic device correctly, including how to move the vir-
tual workspace within the scene, mark the insertion point,
change the tool, etc. The ParaVR simulator was presented to
them and they had some minutes to freely test all of the func-
tionality included. Some visual aids were added during this
training phase. In particular, the ribs were visible, helping in
this way to associate what they were touching and what they
were seeing (see Fig. 3).

Fig. 3 Scene from ParaVR with visible ribs used during the training
phase

Fig. 4 Scenario 1: Evaluation using the mannequin

Fig. 5 Scenario 2: Evaluation using the ParaVR simulator

ParaVR was executed in a Windows 10 PC with 16GB of
RAM and a NVIDIA GTX 1060 graphics card. The Oculust
Quest 2 HMD was used and the haptic device was the 3D
Systems Touch.

On the day of the experiment, participants used both the
SimMan ALS (Laerdal Medical, Stavanger, Norway) man-
nequin (scenario 1) and ParaVR simulator (scenario 2) to
perform the task. Half of the participants did the scenario 1
first followed by scenario 2, and the other half did scenario
2 first followed by scenario 1. Figure4 shows one of the par-
ticipants performing the evaluation on the mannequin and
Fig. 5 shows another participant with ParaVR simulator.

All participants signed a consent form to participate in the
evaluation. They then completed a questionnaire to collect
their socio-demographic data and the questions to address
the weighting phase of the NASA TLX, the multidimen-
sional National Aeronautics and Space Administration Task
Load Index (NASA-TLX) assessment instrument, a global
workload score for a given task [14]. It contains six scales
rating for mental, physical, and temporal demands, as well
as for performance, effort, and frustration. They were then
randomly assigned to either scenario 1 or scenario 2.

In order to examine the feasibility of the proposed VR
simulator compared with the simulation with mannequins
with regard to the changes in the psychophysiological
response, participant’s vital signs—heart rate, systolic and
diastolic blood pressure (Omron M6 Confort IT, Spain)—
were monitored and recorded before and after performing
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the procedure. They should already know how the procedure
is to be performed, so they were only assisted if they had dif-
ficulties operating the VR headset or the haptic device while
performing scenario 2. Once the procedure was completed,
and after their vital signs had been checked, they were redi-
rected to the scenario that they had not yet performed.

The experiment ended with a questionnaire that included
the questions from the NASA TLX scoring phase (both for
the mannequin and ParaVR) and four open questions about
the advantages and disadvantages of using the two training
environments.

5 Results

This section presents the results of the statistical analysis
carried out on the data collected during the experiment. All
data collected and the results of the statistical analysis are
accessible in [13].

Figure6 shows the usability score that each participant
gave to ParaVR. Five of the thirty participants rated the
usability below average (i.e., below a score of 68).

The final TLX scores show that there is no statisti-
cally significant trend between the use of the mannequin
(M = 42.6, SD = 17.628) and the use of ParaVR (M =
46.889, SD = 20.705) in terms of cognitive load, t(29) =
−1.916, p = 0.065 > 0.05. However, statistically sig-
nificant trends were observed for the temporal dimension
(t(29) = −2.536, p = 0.017 < 0.05, higher in ParaVR),
and frustration level dimension (t(29) = −2.546, p =
0.016 < 0.05, higher in ParaVR).

Figure7 shows a representation of the heart rate values
collected during the evaluation. Regarding this vital sign, a
statistically significant trend can be seen between the begin-
ning and the end of the procedure in each scenario:

– Mannequin: t(29) = 2.857, p = 0.008 < 0.05, higher
at the beginning

– ParaVR: t(29) = −8.089, p < .001, higher at the end

Fig. 6 SUS score that each participant gave to ParaVR

And also between the starting-points and the end-points of
the two scenarios:

– Beginning: (t(29) = 7.567, p < .001, higher at theman-
nequin

– End: t(29) = −2.962, p = 0.006 < 0.05, higher at the
ParaVR simulator

These differences remain among thosewho started the exper-
iment in the ParaVR simulator, but not for those who started
on the mannequin, where no significant differences can be
seen between the beginning and the end of the procedure
on the mannequin (t(14) = 1.665, p = 0.118 > 0.05),
and between the end of the procedure in each scenario
(t(14) = 1.461, p = 0.166 > 0.05).

In the comparison between the participants who started
the evaluation in the mannequin and those who started the
evaluation in the ParaVR simulator, a statistically significant
trend can be seen in the values taken both at the beginning
and at the end of the procedure in the ParaVR simulator:

– Beginning: t(28) = −4.013, p < .001
– End: t(28) = −2.344, p = 0.026 < 0.05

higher on those who started the evaluation in the ParaVR
simulator in both.

Regarding systolic blood pressure, they showed a statis-
tically significant trend between the values recorded at the
beginning and between the values recorded at the end of the
procedure:

– Beginning: t(29) = −3.917, p < .001
– End: t(29) = −4.246, p < .001

Nodifferenceswere found in terms of diastolic blood pres-
sure at the beginning of the procedure (t(29) = −1.689, p =
0.102 > 0.05). That is not the case for the measurements
taken at the end of the procedure, showing a statistically sig-
nificant trend in terms of diastolic blood pressure between
the mannequin (t(29) = −2.775, p = 0.01 < 0.05).

Finally, Table 2 shows a summary of each participants’
answers to the open questions about the advantages and dis-
advantages of using the new virtual reality simulator with
haptic feedback and the combination of thiswith classicman-
nequins. It has been analyzed following the methodology
from [21] and guided by the questions raised.

6 Discussion

The results indicate that the use of haptic-enabled virtual
reality simulators could replace and/or supplement the use
of mannequins for medical procedures learning and training.
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Fig. 7 Physiological heart rate values collected during the experiment

Similar scores for perceived cognitive load have been
given to both training methods. These are high scores (42.6
for the mannequin and 46.8 for ParaVR), but are within
the expected range for complex medical tasks such as the
one performed in the evaluation. Differences between the
two methods were found only in two of the cognitive load
dimensions, temporal and frustration, with the mannequin
providing a lower cognitive load score. Regarding these
dimensions, the underlying reason may be the fact that by
using the simulator, users have to spend an extra amount of
time switching tools between hand and stylus, which in the
real world does not involve any increase in time. This delay
may be at the root of the increased level of frustration.

Regarding the usability, the average score (76.38) is above
the threshold for considering it to have an acceptable degree
of usability (68) but, as it can be seen in Fig. 6, five partici-
pants rated the usability of ParaVR below that threshold. In
any case, this is a very good score for the simulator in terms
of usability considering that none of the participants had pre-
vious experience in the use of haptic devices and only 4 of
them had previous experience in the use of VR. The first goal
has been achieved and the usability level of ParaVR simula-
tor has been successfully validated. Furthermore, an increase
in the level of usability of ParaVR has been observed since
the evaluation of the previous version in [12]. It seems clear
that the level of usability of ParaVR, and therefore the skill
that professionals achieve in its use, increases the more time
they spend practicing with it.

Primary findings revealed a statistically significant
increase in heart rate regarding baseline levels in both sce-
narios, being higher in the ParaVR simulator. However, the

heart rate did not increase performing the procedure in the
mannequin for those participants who started the evaluation
in that scenario, probably because they are used to practice
with the mannequin and the level of immersion experienced
is not as high as in the ParaVR simulator. This is also rein-
forced by the significant difference between the participants
who started the evaluation with the mannequin and those
who started with the ParaVR simulator, which shows that
those who started on the simulator experienced a higher level
of immersion from the very beginning. The cardiovascular
response resulting from the overstimulation of the sympa-
thetic nervous system was associated with the activation of
the fight-or-flight response. The same physiological arousal
has been previously reported in different simulation settings
involving sports, military or clinical training. These studies
suggested that the physiological stress provoked by simu-
lation environments leads to a subjective response and a
psychological effect on participant [15].

This pattern is consistent with the psychometric measures
of cognitive load, indicating a more acute psychophysiolog-
ical response due to the higher levels of immersion provided
by the simulation, thus achieving the second goal of this
study. [4, 18, 20].

In terms of the qualitative analysis of the data, Table 2
shows that participants believe that the combined use of VR
haptic-enabled simulators andmannequins is the best option,
with several advantages such as the variety models that can
be used, realism, etc., and almost no disadvantages beyond
the differences between the two training methods. Interest-
ingly, several participants in the evaluation mentioned the
cost of VR simulators with haptics as a disadvantage in their
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Table 2 Summary of the answers to the open questions

Part. ID Simulator advantages Simulator disadvantages Combination advantages Combination disadv

1 Several attempts Complexity Skills improvement None

2 More affordable Haptic realism Understanding the training None

3 Fidelity Less realistic interface Variety of techniques and
several attempts

Complexity

4 Variety of techniques Training time Variety of techniques Cost and time

5 Variety of context Both hands cannot be used
simultaneously

Different models and
approaches

Differences between
simulators

6 Availability of new
techniques

Cost Wide perspective None

7 Fidelity VR underdeveloped Realistic environment Differences

8 New techniques Need practice Training in real
environment

None

9 Unusual procedures Cost and complexity Training and fidelity Reality is different from
both

10 Training Technology limitations More complete experience None

11 Variety of techniques and
context

Cost and practice Learn in the mannequin and
apply it in a realistic
environment

Cost

12 Flexibility Lack of practice More dynamic training None

13 Training techniques Lack of computer skills Closer to reality None

14 Facilitating training You can learn more with
mannequins

Learning much more Cost and need of technical
support

15 Fidelity Equipment needed and time Learn in the mannequin and
master it in the simulator

Time needed

16 Haptic realism None Training techniques with
realistic feelings

None

17 Training Some limitations related to
fidelity

Complement each other
very well

None

18 Learning in a different way None Gain more knowledge None

19 Variety of techniques Buttons are to close in the
haptic

Practice physically with the
mannequin and mentally
with the simulator

None

20 Training in a different way Lack of fidelity in some
aspects

Training with realistic
patients

None

21 Real environments None Training is much more
complete and real

None

22 Train with real feeling and
hearing

None Training the same technique
in different ways

None

23 Fidelity None Better training None

24 Realistic feelings Hard to be 100% realistic Practice more realistically Some things need
improvement

25 Variety of environments and
techniques

Lack of contact with the
patient

Training in both contexts Getting used to one more
than the other

26 Immersion Cost Entertaining Time needed

27 Training with high fidelity None Improve training None

28 Understand better the
techniques

Real patients are different Training in both
environments

None

29 Immersion and easiness of
use

Haptics limitations and only
one haptic device

They complement each
other

None

30 Immersion Lack of fidelity in some
aspects

Better teaching None
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use, both on their own and in combination with the man-
nequins, when in fact the cost of the environment for the
evaluation with the simulator is much cheaper than that of
the mannequin.

Among the advantages that participants have seen in using
a VR simulator are the fidelity, the variety of techniques
that can be trained and the level of immersion that can be
achieved. The main drawbacks are the complexity (related
to lack of practice) and the lack of realism of the pen-shaped
interface for some of the tasks (such as palpation). Overall,
the participants have seen great potential in the use of Par-
aVR and would like to see it used in combination with the
mannequin to achieve better training and thus improve their
skills.

7 Conclusions and future work

A virtual reality haptic-enabled needle decompression sim-
ulator has been presented. It includes a special interaction
technique that allows the use of workspace-limited haptic
devices as the only input device, while maintaining high lev-
els of accuracy. ParaVR reproduces the clinical situation in
which a patient has a pneumothorax so that it can be used to
train the chest decompression procedure in a realistic envi-
ronment.

The evaluation experiment compared the use of ParaVR
with the use of a mannequin, the classical method for train-
ing this type of procedure. Results have shown that the VR
simulator has reached a good level of usability. Physiolog-
ical values suggest the use of simulator as a more difficult
tasks, but this is not reflected in the perceived cognitive load,
which is similar between the use of the simulator and the
mannequin.

Participants in the evaluation also expressed the perceived
advantages of using this technology, such as the possibility
to practice different procedures, the realism and fidelity of
the scenes and the flexibility it offers.

All of the above leads to the conclusion that virtual
reality simulators with force feedback capabilities as Par-
aVR could replace and/or complement the use of expensive
mannequins for learning and training complex medical pro-
cedures because it has the potential to deliver a experience
as stressful as reality while training in a safe and controlled
environment.

Moreover, such simulators can be produced at affordable
prices and distance learning applications can also benefit
from their use.

Given the success of this evaluation, there are promis-
ing lines of research for the future, such as exploring the
inclusion of a second haptic device to allow more realistic
two-handed interaction. This could help resolve themain dis-
crepancy between performing the procedure in reality and

in ParaVR, which is that in reality both hands are used at
the same time. Other pending work is to improve the haptic
feedback by making the patient’s body model behave as one
or more dynamic surfaces, which would increase the real-
ism of what the professionals feel when touching the patient
or inserting the needle. Finally, the time needed for trainee
nurses (or other clinicians) to learn how to use the technology
correctly needs to be minimized, so it is important to work
on simplifying explanations and to have training scenarios to
guide them in its use.
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