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Abstract
Lagrangian numerical methods are particularly suitable to reproduce flows involving large and rapid deformation of the 
domain, fluid splitting and coalescence, jets and sprays. The absence of the convective terms in the governing equations 
avoids numerical diffusion. This paper provides a comparative study between two Lagrangian particle models based on the 
Smoothed Particle Hydrodynamics (SPH) and the Particle Finite Element Method (PFEM). The description of the methods 
is provided; features and drawbacks of each method are compared and discussed. The introduced models, which represent 
widely used advanced analysis tools, are compared and validated in the simulation of five test cases: Two solitary waves, two 
regular wave trains and a non-linear wave-structure impact. Results from each model are similar and quite close to reference 
data. Therefore, both models have been validated against new test cases never simulated before, showing that these models 
can be effectively used for the analysis of regular and non-linear wave with structure impact.

Keywords SPH · PFEM · Particle methods · Solitary waves · Regular waves · Non-linear waves · Breaking waves

1 Introduction

Extreme wave events are of great concern in coastal and 
ocean engineering. Furthermore, these events are expected 
to grow in number and severity owing to climate change. 
Wave-structure impacts may cause severe damages to off-
shore and coastal structures, besides causing human and 
economic losses. Moreover, bores that may originate can be 
highly risky for seaside urban areas. Numerical simulation 
can be of strategic relevance to predict the effects of wave-
structure impact. With the recent developments in computa-
tional capabilities, simulations are much faster, cheaper and 

more accessible than an experimental campaign. Moreover, 
numerical simulation allows the investigation of several 
test configuration with relative ease. Furthermore, numeri-
cal methods allow a full-scale simulation of a real event 
thus overcoming scale effect-induced problems, though they 
may need to be validated with the aid of experimental or 
field data. Numerical wave generation and wave-structure 
interaction, although widely investigated in literature with 
both Eulerian and Lagrangian strategies, still represent a 
challenging task. On the one hand, Eulerian methods need 
an ad-hoc treatment for dealing with evolving free-surface, 
such as the use of Level Set functions, and may suffer from 
numerical diffusion in the simulation of advection-domi-
nated flows. Despite these inconveniences, Eulerian meth-
ods have been successfully employed for the generation of 
regular waves [1, 2], solitary and non-linear waves [3, 4] and 
wave-structure interaction [5, 6]. On the other hand, Lagran-
gian strategies allow for a natural tracking of the deforming 
fluid domain and modelling of the convective term. How-
ever, in mesh-based Lagrangian methods, the progressive 
deterioration of the mesh limits the application of these 
methods to small deformation problems. Lagrangian particle 
methods overcome this limitation either by avoiding the use 
of the mesh, such as in the Smoothed Particle Hydrodynam-
ics (SPH) method [7], or by combining the use of material 
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particles with a fixed solving mesh, such as in the Material 
Point Method (MPM) [8] or in the Particle Finite Element 
Method of second generation (PFEM-2) [9], or by using an 
efficient remeshing procedure, such as in the Particle Finite 
Element Method (PFEM) [10].

In this comparative analysis, we focus our attention on 
the application to wave generation and structure impact of 
two particle-based methods, namely the SPH and the PFEM.

The SPH was introduced in [7, 11] to solve astrophysical 
problems. Subsequently, it has been also adapted to simu-
late continuum solid and fluid mechanics problems [12, 13] 
along with alternative methods, such as the Moving Particle 
Method (MPS) [14], the Consistent Particle Method [15] and 
the Incompressible SPH [16]. Applications of the SPH to 
wave propagation and fluid-solid interaction can be found in 
[17–21]. In this work, we will use the weakly-compressible 
SPH formulation presented in [20].

Since its pioneering works [10, 22], the PFEM has been 
applied to complex fluid dynamics problems in presence of 
free-surface flows and fluid–structure interaction phenom-
ena. Previous PFEM works in the context of wave propa-
gation problems can be found in [23–25]. In more recent 
publications [26, 27], complex fluid–structure interaction 
phenomena involving strong wave impact and structural 
failure were also considered. In this work, we will use the 
weakly-compressible PFEM formulation presented in [28].

SPH and PFEM have some common features. Both numeri-
cal techniques are classified as particle methods, since they 
discretise the computational domain into a discrete set of par-
ticles that move according to the equation of motion. Despite 
this continuous nature, both methods allow sprays formation 
which subsequently splash onto the main water body, thus 
allowing wave-breaking analysis. However, while the SPH is 
a mesh-less method, wihout a connection between particles, 
the PFEM solution is computed using a FEM mesh. In particu-
lar, the SPH embraces the concept of integral representation 
of functions using a kernel function (Fig. 1(a)) that mimics 
the Dyrac’s delta but is continuous and differentiable. Instead, 
in the PFEM, a computational mesh is generated using the 
particles as mesh nodes. Then, after the appropriate definition 
of shape functions (Fig. 1(b)), this mesh is used for the finite 

element solution of the Lagrangian governing equations. To 
circumvent mesh distortion in large-deformation problems, 
the PFEM regenerates the mesh continuously via an efficient 
remeshing technique based on a Delaunay triangulation algo-
rithm [29, 30].

In this work, two distinct frameworks are used for the SPH 
and PFEM solvers. For the SPH solution, is adopted a Free 
and Open-Source Software (FOSS) derived from SPHERA 
v.9.0.0 (RSE SpA) by introducing relevant modifications of 
the research code [31]. Instead, for the PFEM, the formulation 
implemented in the PfemFluidDynamicsApplication module 
of the open-source code Kratos Multiphysics [32] is used.

In this work, two models based on SPH and PFEM are 
applied to the analysis of regular, non-linear and solitary waves 
with structure impact in two-dimensional flumes. Some of 
the investigated test cases have never been performed before 
and represent a validation of these models. To the best of the 
authors’ knowledge, this document represents the first com-
parison (and result discussion) between these two particle 
methods.

The layout of the paper is described in the following. In 
Sect. 2, the governing equations of the problem are presented. 
In Sects. 3 and 4, the mathematical models and solution 
algorithms of the SPH and the PFEM are briefly described. 
In Sect. 5, the models are validated on three significant test 
cases. The first test concerns solitary waves, where simulation 
results are validated with laboratory results for two different 
experimental campaigns. These test cases are new for the SPH 
model. The second test is the generation of regular waves in 
a flume and the validation with the linear wave theory [33]. 
The third test represents a non-linear wave impacting on a 
fixed box-shaped structure validated with experimental results. 
These last two test cases are new for the PFEM model.

2  Governing equations

The Navier–Stokes equations are solved by both the SPH and 
the PFEM. In Eqs. (1a) and (1b), the strong form of the gov-
erning equations (momentum and mass balance equations, 
respectively) for a Newtonian fluid are written in an updated 
Lagrangian framework. 

 Where u is the velocity vector, p is the pressure, b is the 
body force per unit volume, � is the fluid dynamic viscosity, 
� is the density, t is the time, Ωt is the updated computational 
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Fig. 1  Graphical representation of SPH kernel (a) and PFEM (FEM) 
(b) shape functions for a cloud of points
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domain, � is the total time duration, and I is the identity 
second-order tensor. We remark that both the SPH and the 
PFEM strategies used in this work are based on a quasi-
incompressible formulation. We also remark that Eq. (1b) 
can be re-written by substituting the density with the pres-
sure as follows

where � is the material bulk modulus which is defined as 
� = �c2 , being c the speed of sound in the medium. System 
(1) is complemented by the following boundary conditions 

 being t the normal projection of the stress tensor on the 
fluid boundaries, û the prescribed velocities on the Dirichlet 
boundary ( Γv ), and t̂ the tractions acting on the Neumann 
boundary ( Γt ), with Γv ∪ Γt = �Ωt and Γv ∩ Γt = ∅.

3  SPH formulation

The SPH model utilised in this work has been obtained by 
independently introducing relevant modifications in the 
original code SPHERA v.9.0.0 (RSE SpA) [31]. This derived 
code [34] is redistributed on Github (bound to the GNU-GPL 
license and in respect of SPHERA copyright terms). For a full 
description of the derived model, the reader is referred to [20]. 
For further information, interested readers are referred to the 
documentation of the original SPHERA model [31, 35–38].

3.1  SPH approximation of governing equations

The SPH approximation of the mass balance equation (Eq. 
(1b)) reads

where the notation “ ⟨⟩ ” indicates the SPH particle -discrete- 
approximation. In this equation the computational particle 
has subscript 0 while the neighbouring particle has subscript 
b. � is the particle density, m is the particle mass, W is the 
kernel function and r0b the relative distance between the 
computational particle and the neighbouring one. n is the 

(2)
�p

�t
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(3b)t = t̂ on Γt
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outward normal vector to the boundary surface, c0 is the arti-
ficial sound celerity, and h is the smoothing length. � is the 
diffusive coefficient and �0b is the diffusive term formulated 
accordingly to [39]. The subscripts s and w refer, respec-
tively, to the generic neighbouring surface body particle and 
the solid boundary [37]. In Eq. (4), the term Cs represents 
the fluid-body interaction contribution for the mass balance 
equation and is defined as

where �s is the body particle volume. This scheme first 
introduced in [40] can be interpreted as a discretisation of 
the semi-analytic approach. We also remark that the last 
term of Eq.(4) represents a diffusive contribution that it is 
needed to obtain a stable pressure field solution [39]. Using 
the same notation as Eq. (4), the SPH approximation of the 
momentum balance equation (Eq. (1a)) reads

where g is the gravity acceleration, x is the position vector 
of the particle, �0in is the initial density of particle 0. The 
artificial viscosity is defined as �m = �0in

�⋅h⋅c

�0
 where � is the 

artificial viscosity coefficient ranging between 0.01 and 0.1. 
Artificial viscosity introduced by [11] bears no relation to 
real fluid viscosity, while it mimics its behaviour [41]. More-
over, its design allows the simulation of shock phenomena 
and stabilises the numerical algorithm [42]. For a thorough 
study on the influence of the artificial viscosity coefficient, 
the reader is referred to [19, 20].

The term a
s
 of Eq.(6) is the fluid-body interaction 

contribution for the momentum balance equation and is 
defined as

we remark that the artificial viscosity term of Eq. (6) has 
been modified to depend on particle volume instead of mass. 
This allows to obtain stable simulations of multiphase flows 
with high density ratio. The system of equations (4) and (6) 
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is closed by the linearised barotropic equation of state for 
slightly compressible fluids, which reads

In SPH, the artificial sound speed cref  must be assumed at 
least ten times higher than the maximum fluid velocity to 
guarantee a relative density variation at most equal to 1% 
[42] and the subscript ref stands for the reference state. Con-
cerning the boundary conditions, we remark that no con-
straints are needed to define the free surfaces. Solid walls 
are treated with the semi-analytic approach [36] where at the 
boundaries, the kernel support can partially lie outside the 
fluid domain. The integral terms in Eqs. (4) and (6) express 
these boundary contributions. Such terms represent the con-
volution integral on the portion of the kernel support V ′

h
 that 

lies outside of the domain and is filled with body particles. A 
second-order staggered Leapfrog scheme is used to integrate 
in time the governing equations [38]. The stability criterion 
for the time integration is given by:

Where the utilised viscosity � is the real fluid viscosity.

3.2  SPH solution scheme

The momentum and the mass balance equations are solved as 
described below. After the first initialisation of the particles 
in the domain, i.e., neighbouring search and computations of: 
r0b , W, ∇W  for the background grid, at each time step the 
procedure is given by the following steps 

1. Evaluation of the integrals for the solid neighbouring 
surface contour

2. Computation of the momentum balance equation and 
body dynamics by Eq. (6)

3. Leapfrog integration scheme applied to momentum bal-
ance equation

4. Update the particle position (Lagrangian trajectory)
5. Neighbouring search and computations of: r0b , W, ∇W
6. Evaluation of the integrals for the solid neighbouring 

surface contour
7. Computation of the mass balance equation (4)
8. Leapfrog integration scheme applied to mass balance 

equation
9. Pressures computations via the equation of state (8)

(8)p = c2
ref
(� − �ref ) + p0

(9)dt = min0

{
0.05

2h2

�
;CFL

2h

cref + |u|
}

4  PFEM formulation

In this work, the PFEM solution is obtained through the 
velocity-pressure solver for Newtonian fluids presented in 
[28]. As in standard PFEM formulations, equal order of 
interpolation (linear) for both the velocity and the pressure 
unknowns. The Finite Calculus (FIC) stabilisation [28] is 
adopted to avoid spurious oscillations due to the unfulfill-
ment of the so-called inf-sup condition [43]. The formulation 
is implemented in the open-source code Kratos Multiphys-
ics [32]. In the following sections, the basic features of the 
method are presented.

4.1  FEM discretisation

In the PFEM, the balance equation system (1) is discretised 
according to the standard Galerkin Finite Element Method 
(FEM). The full derivation of the FEM solution scheme is 
considered out of the scope of this work and only the final 
discretised, FIC-stabilised form is given.

Following the variational equation approach in [28], the 
governing equations (1a) and (2) can be written in matrix 
form as

where M0 is the mass matrix, K is the viscous matrix, Q 
is the gradient matrix, f  is the external force vector, M1 is 
the bulk matix, and S� includes all terms arising from the 
FIC stabilisation procedure. The vectors ū and p̄ contain 
respectively the nodal velocities and nodal pressures. The 
notation ̇̄a stands for the first material derivative of vector 
ā . The definition of all the matrices introduced in Eqs. (10) 
and (11) is provided in appendix A. For the full mathemati-
cal development of the discretised equations the reader is 
referred to [28].

4.2  PFEM solution scheme

At each time step [nt;n+1t] of duration Δt , the linear momen-
tum and the mass balance equations are solved iteratively 
for the nodal velocities and pressures. In the following, the 
main steps of this implicit PFEM scheme are summarised.

At each non-linear iteration i : 

1. Compute the nodal velocities ūi+1 from Eq.(10)
2. Update the nodal coordinates: n+1x̄i+1
3. Compute the nodal pressures p̄i+1 from Eq.(11)

(10)M0
̇̄u + Kū + Qp̄ = f

(11)M1
̇̄p + QT ū = S𝜏
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4. C h e ck  t h e  c o nve rge n c e :  
‖ūi+1 − ūi‖

‖nū‖ ≤ eu  , 

‖p̄i+1 − p̄i‖
‖np̄‖ ≤ ep

  with eu and ep prescribed error norms for velocities 
and pressures.

  If condition 4 is not fulfilled, return to 1 with i ← i + 1.

The nodal positions, thus the mesh, are continuously updated 
in a Lagrangian fashion according to the solution of the 
governing equations. To maintain a good quality of the dis-
cretisation in large deformation problems, such as the ones 
considered in this work, the mesh is continuously rebuilt. 
This is done by erasing all the elements of the previous (dis-
torted) mesh but maintaining the nodes. The new mesh is 
built over this distribution of nodes by combining the Delau-
nay triangulation [44] and the Alpha-Shape [45] method. 
The main steps of the PFEM remeshing are summarised in 
the following.

At each remeshing step: 

1. Erase the elements of the previous mesh and maintain 
the nodes

2. Create a Delaunay triangulation
3. Do Alpha-Shape check to rebuild the boundaries

On one hand, the Delaunay triangulation guarantees a good 
quality of the elements for the given cloud of nodes, on the 
other hand, the Alpha-Shape method allows recovering the 
physical contours of the computational domain with good 
accuracy. The result is a good-quality mesh ready to be used 
for the FEM solution of the following computational step. 
We also remark that in the PFEM, as for the SPH, the fluid-
free contours are automatically tracked by the solution algo-
rithm. More details about the PFEM remeshing procedure 
and its implications on the PFEM solution are provided in 
[29].

5  Results and discussion

5.1  Solitary waves

Two solitary wave types generated by piston wave-maker are 
considered for testing the SPH and PFEM models. In Fig. 2, 
a sketch of the two numerical wave tanks is plotted. For both 
domains, on the left-hand side there is a piston-type wave-
maker. Figure 2 (a) shows the domain for the so-called wave-
type A. On the right-hand side of the domain, there are two 
beaches with a 1:10 slope ratio that are connected by a flat 
bottom. The wave height is measured at the toe of the upper 
beach ( x = 90m ) with the gauge WM. In the reference labo-
ratory experiments [46], the wave impacted and damaged a 

reinforced concrete wall that was placed at the right-hand 
side of the flume. The 3D wave-wall interaction has been 
fruitfully reproduced with the PFEM method in [26].

Figure 2 (b) shows the domain for wave-type B. This 
wave type reproduces the laboratory experiment carried 
out in the large wave flume at the Coastal Research Cen-
tre in Hannover [47–49]. At the right-hand side of the 
domain there is a sloped beach with a 1:14.5 ratio. The 
sloped beach is followed by a flat part where a bore origi-
nates from the solitary wave breaking. The wave height 
is monitored at three WG gauges. This experiment has 
been reproduced in [27] coupling an Eulerian method and 
the PFEM method. This is the first attempt to reproduce 
these wave generation and propagation with SPH. Figure 3 
shows the velocity input for the wave-maker for both wave 
types. While both waves are generated in ten seconds, 
the propagation in the channel is different: wave-type A 
propagates in ten seconds while wave-type B propagates 
in forty seconds. Table 1 shows the spatial resolution and 
the particle/node number for each wave-type. The wave 
type is defined in the first column of the table while on the 
second column the run number is reported to distinguish 
simulations with different spatial resolution. The third and 
fourth columns show the particle spacing dx respectively 
for the SPH and PFEM model. The fifth column shows 

Fig. 2  Numerical wave tanks for solitary waves. a Domain for wave-
type A [26, 46] b domain for wave-type B [27, 47, 48]. In this figure, 
all measures are in meters

Fig. 3  Velocity input for paddle wave-maker. a Solitary wave-type A, 
b solitary wave-type B
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the physical simulation end time. On the sixth and sev-
enth columns the particle number (number of nodes) N is 
reported respectively for the SPH and PFEM model.

5.1.1  Solitary wave‑type A

This solitary wave, due to the lower particle number and 
simulation time, is chosen to perform a sensitivity analysis 
on the particle/mesh size. Table 1 shows the simulation 
runs where three different spatial resolutions have been 
considered. Figure 4 shows wave elevation at WM obtained 
with the SPH and the PFEM models for three different res-
olutions. These graphs show that the change in resolution 
has a greater impact on the SPH (Fig. 4 (a)) model than on 
the PFEM (Fig. 4 (b)). In fact, negligible differences in the 
wave elevation are exhibited with the PFEM model for the 
selected mesh sizes. Instead, the wave elevation obtained 

with the SPH model grows significantly from the coarse to 
fine resolutions and a very fine mesh is needed to obtain a 
convergent result. The best result being achieved with the 
fine spatial resolution. The trough, the second crest and the 
subsequent descending part of the wave elevation are close 
to the PFEM model and the experimental wave elevation.

Figure 5 shows a detail of the SPH and PFEM particles/
nodes at t = 14.0s (wave breaking point) for the three differ-
ent resolutions. As discussed before, the effect of resolution 
increase on the numerical results is more significant in the 
SPH than in the PFEM. Although the number of particles is 
similar between models (Table 1), at the coarsest resolution 
(Fig. 5 (a)) the finite element discretisation allows to obtain a 
more faithful representation of the wave breaking than SPH, 
and the wave evolves into a plunging breaker. With the mid-
dle spatial resolution (Fig. 5 (b)), the accuracy of SPH is 
greatly improved but the wave breaking is still not so accu-
rately reproduced. At the higher spatial resolution analysed 

Table 1  Simulation nodes at 
different resolutions - solitary 
waves

Wave run dx (m) End time (s) N (-)

SPH PFEM SPH PFEM

A 1 0.25 0.25 20.00 6451 8174
A 2 0.1 0.1 20.00 41120 48315
A 3 0.05 0.05 20.00 164480 191661
B 1 0.1 0.1 50.00 75510 88395
B 2 0.05 – 50.00 302040 –

Fig. 4  Solitary wave-type A: wave elevation at wave gauge WM 
obtained with spatial discretisation dx = 0.25m , dx = 0.1m , and 
dx = 0.05m . a SPH solution, b PFEM solution

Fig. 5  Solitary wave-type A: domain discretisation at t = 14.0s . 
Left-hand panels SPH, right-hand panels PFEM. a dx = 0.25m , b 
dx = 0.1m , c dx = 0.05m
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(Fig. 5 (c)) the discretisation is finally sufficient to model the 
breaking wave with the SPH. Figure 5 also confirms that in 
the SPH model the wave breaks before the PFEM model. In 
Fig. 5 (c), the SPH plunging breaker is falling and closing 
onto the main water body. With the PFEM model, the break-
ing point is much less influenced by different resolutions. 
Moreover, the crest gets tighter when resolution increases 
and with the highest resolution analysed no particles detach 
from the crest.

Figure 6 shows the wave elevation at WM. Numerical 
results with the resolution of dx = 0.05m are compared with 
the experimental results of [46]. The first SPH peak in Fig. 6 
is slightly shifted to the left. The SPH wave breaks slightly 
earlier than the wave generated with the PFEM model. 
Therefore the first SPH peak is slightly lower than the PFM 
one. Both models overestimate the experimental peak at 14s. 
The wave gauge WM is placed at the toe of the upper slope 
change where the solitary wave becomes a plunging breaker, 
thus affecting the experimental measure of the wave eleva-
tion at the peak. Both models produce a wave profile with 
negligible differences from the experimental wave. This is 
particularly evident in the trough and during the descending 
part of the wave from t = 14.5s to t = 20s.

5.1.2  Solitary wave‑type B

The original experiment [48] focused on the propagation 
of the wave in the flat beach and subsequent impact with 
fixed structures. Based on the previous results, for the 
PFEM mesh, a resolution coarser than the one adopted 
for the SPH is used. In particular, with the PFEM, suit-
able results are achieved with dx = 0.1m , while the SPH 
needs a particle size of dx = 0.05m . Even though mesh/
particle resolutions are different, the models produce simi-
lar results. Figure 7 shows the wave elevation obtained 
numerically and experimentally at the three gauges 
WG8, WG13, and WG14. In this figure, two SPH wave 

elevations are shown with dx = 0.1 m and with dx = 0.05 
m. The first one has the same resolution as the PFEM 
simulation. As discussed for Fig. 4 at this resolution the 
SPH model does not converge. Once spatial convergence 
is achieved by both models (with different discretisation) 
a fair comparison can be maid, showing that results are 
similar and rather close to the experiment. At WG8, Fig. 7 
(a) both models gives a slightly higher wave elevation at 
the t = 15.0s crest. The models capture the wave train from 
t = 18.0s to t = 35.0s in both phase and height. For WG13, 
and WG14, corresponding to Fig. 7 (b) and (c), similar 
considerations can be made. The wave crest at t ≈ 32.0 s 
and the following wave train of smaller amplitude are well 
estimated with negligible differences between both models 
and the experiment.

Figure 8 shows the velocity magnitude contour of the 
solitary wave propagating in the channel. In the PFEM 
model the highest velocities are centred under the wave 
crest moving in the channel. In the SPH model, the highest 
velocities seem diffused in front of and behind the wave 
crest. The maximum velocity captured at the crest top is 
≈ 1ms−1 . Close to the bottom, the SPH velocity is attenu-
ated, while the PFEM contours show higher velocities.

Figure 9 shows the pressure contour. Both models show 
a quasi hydrostatic distribution, with the PFEM contour 

Fig. 6  Solitary wave-type A: wave elevation at wave gauge WM 
obtained experimentally [46] and numerically with SPH and PFEM

Fig. 7  Solitary wave-type B: wave elevation at sensors: a WG8, b 
WG13, c WG14 [48]
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being slightly more consistent than the SPH one. The 
pressure increase under the wave crest is detected by both 
models and is consistent with the increase of free surface 
height in shallow water.

5.2  Regular waves

The domain is a slight modification of that used in pre-
vious SPH simulations [19, 20] to avoid wave reflection 
due to the sloped beach. Figure 10 shows a sketch of the 
updated domain, with a milder beach slope 1:50 that 
allows to reduce wave reflection at measuring gauges. The 
flat part of the domain has been extended to 50 m. On the 
left-hand side, there is the piston-type wave-maker. Wave 
heights are monitored with six wave gauges placed at an 
increasing distance from the wave-maker with imposed 
kinematic. This is the first time that the PFEM model is 
tested on the generation and propagation of regular wave 
trains in a flume.

Biŕsel [50] derived the analytical solution for differ-
ent wave-maker types. The wave-maker stroke is set to 
obtain the target wave height. Equation (12) shows the 
time-velocity law imposed on the wave-maker. S0 is the 
maximum displacement (stroke) of the wave-maker, � is 
the angular frequency related to the wave period T, and 

t is the time variable. The following exponential terms 
are introduced to avoid inertial effects at early simulation 
stages:

The still water height is hstill = 1m and is constant in both 
experiments; wave parameters are obtained with the proce-
dure illustrated in [19, 20]. Two wave types, from Ursell [51] 
are reproduced. Table 2 summarises the target characteristics 
of the waves. T is the wave period, H is the wave height, L 
is the wavelength, S is the maximum paddle stroke, c is the 
wave celerity, �

�����
 is the still water height in the flume, kh is 

the wave relative depth, �∕� is the wave steepness, �∕� is 
the wave height to stroke ratio. One may refer to [19, 20] for 
a short theoretical description of wave generation. Table 3 
shows the adopted dx, the simulation time and the node / 
particle number for the two models. Figure 11 shows the 
wave elevation at the wave gauges in the numerical flume for 
wave-type U15 and U24. Regular wave-types are compared 
with their respective analytical solution. With both models, 
the phase and wave heights are accurately reproduced. This 
numerical flume, with the 1:50 sloped beach, prevents wave 
reflection. Moreover, this sloped beach prevents mass losses 
in the PFEM model. In the flat part of the channel both mod-
els show negligible wave height reduction with respect to the 
analytical solution.

Figure 12 (a) shows the magnitude velocity contours for 
both models at t = 50s . The results of the two models are 
comparable. The velocity at wave crests, through, and nodes 
is well simulated. Slightly lower velocities are obtained 
with the PFEM model than with the SPH one. It is worth 
noting that the SPH velocity field is affected by negligible 

(12)
ux(t) =

1

2
S0�cos(�t) ⋅

(
1 − exp

(
−
t

T

))

+
S0

2
sin(�t) ⋅ exp

(
−
t

T

)
∕T

Fig. 8  Solitary wave-type B: 
velocity magnitude contour at 
t = 30.0s . SPH dx = 0.05 m, 
PFEM dx = 0.1 m

Fig. 9  Solitary wave-type B: 
pressure contour at t = 30.0s . 
SPH dx = 0.05 m, PFEM 
dx = 0.1 m

Fig. 10  Numerical wave tank for regular waves. In this figure, all 
measures are in meters

Table 2  Regular waves 
characteristics

Wave T(s) H (m) L (m) S(m) c (m s−1) hstill (m) kh H/L (–) H/S (–)

U15 3.01 0.084 8.73 0.12 2.9 1.00 0.72 0.0096 0.7
U24 2.15 0.236 5.76 0.22 2.68 1.00 1.09 0.0409 1.05
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numerical noise. The dashed box is magnified in Fig. 12 (b) 
where the velocity vector field under the wave is shown. On 
the left-hand side, there is the node before the wave crest, 
where the horizontal component of velocity is null and the 
vertical component is directed downwards. Under the wave 
crest the vertical component of velocity is null and the hori-
zontal component is directed along the wave propagation 

direction. In the node between the wave crest and the wave 
through, the horizontal component of the velocity vector is 
null while the vertical component is directed upwards. Under 
the wave through, the vertical velocity component is null 
and the horizontal velocity component is directed against 
the direction of wave propagation. The obtained results from 
both models are in accordance with the linear wave theory 
[33].

5.3  Non‑linear wave‑structure impact

The original laboratory experiment [52] was carried out in 
the flume at the hydraulic laboratory at the National Univer-
sity of Singapore. The freak wave was designed according 
to the focusing wave theory (13). N = 32 small amplitude 
waves meet simultaneously at a focusing point in space 
xf  and time tf  producing a large amplitude wave, which 
becomes a plunging breaker subsequently. This test case is 
applied here for the first time to the PFEM model and there-
fore used for validation.

In Eq. (13), the index i refers to each linear wave compo-
nent with a constant amplitude of ai = 0.0061m . Frequency 
components fi are equally spaced in the frequency band-
width ranging from fmin = 0.32Hz to fmax = 0.96Hz . The 
wave number ki is computed for each linear wave component 
with the dispersion equation (linear theory). The character-
istic wavelength is L = 3.312m and the characteristic wave 

(13)�(x, t) =

N∑
i=1

ai cos[ki(x − xf ) − 2�fi(t − tf )]

Table 3  Simulation nodes - regular waves

Wave dx (m) End time (s) N (-)

SPH PFEM SPH PFEM

U15 0.025 0.025 51.0 187500 143325
U24 0.025 0.025 56.0 187500 143325

Fig. 11  Regular wave elevation at measurement gauges. Wave-type 
U15: left panels; wave-type U24: right panels. (a) (g) WGA, (b) (h) 
WGB, (c) (i) WGC, (d) (l) WGD, (e) (m) WGE, (f) (n) WGF

Fig. 12  Regular wave-type U15. a Magnitude velocity contours. b 
Velocity vectors
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celerity is c = 2.11ms−1 . The experimental velocity input for 
the wave-maker can be found in [20]. The adopted domain 
is shown in Fig. 13. The flat bottom is 16m long allowing 
the simulation of the non-linear wave at the focusing point 
xf = 11.104m (WG3). The wave is generated through a pis-
ton type wave-maker (left-hand boundary). A 1:10 sloped 
beach (right-hand side) prevents reflected waves. A 0.7m 
still water height is used and the wave elevation is recorded 
at three wave gauges WG1, WG2, and WG3. The bottom 
left corner of the fixed box-shaped structure is placed at 
x = 12.677m and y = 0.7458m . Impact pressure time series 
are recorded at four probes, two on the bottom side and two 
on the front.

With the SPH, a resolution of h∕dx = 100 is required to 
achieve accurate results for both the wave propagation and 
the fluid-solid impact. Instead, with the PFEM a coarser 
resolution would be sufficient to reproduce accurately the 
wave generation and propagation phenomena. However, 
a coarse discretisation would be not adequate to simulate 
satisfactorily the wave-structure impact. This is because 
contact elements connecting the solid obstacle and the free 
surface of the fluid at rest would be built during the PFEM 
remeshing. We remark that the distance between the water 
and the structure is less than 5cm. Therefore, for both SPH 
and PFEM models a resolution of h∕dx = 100 , i.e., a discre-
tisation size of 0.007m is used. The adopted SPH artificial 
viscosity parameter � = 0.7 , is slightly higher than the one 
used in [20]. Table 4 shows the spatial resolution dx and the 
computational nodes/particles utilised for each model. It is 
worth noting that with the PFEM model a decreased simula-
tion time can be achieved by adopting a variable mesh size 
with a consequent node number reduction.

Figure 14 shows the wave elevation at the three wave 
gauges. The models show similar results accurately repro-
ducing the experimental wave elevation time series at each 
gauge. In Fig.  14 (c) the only difference between both 

models and the experimental wave elevation is at t ≈ 16.5s . 
In this crest both numerical models show a reduced elevation 
with respect to the experimental data. However, the wave 
height at the subsequent crest ( t ≈ 18.0s ) is more accurate. 
The PFEM model shows slightly higher accuracy than the 
SPH at some crests.

Figure 15 shows the impact pressures. At the front probes 
(Fig. 15 (a) and (b)) both models reproduce adequately 
the positive impact pressures. Peak values are similar to 
the experimental one for FP1 (Fig. 15 (a)) while they are 
slightly underestimated for FP2 (Fig. 15 (a)). The trend of 
the impact load is suitably reproduced by both models. At 
FP1 (Fig. 15 (a)) the SPH shows some secondary oscilla-
tions that are not shown in the results of the PFEM and the 
experiment. At FP2 (Fig. 15 (b)) the PFEM pressure time 
series is quite regular. At t = 18.78s , a secondary pressure 
increase is exhibited in the experimental signal that is well 
captured by the SPH model. Figure 15 (c) and (d) shows 
the bottom pressure probes. The positive impact pressures 
are well reproduced by both models even if the SPH over-
estimates the peaks. At the bottom probes, the SPH shows 
some oscillations as in the experimental signal but does not 
capture negative values. The PFEM model shows a regular 
trend with no oscillations and values close to the averaged 

Fig. 13  Non-linear wave-structure impact. a Numerical flume. b 
Structure close-up.In this figure, all measures are in meters

Table 4  Simulation nodes - non-linear wave

dx (m) End time (s) N (–)

SPH PFEM SPH PFEM

0.007 0.007 20.00 278600 322764

Exp SPH PFEM

Fig. 14  Non-linear wave elevation at the gauges: a WG1, b WG2, c 
WG3
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experimental signal. The time series of both models shows, 
on average, a similar trend to the experimental time series. 
At the bottom probes, the SPH computes slightly higher 
pressure values than the experiment and PFEM model. At 
BP1 (Fig. 15 (c)) from t ≈ 18.85s to t ≈ 19.1 s strong suction 
pressures are recorded [53]. While the SPH model cannot 
capture these negative pressures due to tensile instability, 
the PFEM model reproduces the average suction pressures 
adequately. Similar considerations can be made for BP2 
(Fig. 15 (d)). It is worth noting that other SPH models can 
reproduce the negative pressures [53] when the tensile insta-
bility is properly controlled.

Figure 16 shows the pressure contours of the non-linear 
wave impact with the box shaped structure. The SPH and 
the PFEM results are shown on the left-hand and right-
hand sides, respectively. In the centre, the experimental 
snapshots are given for comparison purposes. For each 
frame, pictures refer to the indicated time. The pressure 
contours produced by each model are quite similar. At 
t = 18.69s , just before the impact, the pressure distribu-
tion is quasi-hydrostatic. On the bottom left corner of 
the structure, there is a slight pressure increase, with a 
similar magnitude for both models. Both models produce 

a wave whose shape is similar to the experimental results. 
At t = 18.74s , the SPH model produces higher pressure 
distribution around the wetted part of the structure than 
the PFEM, as shown in Fig. 15. In this frame the experi-
mental wave is plunging onto the structure, this behav-
iour is captured by both models obtaining a similar behav-
iour. At t = 18.77s , the PFEM pressure contour is smooth 
with the highest pressures around the bottom centre of 
the structure. The SPH shows pressure peaks in the same 
area, but there are some minor oscillations (owing to the 
fluid–structure boundary treatment). At this time the SPH 
wave is more similar to the experimental frame where 
the leading edge turns downwards. The PFEM model 
shows a different dynamics of the wavefront collapse. At 
t = 18.82s , the SPH model produces slightly higher pres-
sures to the bottom of the structure than PFEM model.

6  Conclusions

This work dealt with a comparative study among two 
Lagrangian particle-base numerical models, namely, SPH 
and PFEM, applied to the simulation of regular and non-
linear waves in a flume with impact onto rigid structures. 
The analysed test cases were two solitary waves, two regular 
waves and a non-linear wave. Some of these test cases are 
investigated here for the first time and allow validation of 
the models. Results show that choosing the appropriate reso-
lution, the wave elevation and the kinematic properties of 
the studied waves are adequately reproduced by both mod-
els. The PFEM wave elevation is not affected by relatively 
coarse mesh size. Instead, the SPH wave elevation is greatly 
improved with a higher spatial resolution. The SPH method 
needs a high number of neighbouring particles to obtain 
reliable results with the kernel approximation. The PFEM 
model instead is less influenced due to the FEM discretisa-
tion, which provides good results even for coarse resolu-
tions. This aspect was highlighted in the analysis of solitary 
wave-type A where the influence of particle/mesh resolu-
tion was investigated. The non-linear wave impact result also 
shows that to model accurate impact pressures both models 
require a high spatial resolution. With higher resolution, 
both models can reproduce the pressure time history of the 
non-linear wave-structure impact. The SPH models slightly 
higher pressures than the experimental signal. The PFEM 
shows a regular trend with no oscillations and values close 
to the averaged experimental signal. Although the models 
are characterised by different Lagrangian approaches, they 
produce very similar results. The kinematic and dynamic 
properties of the analysed waves are reproduced adequately 
by both models and the achieved results are close to the 
experimental / analytical results of analysed waves. Given 

Fig. 15  Non-linear wave-structure impact pressure time series at the 
structure probes [52]. a FP1 b FP2 c BP1 d BP2
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the appropriate parameter choice and mesh / particle sizes, 
both models can be considered validated to reproduce a wide 
range of waves.

Appendix A FEM discretization

In this appendix, we give the discretised form of the FIC-
stabilised Navier-Stokes equations [28], briefly introduced 
in Sect. 4.1.

Let us consider a computational domain discretised into 
Ne finite elements with n nodes. For 2D problems, as those 
considered in this work, linear triangles are considered, 
therefore n = 3 . Linear shape functions Ne

i
 are defined for 

each node i ( i = 1, n ) of the element e, both for the velocity 

and the pressure field. [54–56]. Following the variational 
equation approach in [28], the governing equations (1a) and 
(1b) can be written in matrix form as

The tensors of Eqs. (A1) and (A2) are defined as follows:

• Me
0ij

= ∫
Ωe �N

e
i
NjIdΩ

• Ke
ij
= ∫

Ωe B
eT
i
DBeT

j
dΩ

• Qe
ij
= ∫

Ωe B
eT
i
mNe

j
dΩ

• Me
1ij

= ∫
Ωe

1

k
Ne
i
Ne
j
dΩ

(A1)M0
̇̄u + Kū + Qp̄ = f

(A2)M1
̇̄p +M2

̈̄p + QT ū + (L +Mb)p̄ = f p

Fig. 16  Non-linear wave-
structure impact pressure 
contours. Left-hand column 
SPH, right-hand column PFEM. 
Comparison with experimental 
snapshots [52]
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• Me
2ij

= ∫
Ωe

�

c2
Ne
i
Ne
j
dΩ

• Me
bij

= ∫
Ωe

2�

hn
Ne
i
Ne
j
dΓ

• Le
ij
= ∫

Ωe �(∇
TNe

i
)∇Ne

j
dΩ

• f e
i
= ∫

Ωe N
e
i
bdΩ + ∫

Γt
Ne
i
tdΩ

• f e
pi
= ∫

Γt 𝜏N
e
i
[𝜌u̇n −

2

hn
(2𝜇𝜖n − tn)]dΓ − ∫

Ωe 𝜏∇
TNe

i
bdΩ

These integral are defined on the element domain Ωe or at the 
frontier Γt . The sub-index n refers to the normal component, h 
is the mesh size, and the stabilisation parameter � arising from 
the FIC procedure is defined as follows.

being h and � a characteristic space and time lengths, 
respectively.

The tensors introduced in Eqs.(A1) and (A2) are listed 
below.

• D = �

⎛⎜⎜⎝

4∕3 − 2∕3 0

−2∕3 4∕3 0

0 0 2

⎞⎟⎟⎠

• Be
i
=

⎛⎜⎜⎜⎝

�Ni

�x
0

0
�Ni

�y
�Ni

�y

�Ni

�x

⎞⎟⎟⎟⎠
• Ne

i
= Ne

i
I

• ∇ =
(

�

�x
,
�

�y

)T

• m = [1, 1, 0]T
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