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Abstract
The direct numerical simulation of metal additive manufacturing processes such as laser powder bed fusion is challenging 
due to the vast differences in spatial and temporal scales. Classical approaches based on locally refined finite elements com-
bined with time-stepping schemes can only address the spatial multi-scale nature and provide only limited scaling potential 
for massively parallel computations. We address these shortcomings in a space-time Galerkin framework where the finite 
element interpolation also includes the temporal dimension. In this setting, we construct four-dimensional meshes that are 
locally refined towards the laser spot and allow for varying temporal accuracy depending on the position in space. By split-
ting the mesh into conforming time-slabs, we recover a stepwise solution to solve the space-time problem locally in time at 
this slab; additionally, we can choose time-slab sizes significantly larger than classical time-stepping schemes. As a result, 
we believe this setting to be well suited for large-scale parallelization. In our work, we use a continuous Galerkin–Petrov 
formulation of the nonlinear heat equation with an apparent heat capacity model to account for the phase change. We validate 
our approach by computing the AMB2018-02 benchmark, where we obtain an excellent agreement with the measured melt 
pool shape. Using the same setup, we demonstrate the performance potential of our approach by hatching a square area with 
a laser path length of about one meter.

Keywords Space-time finite elements · Metal additive manufacturing · Local hp-refinement · Laser powder bed fusion · 
Parallel in time

1 Introduction

Laser powder bed fusion (LPBF) is an additive manufac-
turing technology that allows printing three-dimensional 
metal structures directly from a computer model. LPBF 
provides design flexibility and can be more efficient than 
other manufacturing techniques, for example, by reducing 
material waste and energy consumption. During the printing 
process, metal powder is added in a layerwise fashion and 
selectively melted by a high-power laser. The laser path is 

obtained by slicing the geometric model of the structure and 
hatching the interior areas. The path construction signifi-
cantly impacts the microstructure and potential deviations 
from the geometric model (e.g., in zones with local over-
heating). Numerical simulations can identify these zones 
and significantly improve the quality in problematic areas 
by analyzing the manufacturing process and the structures 
without printing them. In particular, simulations can esti-
mate quantities such as cooling rates that are not trivial to 
measure from experiments.

The major challenge in simulating LPBF processes is the 
multi-scale nature of the solution. While the laser spot and 
the melt pool sizes are well below 1 mm, the path length for 
manufacturing realistic structures can be in the range of kilo-
meters. Similarly, the characteristic time scales range from 
micro-seconds around the laser spot to minutes or hours for 
the temperature evolution on the component level. This large 
span of scales renders detailed simulations of the melt pool 
dynamics unfeasible for simulating significant parts of the 
manufacturing process since relatively small fractions of the 
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problem are often already expensive to compute. However, 
a reasonable approximation of the thermal history is often 
much cheaper to compute and can provide significant insight 
into the overall behavior. Based on these results, one can 
then select specific areas for a more detailed analysis which 
may also include the computation of the associated elasto-
plastic problem using classic techniques (using, e.g., [1]).

Our work focuses on the temperature evolution of laser-
based additive manufacturing processes as it drives many 
phenomena and forms the basis for more detailed simula-
tions. For example, the temperature evolution directly influ-
ences the microstructure formation (see, e.g., [2]) and can 
even be used to feed microstructural models [3]. Thermal 
models can predict melt pool shapes accurately (see, e.g., 
[4, 5] and references therein). In [6], the authors improve the 
quality consistency by comparing real-time measurements to 
a thermal simulation of the process. Other approaches, such 
as [7, 8], use data-driven models to predict the thermal his-
tory or mechanical properties based on the thermal history. 
Hence, developing efficient methods for simulating tempera-
ture evolution is an essential ongoing subject of research.

Nevertheless, even simple thermal models need to 
span many scales accurately and require particular strate-
gies to render the computational requirements reasonable. 
Currently, a popular approach for direct simulations is to 
locally refine finite elements in space in combination with a 
time-stepping scheme. In particular, hp-finite elements were 
successfully applied in, e.g., [9, 10], where they reduce the 
computational effort by combining local refinement around 
the laser spot with high-order finite elements in the rest of 
the domain. The major shortcoming of this approach is that 
the time-step size is uniform in space and having sufficient 

accuracy around the laser spot leads to a needlessly accurate 
time integration on the rest of the domain. The resulting 
large number of time steps makes upscaling towards mas-
sively parallel simulations challenging as the communica-
tion overhead quickly dominates when computing individual 
time-steps in a distributed manner.

We address these challenges using locally refined space-
time finite elements. We apply adaptive methods that cap-
ture the spatial and temporal multi-scale nature in a uni-
fied framework by considering time as a fourth dimension. 
Instead of solving the entire problem simultaneously, we 
split the space-time domain into several time-slabs that we 
compute sequentially. The size of each slab can be chosen 
depending on the target environment; for a single processor, 
one would choose much shorter time-slabs than for a super-
computer. Figure 1 schematically compares a classical time-
stepping approach for solving a transient one-dimensional 
problem with 24 time-steps to a space-time discretization 
with local refinement towards a laser track that we compute 
across three time-slabs. Figure 2 shows a similar setup for 
two spatial dimensions where each time-slab is refined four 
times towards the laser source. While we believe that our 
way of simulating temperature evolution in LPBF is new, 
we want to mention [11–14] as related work on addressing 
the spatial and temporal multi-scale nature.

Many space-time finite element formulations for para-
bolic problems were developed over the last decades. Popu-
lar methods combine a continuous discretization in space 
with either a continuous Galerkin (cG) or discontinuous 
Galerkin (dG) approach in time. DG methods in time, such 
as discussed in [15, 16] allow for time marching schemes 
with non-matching discretizations as they enforce continuity 

Fig. 1  Discretization method comparison for a transient one-dimensional problem with a moving heat source (source path in red, refinement 
region in dashed green)
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on slab interfaces weakly. CG approaches tend to be more 
efficient for a given number of unknowns; therefore, they 
are suitable for local mesh refinement in space-time discre-
tizations. Different formulations have been analyzed, such 
as [17, 18], and in particular [19], where they use truncated 
hierarchical B-Splines to develop an adaptive space-time 
formulation with higher continuity. Space-time finite ele-
ment methods are also used to compute problems with mov-
ing boundaries [20, 21].

Our work picks up the formulation introduced in [22], 
where the test functions are the time derivative of func-
tions from the trial space. Although the original formula-
tion uses a tensor-product structure in space and time, the 
authors claimed that their method could form the basis for 
adaptive schemes; our present contribution confirms their 
claim. More recent publications, such as [23, 24], refer to 
our method as a continuous Galerkin–Petrov (cGP) formu-
lation. The mixed derivative term of the form ∇ẇ resulting 
from testing with the time derivative is well defined as we 
use extruded spatial meshes with space tree refinement.

Developing continuous hp-finite element algorithms, 
especially in four dimensions, is a challenging task. Several 
approaches exist for three-dimensional problems, particu-
larly the multi-level hp-method introduced in [25, 26]. In 
our previous work presented in [27], we developed a data-
oriented approach for constructing multi-level hp-bases for 
higher dimensions by building on the core idea of using a 
hierarchical refinement where all levels can support basis 
functions. Our algorithms use basic adjacency information 
of cells in the refinement tree that require only a lightweight 
data structure. The simplicity of this version of the multi-
level hp-method renders it an ideal choice for our space-time 
approach.

The paper is structured as follows. In Sect. 2, we dis-
cuss the nonlinear conductive model and its continuous 

Galerkin–Petrov formulation. We obtain a more accurate 
approximation of the melt pool geometry by including an 
apparent heat capacity term that accounts for the energy 
involved in the phase change. Sect. 3 recalls the construction 
of multi-level hp-bases and discusses the additional steps 
involved to ensure continuity between time-slabs. We then 
validate our approach in Sect. 4 by comparing the obtained 
melt-pool shape with the experimental results reported for 
the AMB2018-02 benchmark. We demonstrate the per-
formance of our method by using this setup to compute a 
hatched square with a path length of one meter that com-
putes in about seven hours on a single CPU. Finally, we 
conclude with some remarks and an outlook for future work 
in Sect. 5.

2  Formulation

We consider a heat equation with nonlinear coefficients on a 
spatial domain S and time interval T =

[
t0, t1

]
:

where u is the solution, u̇ denotes its temporal derivative and 
∇u its spatial gradient. We define the heat capacity c = c(u) , 
the heat conductivity k = k(u) , and ΓD ∪ ΓN = �S × T  , such 
that ΓD ∩ ΓN = � . We list the initial condition ( u0 ) and the 
Dirichlet boundary condition ( uD ) separately, but we treat 
them similarly in our space-time formulation. Moreover, 
we expand the heat capacity into c(u) = �cs(u) , where � is 
the density and cs(u) is the specific heat capacity. In our 
examples, we use a volumetric heat source (Sect. 2.2) and 

(1)

cu̇ − ∇ ⋅ (k∇u) =

u =

u =

n ⋅ k∇u =

f

u0

uD

h

on Ω = S × T

on S, at t = t0

on ΓD

on ΓN ,

Fig. 2  Three refined space-time 
slabs for a non-linear heat equa-
tion in two spatial dimensions
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homogeneous Neumann boundary conditions ( h = 0 ). While 
not considered here, longer simulations of LPBF processes 
require including appropriate radiation and convection 
boundary conditions.

2.1  Weak form and linearization

To obtain the weak formulation of (1), we test with the time 
derivatives of the standard Bubnov–Galerkin test functions. 
The weak form of (1) then reads: Find u ∈ ub +W0(Ω) , such 
that

where ub ∈ W(Ω) satisfies the initial and Dirichlet condi-
tions and W0(Ω) restricts W(Ω) to functions that are zero 
on the boundary. The function space W(Ω) is the standard 
continuous finite element space H1(Ω) with the additional 
condition that the gradient of the time derivative is defined. 
This condition on the time derivative excludes elements such 
as triangles in space-time where the Jacobian matrix is not 
diagonal (block diagonal in higher dimensions). Still, the 
continuity of the temporal derivative condition allows for 
locally refined rectangular elements with hanging nodes, 
such as shown in Fig. 1b. This type of Petrov-Galerkin for-
mulation was introduced by [22]. Although they only con-
sider tensor-products of spatial and temporal meshes, our 
results indicate that the formulation extends well to non-
tensor-product spaces such as our hp-discretization.

We then choose a finite-dimensional subspace Wh ⊂ W  , 
spanned by basis functions Ni(x, t) , to formulate the weak 
residual in terms of the discrete solution uh = Niûi ∈ Wh:

with the linearization

where c′ and k′ are the derivatives of c and k with respect to 
temperature. With this, we obtain a nonlinear iteration 
scheme ûk+1 = ûk + Δûk+1 , where Δûk+1 is the solution of the 
linear equation system Tk

ij
Δûk+1

j
= −Rk

i
 . The superscripts in 

Rk
i
 and Tk

ij
 indicate that we evaluate  (3) and (4) using 

uh
k
= Niû

k
i
 . We start with û0 = 0 and iterate until we obtain a 

(2)
∫Ω

ẇ cu̇ + ∇ẇ ⋅ k∇u dΩ

= ∫Ω

ẇf dΩ + ∫ΓN

ẇ h dΓN ∀w ∈ W0(Ω),

(3)
Ri(u

h) = ∫Ω

Ṅi cu̇
h + ∇Ṅi ⋅ k∇u

h − Ṅif dΩ

− ∫ΓN

Ṅi h dΓN ,

(4)
Tij(u

h) =
𝜕Ri

𝜕ûj
=∫Ω

Ṅi

(
cṄj + c�u̇hNj

)
+

+ ∇Ṅi ⋅

(
k∇Nj + k�∇uhNj

)
dΩ,

reasonable reduction in the residual ‖‖Rk‖‖ < 𝜖‖‖R0‖‖ . We 
choose � = 10−4 in our computations as smaller values did 
not improve the solution noticeably.

A consequence of (2) is that we obtain a discontinuous 
test space across time-slices where the finite element inter-
polation is C0 continuous. Introducing such slices when 
meshing the space-time domain allows us to split the prob-
lem into time-slabs that we compute consecutively. Moreo-
ver, we eliminate a temporal test function on each slab when 
imposing the initial (Dirichlet) condition to recover linearly 
independent equations. See Sect. 3.3 for further discussion.

We use a standard Gauss-Legendre quadrature rule with 
p + 1 points to integrate the finite element systems in space. 
As the test functions have a maximum polynomial degree 
of p − 1 in time, it is even sufficient to use only p quadrature 
points in time to integrate the products of shape functions 
accurately. However, in the vicinity of a concentrated heat 
source, we might need more quadrature points as the rapid 
temperature changes and the material’s nonlinearities can 
make the integrals quite rough. This quadrature inadequacy 
is especially problematic when using an apparent heat 
capacity model to account for the phase change, as Sect. 2.3 
discusses.

2.2  Heat source

Throughout this paper, we assume a Gaussian heat source 
of the form

where � = D4�∕4 , P is the laser power, and � is the mate-
rial’s absorptivity. Instead of directly imposing g as a heat 
flux boundary condition, we use a volumetric extension into 
the z-direction by an intensity function

for z ≤ 0. Now, we define the source function f in terms of 
a given path p(t) that determines the current position of the 
laser:

Choosing a volumetric source has two advantages over 
imposing the heat flux on a surface. First, we account for 
the recoil-pressure-induced depressions around the laser spot 
that can form due to material evaporation. However, once 
these effects become dominant, we can no longer expect 
realistic results from a purely thermal model. Second, when 
modeling the metal powder as a continuum (although not 

(5)g(x, y) =
P�

2��2
exp

(
−
x2 + y2

2�2

)
,

(6)I(z) =
2√
2��z

exp

�
−

z2

2�2
z

�
,

(7)f (x, y, z, t) = g(x − px(t), y − py(t)) I(z − pz(t)).
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done here), we can account for light rays naturally reach-
ing some depth within the powder. We refer to [28] for an 
investigation on volumetric source shapes for temperature 
simulations of LPBF processes.

2.3  Phase change model

Without accounting for the energy involved in the phase 
change, we significantly overestimate the temperatures in 
the melt pool, which causes an increased heat energy dis-
sipation around the laser spot, resulting in an underestimated 
melt pool length, and an overestimated melt pool width and 
depth. We improve this behavior by using an apparent heat 
capacity model that adds a latent heat contribution in a thin 
region around the phase change to the heat capacity. To this 
end, we define the following phase change function

with

that describes a smooth transition between the solid ( us ) and 
liquid ( ul ) temperatures with a smoothness parameter S  (see 
Fig. 3). Using

we define the apparent heat capacity as

with its derivative

fpc(u) =
1

2

(
tanh

(
u − um

u�

)
+ 1

)
,

um =
ul + us

2
u� = S

ul − us

2

f �
pc
(u) =

1

2u�

(
1 − tanh

(
u − um

u�

)2
)

f ��
pc
(u) =

1

u2
�

tanh

(
u − um

u�

)(
tanh

(
u − um

u�

)2

− 1

)
,

(8)c(u) = �cs(u) + �Lf �
pc
(u)

Here, L represents the latent heat associated with the 
phase change from solid to liquid phases of the material. Our 
experience shows that the smoothness parameter S mainly 
influences the length of the melt pool and the cooling rates 
below the melting temperature, which we exploit to fit the 
simulated melt pool length to the experimental data. We 
minimize the effect on the cooling rates by fixing us while 
increasing ul , which results in a shift of um towards higher 
temperatures. Thus, the regularization influence is shifted 
to a range of temperatures that has little physical relevance 
due to the simplified model. These latent heat contributions 
are often neglected, as the nonlinearities render the solution 
process quite challenging. The quick and localized phase 
change induces a thin spike in the heat capacity c(u) on the 
melt pool boundary that the discretization and the quadrature 
rule must capture. Besides increasing the number of quad-
rature points, we disregard the phase change in the initial 
iteration and then use a smooth regularization (e.g., S = 10 ) 
for the subsequent iteration. If necessary, we compute an 
improved update as ûk+1 = ûk + 𝛽Δûk+1 , where � minimizes 
the residual norm and use a bisection type algorithm to pre-
vent the iterations from diverging.

3  Discretization

Simulating real-world examples with hp-refinement in four 
dimensions requires an efficient basis function construction 
with manageable complexity. The multi-level hp-method 
introduced in [25, 26, 29] is an excellent framework for this 
task. In [27], we extend the framework to higher dimensions 
allowing us to build a space-time approach. We now sum-
marize the main ideas of constructing multi-level hp-bases; 
see the references above for further details.

(9)c�(u) = �c�
s
(u) + �Lf ��

pc
(u).

Fig. 3  Phase change regularization between solid and liquid states
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3.1  Multi‑level hp‑method

In the p-finite element method, tensor-products of integrated 
Legendre polynomials form higher-order C0 continuous 
finite elements. The shape function hierarchy allows for 
varying polynomial degrees between elements as the func-
tions on the side with a higher polynomial degree contain 
the functions on the other side. This hierarchical structure 
is commonly implemented by associating shape functions 
to the topological components of the element, resulting in 
a classification into nodal, edge, face, and volume modes. 
Figure 4 shows this association for a two-dimensional finite 
element. Additional advantages of using integrated Legendre 
polynomials are improved condition numbers (for Laplace 
type problems) and the possibility of defining a trunk space 
that removes certain functions from the tensor-product space 
without reducing the convergence order.

The multi-level hp-method allows to automatically refine 
a given base mesh by recursively building a space tree on 
top of it (quadtree in two dimensions, octree in three dimen-
sions). Instead of replacing elements when refining, we keep 
the complete hierarchy and allow all cells (leaf or non-leaf) 
to support basis functions. This eliminates the problem 
of constraining hanging nodes at the cost of introducing 
slightly larger supports for basis functions in transition 
zones. Figure 5 compares a refinement by replacement to 
the hierarchical multi-level hp approach. As shown, shape 
functions on elements with finer neighbors are connected to 
the corresponding parent cell on the other side. To maintain 
global C0 continuity, all overlay shape functions must be 
zero on internal boundaries.

We construct a multi-level hp-basis by first activating all 
basis functions associated with leaf cells’ topological com-
ponents and then deactivating the functions active on inner 

boundaries. Figure 6 shows the result of these two steps 
on a two-dimensional example. In both stages, we include 
all sub-components; when deactivating an edge, for exam-
ple, we also deactivate the two nodes. Our extension to four 
dimensions expresses the same idea in terms of operations 
over element interfaces on the tensor-product masks associ-
ated with each cell. A tensor-product mask keeps track of 
active and inactive shape functions in the tensor-product of 
integrated Legendre polynomials. Thus, our data structure 
only needs to provide adjacency relations between cells, 
extending well to four dimensions. We skip the details of this 
formulation here and refer to the explanations given in [27].

In practice, on a hierarchically refined mesh, our imple-
mentation builds for every leaf cell a location map, an inter-
face for evaluating the basis functions, and the indices of 
active face functions. Then, we use standard finite element 
technology that generally does not depend on the logic 
behind constructing the basis functions.

3.2  Refinement strategy

It is crucial to find strategies for automatic mesh refinement 
and polynomial degree selection to use the flexibility offered 
by an hp-framework to its full potential. General approaches 
use error estimators combined with some smoothness esti-
mators to choose whether to refine in h or p. While these 
require little problem setup information, they are often 
expensive and complex to implement. However, in applica-
tions such as LPBF, we have an a priori knowledge about 
the laser path to tailor our mesh refinement strategies. We 
consider recent laser positions (e.g., 100 ms) to construct a 
function conceptually similar to a mesh density function that 
defines the target refinement depth. We start with a Gauss 
bell shape at the current position of the laser, where we have 

Fig. 4  Shape functions in the p-version of the finite element method
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a maximum refinement depth at the center that decreases 
as we move further away from the laser. Then, we transport 
this function in space along the previous laser path while 
decreasing the maximum refinement level and increasing the 
refinement width. This function transport gives us a spatial 
function for a given point in time with values indicating 
the target refinement level. We determine whether to refine 
an element by evaluating this function on a grid of points 
within the element (e.g., 5 to 7 per direction) and compare 
the maximum target refinement depth to the refinement level 
of the element. Figure 7 shows the maximum refinement 

depth d� and width �� defined over the laser history that we 
later use in our examples.

We evaluate our refinement depth function d(x, t) by con-
sidering the laser path in the time interval [t − �max, t] ; the 
regions before and after do not influence the refinement. We 
first compute the closest point xp

i
 on each laser path segment 

i and determine the time tp
i
 at which the laser was at xp

i
 . Then, 

using the time delay Δti = t − t
p

i
 , we extract the maximum 

refinement depth and width from the functions d�(Δt) and 
��(Δt) , respectively, as specified by, e.g., Figure 7. Using 
these, we compute d(x, t) by evaluating a Gaussian function 
for each segment and taking the maximum value:

Fig. 5  Comparison of hp-refinement strategies

Fig. 6  Multi-level hp construction rules. Deactivated components do not contribute their basis functions but may still support functions from 
lower dimensional components
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rounding the result to the closest integer. Figure 8 shows 
d(x, t) for a square path with 6 mm width.

As our refinement is isotropic, the same refinement depth 
applies to all directions, including time. For simplicity, we 
choose the same polynomial degree for elements with equal 
refinement levels, which is not a restriction of the method. 
Finding better selection criteria for the polynomial distri-
bution of individual elements will improve the simulation 
performance; future work will focus on this.

3.3  Separation into time‑slabs

As Sect. 2 discusses, we test with the time derivatives of the 
trial functions. Let us momentarily consider a one-dimen-
sional interpolation in time consisting of C0 continuous 
quadratic finite elements, as Fig. 9a shows. The time deriva-
tives (Fig. 9b) are linearly dependent as Ṅ0 + Ṅ2 + Ṅ4 = 0 
and thus are not a valid test basis. As we eliminate the trial 
function N0 by imposing the initial (Dirichlet) condition; 
thus, we eliminate the corresponding test function Ṅ0 , which 
restores the linear independence to the system. For this, we 
use standard finite element routines for imposing Dirichlet 
boundary conditions during the assembly. Now, we can set 
up the monolithic system

which after imposing the initial condition becomes

d(x, t) = max
i

�
d�
�
t − t

p

i

�
exp

�
−

‖x − x
p

i
‖2

2�2
�
(t − t

p

i
)

��
,

We can solve this linear system with all four remaining 
unknowns at once, but due to the entries K23 and K24 , we 
cannot first solve for û1 – û2 and then for û3 – û4 . We can 
eliminate these values by removing the negative constant 
part on the right side of Ṅ2 (in Fig. 9b) by replacing Ṅ2 with 
Ṅ2 + Ṅ4 . This does not change the solution as the resulting 
test functions span the same space as the original ones. Now 
we can solve the equivalent slab-wise scheme

where each new slab uses the interface unknowns from the 
previous one as initial conditions. Again, we can use stand-
ard finite element assembly routines to remove the respective 
rows in the element matrices and vectors when imposing 
initial conditions on each slab. Although our demonstration 
is one-dimensional, the process holds for our locally refined 
space-time meshes in four dimensions. In this case, eliminat-
ing the test functions of overlay meshes during the imposi-
tion of the initial condition like described above does not 
automatically remove all the negative parts of the test func-
tions later in time, as the finer overlay meshes are not split 
into individual time-slabs. For example, on the first refine-
ment level we obtain a basis in time similar to Fig. 9 for 
each root element, but only N0 and Ṅ0 are eliminated when 
imposing the initial condition. Interestingly, we observe an 
improved conditioning during the sparse direct solution of 
the linear system when we set all negative constant parts of 

⎛
⎜⎜⎜⎝

K11 K12 0 0

K21 K22 K23 K24

0 K32 K33 K34

0 K42 K43 K44

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

û1
û2
û3
û4

⎞
⎟⎟⎟⎠
=

⎛
⎜⎜⎜⎜⎝

f̂1
f̂2
f̂3
f̂4

⎞
⎟⎟⎟⎟⎠
− û0

⎛
⎜⎜⎜⎝

K10

K20

0

0

⎞
⎟⎟⎟⎠
.

(
K11 K12

K21 K22

)(
û1
û2

)
=

(
f̂1
f̂2

)
− û0

(
K10

K20

)

(
K33 K34

K43 K44

)(
û3
û4

)
=

(
f̂3
f̂4

)
− û2

(
K32

K42

)
,

Fig. 7  Parameters for refinement based on laser history
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the test functions in time to zero during the assembly. This 
is similar to testing in time with Legendre polynomials of 
degree p − 1 and not connecting them across element inter-
faces, instead of using the time derivatives of globally C0 
continuous integrated Legendre basis functions.

Another challenge in separating the solution into time-
slabs is that hanging nodes are not constrained if we mesh 
each slab separately. Meshing the entire space-time domain 
at once is certainly not desirable. Still, we must at least know 
the refinement for the next slab and the previous one to con-
struct compatible bases at slab interfaces. Figure 10 shows 
how we advance a one-dimensional solution in time by 
already meshing the second slab together with the first one. 
Then, when computing the second slab, we also mesh the 
third one, and only when computing the solution on the third 
slab do we discard the first mesh. This meshing procedure 
is possible as we define the refinement in advance indepen-
dently of the solution. In other cases (e.g., when using an 
adaptive algorithm), we can either refine the next slab con-
formingly or use a dG formulation in time to enforce conti-
nuity across slab interfaces weakly.

4  Benchmark results

This section applies our methodology to the AMB2018-02 
benchmark, which allows us to validate our approach and 
tune the model and discretization parameters. Using the 
same setup, we then compute a hatched square in Sect. 4.2. 
The source code is available at https:// gitlab. com/ hpfem/ 
publi catio ns/ 2021_ space time_ am and its submodules under 
an open-source license. In addition to our space-time formu-
lation, we provide time-stepping versions for all examples 
from this section to verify our implementation.

4.1  AMB2018‑02

The AMB2018-02 benchmark [30] is commonly used to 
initially assess the performance of new simulation meth-
ods for LPBF processes. The setup features various laser 
configurations in single strokes on a block of IN625 alloy 
( 24.08 mm × 24.82 mm × 3.18 mm ). The length of each 
stroke is 14 mm with a duration of 17.5 ms, but the melt 
pool usually reaches a steady-state after at most 2 mm of 

Fig. 8  Mesh refinement using the parameters from Fig. 7 on a 6 mm by 6 mm square

Fig. 9  Test and trial bases in time for two slabs

https://gitlab.com/hpfem/publications/2021_spacetime_am
https://gitlab.com/hpfem/publications/2021_spacetime_am
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travel distance. Experimental data from [31] shows the melt 
pool width and depth for each track as measured from the 
cross-section area within which the microstructure changed. 
The melt pool length and cooling rates are estimated using 
high refresh rate thermal imaging. Here, we focus on test 
case B on the AMMT setup and the measurements from [31, 
Table 3] for track number 3. Table 1 summarizes our simula-
tion model parameters. The thermal properties of IN625 are

for temperatures below the melting point and assumed con-
stant for higher temperatures. Moreover, we use a constant 
density � = 8440 kg m−3.

We calibrate our model in our first numerical experiments 
to reproduce the experimental data as close as possible. We 
estimate the melt pool dimensions from our simulations 
by extracting a contour surface at u = us and measuring its 
bounding box’s length, width, and depth. First, we identify 
suitable values for the absorptivity � and the penetration 

cs(u) =
(
405 +

247 ⋅ u

1000◦C

)[
J

kg◦C

]
u ≤ us

k(u) =
(
9.5 +

15 ⋅ u

1000◦C

)[
W

m◦C

]
u ≤ us

depth �z of the heat source as in (5) and (6) such that the 
width and depth match. Then, we set the phase change regu-
larization for the melt pool length to match the experiments. 
We use this strategy since increasing the smoothness of the 
phase change mainly affects the melt pool length while it has 
a minor effect on its width and depth. We use a well-resolved 
discretization, see Table 2, to minimize the discretization 
influence. In our computations, we use linear polynomials in 
time combined with a trunk space for the spatial discretiza-
tion (see, e.g., [27]). The additional z-factor in Table 2 mul-
tiplies the refinement width �� in the z-direction to prevent 
unnecessary refinement in the region below the melt pool.

Table 3 shows the results for different phase change reg-
ularizations. We obtain very similar dimensions for S = 4 
(equivalent to S = 1 , us = 1200 ◦C , and ul = 1440◦C ) and 
with only increasing ul to 1550◦ C. However, Fig. 11 shows 
significant differences in temperatures below 1290◦ C if 
the phase change model is regularized towards lower tem-
peratures. Figure 12 shows the time derivative of the tem-
perature field that we obtain directly from the space-time 
finite element discretization. The cooling rates of around 
2 × 106 ◦ C s−1 deviate significantly from the measured 
1.08 × 106 ◦ C s−1 , given by [31, Table 3]. However, in [31], 
the authors advise against using the cooling rate measure-
ments due to motion blur and a limited calibration range. 
Therefore, the validation of cooling rates for our model 
remains an open task. Next, we coarsen the discretization 
as much as possible while still obtaining good estimates to 
showcase the benefits of our approach. Figure 13 shows the 
melt pool geometry and the temperature in the vicinity for 
the coarse discretization, see Table 2. With a simulation time 
of 17.5 ms and 8 time-slabs we obtain a duration of about 
2.2 ms for one slab. The melt pool dimensions (last row of 
Table 3) are almost identical to ones of the well-resolved 
discretization. For simplicity, we over-integrate all elements 

Fig. 10  Ghost slabs in time with one space dimension

Table 1  Model parameters (see Sects. 2.2 and 2.3 )

Laser parameters Phase change parameters

Speed (v) 0.8 ms−1 Latent heat (L) 2.8 × 105 J kg−1

Power (P) 179.2 W Solid temperature 
( us)

1290◦C

Absorptivity ( �) 0.32 Liquid temperature 
( ul)

1350◦C

Spot size ( D4�) 170 μm Initial temperature 
( u

0
)

25◦C

Depth ( �z) 0.28 ⋅ D4�∕4 Regularization (S) 1, 2, 4
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with p + 2 quadrature points in space and p + 1 quadrature 
point in time to capture the phase change accurately. We 
solve the linear systems using Intel’s Pardiso sparse direct 
solver.

4.2  Hatched square

In this section, we use the same setup of the previous sec-
tion for the AMB2018-02 benchmark and hatch a square 
area with a 10 mm side length. As Fig. 14 shows, the laser 
path first follows the boundary and then fills the interior 
with a hatch distance of 100 μ m, resulting in a path length 
of about 102 cm. The entire process takes about 1.28 s, 
which we extend to a total simulation time of 3 s. During 
this cooldown period, our discretization is automatically 
coarsened in space and in time as a result of the formulation 
and the way we construct our meshes, as Sect. 3.2 discusses. 
Each time-slab contains one base element in time with a 
duration of 2.4 ms, which is slightly longer than in the pre-
vious example. The number of unknowns per slab initially 
averages around 50 thousand and drops to around 2400 for 
slabs in the cooldown period.

Figure 15 shows the solution and the melt pool dimen-
sions for two time-slices; on the left side, the laser 

approaches the top left corner, and on the right side, it has 
just reached it. We observe significant heating of the plate 
leading to more than a 50% predicted increase in melt pool 

Table 2  Fine and coarse 
discretization parameters

Base mesh Fine discretization Coarse discretization

64 × 64 × 9 × 32 slabs 12 × 12 × 3 × 8 slabs

Refinement � [ms] d� �� [ μm] z-factor � [ms] d� �� [ μm] z-factor
0 6 100 0.5 0 5.4 180 0.5
0.08 5.3 120 0.5 1.2 3.5 240 0.5
0.47 4.5 150 0.5 6 2.5 400 0.8
1.2 3.5 160 0.8 30 1.5 900 1
4 2.5 200 1 100 1 1100 1
16 0.5 240 1

Polynomial 
degrees in space

1 for level 0 and 2 for levels 1 to 6 2, 2, 4, 4, 3 and 3 for levels 0 to 5

Table 3  Melt pool dimensions for different model parameters in com-
parison to experimental data

Result Length [ μm] Width [ μm] Depth [ μm]

Measurements 359 ( � = 20) 132 ( � = 2) 36 ( � = 0.9)
No latent heat 301 138 39.4
S = 1 396 129 34.8
S = 2 381 129 34.8
S = 4 356 129 34.8
S = 8 328 130 34.8
ul + 200 354 131 35.4
ul + 200 (coarse) 353 132 35.3

Fig. 11  Temperature in laser travel direction for different phase 
change parameters

Fig. 12  Time derivative of the temperature field using our fine discre-
tization
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width and depth for the second case. Hence we identify this 
spot as a potential source for defects.

The simulation runs on a single Intel Xeon Gold 6230 
CPU with 20 cores running at 2.1 GHz in about 7 h. Com-
pared to the single-threaded execution, our parallel version 
is about 8 times faster, a good result considering that the 
CPU’s turbo boost frequency is 3.9 GHz, which from experi-
ence results in a maximum speedup of 11 to 12 times. While 
we reach this speedup in the assembly of the linear systems, 
the Pardiso sparse direct solver does not scale optimally in 
our examples. Moreover, we over-integrate again with p + 2 
points in space and p + 1 points in time. We can improve 
this by identifying the elements around the laser source and 
increasing the number of quadrature points there only.

5  Conclusion

We present a space-time finite element approach for simulat-
ing heat evolution in metal additive manufacturing fusion 
processes. We can control the size of the resulting systems 
by choosing the desired number of elements in time, which 
increases the number of unknowns per slab compared with 
conventional time-stepping schemes. This control is essen-
tial for the scalability of parallel implementations as very 
small time-steps prevent good scaling due to the commu-
nication overhead. We obtain good speedups using shared 
memory parallelism on a single CPU. We expect this to 
transfer to large-scale distributed memory parallelism if we 
can find suitable linear solvers. Therefore, potential direc-
tions for future research are BDDC preconditioners, such 
as the one used in [32], or symmetric formulations, such as 
presented in [33].

Combining space-time finite elements with the multi-
level hp-method allows us to introduce local mesh refine-
ment in four dimensions to capture the multi-scale nature 
in both space and time. As a result, our approach allows for 
a much lower accuracy away from the heat source by either 
reducing the element duration (element size) or decreas-
ing the polynomial degree in time. Although we did not yet 
observe a significant speedup over comparable time-stepping 
approaches with hp-refinement only in space, we expect this 
to change when computing realistic problems where the dif-
ference in scales is more significant. One reason for this 
behavior is a substantial overlap between the supports of 
basis functions in the refined region; therefore, finding strat-
egies for reducing the size of the supports or even lowering 
the continuity may improve the performance even further.

We also show how to use the laser path to construct a 
tailored refinement strategy that manages to capture the 
dynamics of the process very well while not depending 
on the solution. This approach can form the basis for more 
advanced adaptive strategies based on error estimators to 
automate the refinement process further. Especially a more 
intelligent selection of the polynomial degrees would be 
desirable (as opposed to choosing one value per refinement 
level). A challenge is assessing the cost for h- and p-refine-
ment, which is not always intuitive as it depends on the mesh 
topology. For example, increasing the polynomial degree in 
a coarse transition element makes the smaller elements in 
the vicinity significantly more expensive.

Finally, we demonstrate how a simple single field thermal 
model with a latent heat contribution can accurately repro-
duce the experimental data on the melt pool dimensions in 
the context of the AMB2018-02 benchmark. In the future, 
we also plan to validate geometrically more complicated 

Fig. 13  Solution and contour 
surface at us = 1290◦C for 
coarse discretization with 
ul = 1550◦C
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laser paths and extend the model to account for the reduced 
conductivity in the metal powder that has not yet been 
melted. To simulate more extended periods, we also must 
include the effects of radiative and convective cooling on 

the surface, which we did not consider here. With this, we 
can start optimizing manufacturing processes where we may 
benefit from extracting cooling rates directly from our space-
time finite element formulation.

Fig. 14  Laser path (left) and example discretization (center and right) at t = 1.2168 s for hatched square with 10 mm side length and 100 μ m 
hatch width

Fig. 15  Temperature and melt pool geometry for t = 1.2168 s (left) and t = 1.2786 s (right)
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