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Abstract
Early and fast detection of disease is essential for the fight against COVID-19 pan-
demic. Researchers have focused on developing robust and cost-effective detection 
methods using Deep learning based chest X-Ray image processing. However, such 
prediction models are often not well suited to address the challenge of highly ima-
balanced datasets. The current work is an attempt to address the issue by utilizing 
unsupervised Variational Auto Encoders (VAEs). Firstly, chest X-Ray images are 
converted to a latent space by learning the most important features using VAEs. 
Secondly, a wide range of well established data resampling techniques are used to 
balance the preexisting imbalanced classes in the latent vector form of the dataset. 
Finally, the modified dataset in the new feature space is used to train well known 
classification models to classify chest X-Ray images into three different classes 
viz., ”COVID-19”, ”Pneumonia”, and ”Normal”. In order to capture the quality of 
resampling methods, 10-folds cross validation technique is applied on the dataset. 
Extensive experimental analysis have been carried out and results so obtained indi-
cate significant improvement in COVID-19 detection using the proposed VAE based 
method. Furthermore, the ingenuity of the results have been established by perform-
ing Wilcoxon rank test with 95% level of significance.

Keywords COVID-19 · Class imbalance · Variational autoencoder · Oversampling · 
Undersampling

1 Introduction

The novel Coronavirus disease (COVID-19) was first reported in late 2019, from 
the city of Wuhan situated in the Hubei province of China [1]. The disease is the 
outcome of the SARS-COV-2 (Severe Acute Respiratory Syndrome Coronavirus-2) 
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virus. The fatality of COVID-19 was highlighted in the early months of 2020 when 
the highly transmissible nature of the virus was observed across various nations [2, 
3]. As of August 12, 2021, the total number of COVID-19 cases reported across the 
world sums up to over 200 million with a total of 4 million deaths [4]. The common 
manifestations of the disease primarily constitute cough, fever, headache, and also 
dyspnea for severe cases. Experts suggest that the primary modes of virus trans-
mission are respiratory secretions of a COVID-19 infected individual. The manu-
ally operated Reverse Transcription-Polymerase Chain Reaction (RT-PCR) test for 
detecting the disease is performed on respiratory specimens and requires a consid-
erable amount of time and money. Moreover, the test is further complex owing to 
the limited availability of test kits. Apart from that, medical experts rely on X-rays 
for COVID-19 detection due to their effectiveness in determining the disease at an 
early stage. In addition to that, the tools required to carry out X-Rays are sufficiently 
available in most clinics [5]. In contrast to bacterial pneumonia, COVID-19 can pro-
duce lung air-space in multiple lobes of the lung [6]. Chest X-Rays can provide a 
clear view of these opacities and help experts in diagnosis of COVID-19.

1.1  Objective

Analysis using Chest X-rays is time-efficient but requires a medical expert to 
interpret the results. The surge in the number of COVID-19 cases requires certain 
improvements in the current medical infrastructure concerning the outbreak. The 
daily increase in the number of cases demands a good strength of medical experts 
to attend each patient in a more convenient way. Moreover, the current situa-
tion demands a much faster way to perform the diagnosis. To overcome this chal-
lenge, automatic intelligent systems are required owing to their flexibility and time 
efficiency.

Biomedical Images [7, 8] have been well-studied in the field of Digital Image 
Processing and Machine Learning. Although X-Ray images are known for their 
attainability and simplicity, biomedical image analysis has proven to be a challeng-
ing problem due to the images’ blurred boundary contours, different sizes, various 
shapes and uneven density [9]. Another important factor that leads to wrongful diag-
nosis is that in the premature stage, COVID-19 symptoms can look similar to those 
of other viral infections, for instance RSVpneumonia. Therefore it is incontrovert-
ible that the significance of correct diagnosis is very crucial in COVID-19.

1.2  Motivation

Data-driven feature learning through deep learning outperforms traditional 
approaches such as manual human-intervention. The success of convolutional neural 
network in medical images is mainly due to its ability to learn features automati-
cally from domain-specific images [10]. However, CNNs are naturally suited for 
labeled data. Unsupervised learning approaches are mainly used in auto-encoders 
which utilize unlabeled data. At the same time, unlabeled data is relatively easier 
to acquire in biomedical images [11]. Convolutional Autoencoders, therefore have 
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been widely employed for biomedical image analysis. In [12] Post-denoising autoen-
coders (DAE) is proposed, which improves erroneous and noisy segmentation 
masks to a feasible space after experimenting in binary and multi-label segmenta-
tion of chest X-ray and cardiac magnetic resonance images [12]. An experiment over 
a colon cancer dataset to propose a Joint Triplet Autoencoder Network (JTANet) by 
facilitating triplet learning in autoencoder framework is reported in [13]. In [14], the 
authors prevent the model from learning an identity mapping by introducing skip-
connections to Autoencoder-based approaches for Unsupervised Anomaly Detection 
(UAD) in brain MRI.

Using autoencoders for biomedical images would be ideal except for a few data 
distribution problems like the class imbalance one [15]. The class imbalance prob-
lem results in performance degradation of standard machine learning models due 
to the imbalance in number of samples in the classes, training the models. In other 
words, the majority class has significantly larger number of samples than that of the 
minority class, leading to an aberration in training of standard models. Imbalanced 
data has been a major problem while using data driven machine learning models 
in numerous domains including biomedical datasets. Authors in [16] incorporate 
methods for dimensionality reduction and alleviating the class imbalance problem 
in genomic datasets. Liu et al. review data resampling and feature selection methods 
for imbalanced biomedical datasets [17]. In order to overcome the class imbalance 
problem, many approaches have been proposed. DBSCAN clustering algorithm is 
used to filter out the noisy majority class samples, and therefore, reduce the imbal-
ance ratio [18]. In [19], the authors propose a boosting aided adaptive cluster-based 
undersampling technique to revoke learning from insignificant majority class noise.

A Tomek link exists between a pair of samples if they belong to different classes 
as well as are each other’s nearest neighbors. In order to balance the dataset, the 
majority class samples that are a part of a Tomek link are removed The Edited Near-
est Neighbor (ENN) takes on an approach where the majority class sample gets 
deleted if k-nearest neighbors have different classes. Neighborhood Cleaning Rule 
(NCL) adopts a similar approach to the Edited Nearest Neighbor where the incor-
rectly classified samples belonging to the majority class are removed if they con-
sists of three nearest neighbors of a minority class sample [20]. The class imbalance 
problem in medical images have been tackled by using the Neighborhood Cleaning 
Rule in [21]. In [22] the authors proposed a K-means clustering-based undersam-
pling algorithm and tested it utilizing two small-scale breast cancer datasets.

Although undersampling might increase the accuracy of predictions, it also 
leaves the risk of unavailing beneficial data samples, which might be costly other-
wise. Therefore, other alternatives for solving the class imbalance problem are syn-
thetic sampling methods. A sophisticated oversampling algorithm called Synthetic 
Minority Over-sampling Technique (SMOTE) has been very popular since its pub-
lishment [23]. It proposes an approach where minority samples are synthetically 
added randomly along a line drawn from minority samples to its k nearest neighbors 
in the dataset. In [24], the authors in order to boost the accuracy of cardiovascular 
patient’s survivor prediction and also to handle class imbalance problem, employed 
SMOTE. This algorithm has been extensively used to balance imbalanced medical 
datasets and thus improve the predictability of the classifiers in various applications 
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[25–27]. In [27], the authors predict lung cancer from X-ray images while mitigat-
ing the problem of class imbalance by utilizing oversampling algorithms such as 
ADASYN. Borderline SMOTE, an enhancement of SMOTE, is an auxiliary over-
sampling approach also applied in major biomedical image analysis. In [28], the 
authors used Borderline-SMOTE on imbalanced medical data of lung cancer metas-
tasis to the brain, collected from National Health Insurance Research Database, Tai-
wan. The imbalance of the medical datasets has been ensured to have a very discern-
ible consistency. Another such disproportion is managed by the SVM SMOTE for 
the prediction of thyroid cartilage invasion in [29]. The authors in [30] offer to pre-
dict fetal health rate after subjecting the dataset through several oversampling tech-
niques including SMOTE, Borderline SMOTE, ADASYN and SVM SMOTE. In the 
current article, we explore the autoencoders to create synthetic instances of chest 
X-Ray images for predicting symptoms of coronavirus.

1.3  Contribution

Owing to successful applications of VAEs in various medical image analysis, it is 
used in the current study to learn the most important features in order to represent 
chest X-Ray images into a latent space. To understand the optimal size of latent 
space vectors, experiments have been carried out by varying the size of latent vec-
tors and observing the performance of classifiers for all such datasets. Besides, the 
contribution factor of reconstruction loss and latent loss in total loss calculation dur-
ing VAE training is also analysed. Two different datasets are merged together and 
used in the current study. The final merged dataset is highly imbalanced with respect 
to the “COVID-19” class thereby making it extremely hard to be used in training of 
classifiers. After fixing the parameters of VAE model, the entire dataset has been 
transformed to latent vector form. In the current work, a balanced testing has been 
performed to measure the performance of classifiers where 80% of data instances 
are kept in training set and rest is used for testing. It is to be noted that here resam-
pling techniques are applied to modify the training set only. Therefore, the test set is 
not modified at any stage. Six different well known classifiers of various types have 
been used to classify data instances into three categories viz., “COVID-19”, “Pneu-
monia”, and “Normal” which indicates chest X-Rays having COVID-19, Pneumonia 
and normal condition respectively. Test phase performance of classifiers are meas-
ured in terms of accuracy, precision, recall, and Area Under Curve (AUC) scores. 
Experimental results have indicated towards significant improvement of classifiers 
after balancing the dataset using the proposed method. The contributions of the cur-
rent article can thus be summarized as follows: 

1. The imbalanced image classification based COVID-19 detection using chest 
X-Ray images have been studied.

2. Variational Autoencoder based model has been proposed to extract the most 
important features from the input raw images. The resampling strategies are then 
applied on latent space to mitigate the class imbalance problem.
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3. Oversampling, Undersampling and Hybrid methods of class imbalance algorithms 
have been studied rigorously to overcome problem of class biased latent vectors 
in detection of COVID-19 using chest X-Ray images.

The rest of the manuscript is broadly arranged as follows: Sect. 2 illustrates the 
background of variational autoencoders, synthetic resampling methods and latent 
space resampling techniques in detail. Subsequently, in Sect.  3, a detail experi-
mental results have been reported including the performance analysis of the clas-
sifiers on different metrics. The parametric study, visualization of generated sam-
ples using t-SNE [31] have been reported as well. Finally, Sect. 4 consists of the 
concluding remarks and future works for the current proposed study.

2  Proposed Method

2.1  Autoencoders

An autoencoder, also termed as autoassociator [32] are basic learning circuits that 
aims to convert the inputs into outputs with as little distortion as possible. The 
concept of autoencoders were first introduced by Hinton and Rumelhart et al. to 
resolve the issue of “backpropagation without a teacher”, by utilizing the input 
data as the teacher. The main goal of an autoencoder is to learn in an unsuper-
vised manner an “informative” representation [33] of the data that can be utilized 
for various purposes such as clustering. Autoencoders, along with Hebbian learn-
ing principles [34], provide one of the ideal fundamental models for unsupervised 
learning and addresses the secret of how synaptic changes prompted by neighbor-
hood biochemical occasions can be facilitated in a self coordinated way to pro-
duce intelligent behavior. The representative capacity of a shallow neural network 
with only one hidden layer is extremely limited [35]. To minimize the additional 
time consumption and enhance the representation of the features, the greedy 
layer-wise training of the deep neural networks proves to be a better choice than 
a single-layered shallow neural network [36]. A deep neural architecture can be 
initiated by assembling multiple autoencoders to enhance the representative abil-
ity of learned instances from the input data. A single autoencoder comprises of 
three parts, the input layer, the encoding layer, and the decoding layer. For every 
instance (yi) in the training dataset D = {(y)1, (y)2, ..., (y)N} where (yi) and N repre-
sents the input vector of the ith sample and the number of instances respectively. 
The encoding layer can be represented as:

where se(.) , We , and be represents the activation function, the weight matrix, and the 
bias vector of the encoding layer, respectively. In the same manner, the decoding 
layer can be defined as:

(1)f (y) = se
(
Wey + be

)
,
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where sd(.) , Wd , and bd denotes the activation function, the weight matrix, and the 
bias vector of the decoding layer, respectively. Hence, the output of the autoencoder 
for the instances can be defined as:

2.2  Variational Autoencoders

The Variational Autoencoders (VAE) have proved to be a major improvement while 
dealing with the feature representation capability [37]. The VAE are generative 
models that is based on the Variational Bayes Inference and combine deep neural 
networks which aim to regulate the encoding pattern during training so that the 
latent space has good properties to enable the process of the instance generation 
using a probabilistic distribution. The VAE has had many applications in the domain 
of image synthesis [38], video synthesis [39], and unsupervised feature extraction 
[40] respectively. As described in [41], numerous data points with similar character-
istics to the input can be created by sampling different points from the latent space 
and decoding them for use in downstream tasks. However, a constraint is imposed 
on learning the latent space to store the latent attribute as a probability distribution 
in order to generate new high-quality data points.

in the VAE model, the input data is as follows:

where, f is a posterior probability function that uses deep neural network to per-
form a non-linear transformation with z parameters. The exact computation of the 
posterior p�(z|x) in this model is not mathematically feasible. Instead, a distribution 
q�(z|x) [37] is used to approximate the true posterior probability. This inference net-
work q�(z|x) is parameterized as a multivariate normal distribution as shown below:

where, both �2
�
(x) and ��(x) represent the vectors variance and means respectively.

As discussed previously, the VAE helps to accomplish two things. Firstly, it allows 
to encode an image x to a latent vector, represented by, z = Encoder(x) ∼ q(z|x) . 
Subsequent to which a decoder network is used to decode the latent vector z 
back to the image which is equivalent to the original fed image represented as, 
x̄ = Decoder(z) ∼ p(x|z) . Because the marginal likelihood is intractable, a VAE’s 
objective function is the variational lowerbound of the marginal likelihood of data. 
The marginal likelihood of the singular data points can be represented as:

(2)g(y) = sd
(
Wdy + bd

)
,

(3)z = g(f (y)).

(4)p�(x|z) = f (x; z, �) p(z) = N(z|0, I),

(5)q�(z|x) = N
(
z|��(x), diag

(
�2
�
(x)

))
,

(6)log p�
(
x(i)

)
= DKL

(
q�(z|x)||p�(z)

)
+ L

(
�,�, x(i)

)
.
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The first term on the right hand side (RHS) of Eq. (6) is the Kullback–Leibler (KL) 
divergence of approximate posterior and anterior. The second term on the RHS of 
Eq. (6) is the lower bound variance for the marginal probability of data point i. As 
the KL divergence is always greater than 0, Eq. (6) can be re-written as:

In the equations above, p�(x|z) is the probability of the data x given the latent vari-
able z. The KL divergence between the estimated posterior and the prior of the latent 
variable z is represented in Eq. (9). As a regularisation term, this forces the posterior 
distribution to be identical to the previous distribution. The latter part of Eq. (9) can 
be described in terms of reconstruction of x using the posterior distribution q�(z|x) 
and the probability p�(x|z) . The primary difference between an Autoencoder and a 
VAE is that [42] an Autoencoder is a deterministic discriminative model that does 
not possess a probabilistic approach, while VAE is a stochastic generative represen-
tation that provides calibrated probabilities.

The VAE is trained through Backpropagation method. The second term of Eq. (9) 
is calculated by using Monte Carlo methods. However, the traditional Monte Carlo 
gradients used to optimize the variational lower bounds are said to have quite high 
variance and are unsuitable for use [43]. The VAE mitigates this by employing a 
reparameterization technique that employs a random variable from a normal distri-
bution rather than from the original distribution. The random variable: z ∼ q�(z|x) 
is reparameterized with the help of a deterministic transformation h�(�, x) where � 
denotes a standard distribution.

It is ensured by the reparameterization technique that z̃ follows the distribution 
of q�(z|x) . This technique is found to be more stable than using the Monte Carlo 
gradient method directly. The training algorithm for a VAE has been discussed in 
Algorithm 1.

(7)log p�
(
x(i)

)
≥ L

(
�,�, x(i)

)

(8)= Eq�(z|x(i))
[
− log q�(z|x) + log p�(x|z)

]

(9)= −DKL

(
q�

(
z|x(i)

)
||p�(z)

)
+ Eq�(z|x(i))

[
log p�(x|z)

]
.

(10)z̃ = h𝜙(𝜖, x).
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2.3  Synthetic Resampling

General Machine Learning models presume that the number of instances are 
roughly similar for all classes taken into consideration. But, in different real-
life domains, such as analyzing cancer malignancy grading [44], sentiment anal-
ysis [45], crime prediction [46], and social media sarcasm detection [47] the 
distribution of classes are skewed as the instances considered in those classes 
appear more often. This develops a biasness of the learning algorithms for the 
frequently occurring classes also known as the majority class, leading to per-
formance degradation of the learning algorithm [48]. Simultaneously, the rarely 
occurring class also known as the minority class is highly important from the 
outlook of data mining approach [49], as it may consist of important data.

Therefore, the need to balance class distribution by using different resam-
pling technique arises. Synthetic Resampling refers to the use of oversampling, 
undersampling, and combining both the oversampling-undersampling tech-
niques respectively to mitigate the problem of skewed distribution of the target 
instances. As discussed in [50], the approach to tackle the problem of imbal-
anced data can be distinguished into three different categories:

– Data-Level methods that primarily focus on improving the performance of 
the learning algorithms by adding or removing the data instances

– Algorithm-Level methods that aims to modify the prevalent learning algo-
rithms to weaken the affinity towards the majority class.

– Hybrid methods which combine both the previously mentioned types.

However, for the current study, only the Data-Level methods are considered and 
the different techniques are discussed extensively as follow:
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2.3.1  Oversampling Techniques

The most well known oversampling approach was proposed in [23] called Synthetic 
Minority Oversampling TEchnique (SMOTE). The SMOTE algorithm produces 
new instances by interpolation of the minority class instances. The process involves 
selecting instances in the feature space that are close together, drawing a line in the 
feature space between the examples, and creating a new instance at a point along 
the same line. Several drawbacks of the SMOTE algorithm has been discussed in 
[51]. An Adaptive synthetic sampling approach for imbalanced learning (ADASYN) 
[52] utilizes a modified version of the SMOTE algorithm. It primarily improves the 
learning in two separate ways: (1) Shifting the categorization decision border toward 
the difficult samples in an adaptive manner, and (2) Eliminating the bias caused by 
the disparity in class. For the present article, we also have used two other algorithms 
viz., Borderline-SMOTE and SVM-SMOTE are also used. The Borderline-SMOTE 
algorithm [53] generates the synthetic instances between the boundary region of the 
two different classes. The SVM-SMOTE algorithm [54], which is another variation 
of the Borderline-SMOTE algorithm approximates the class boundary area with the 
help of support vector machines (SVM), following the training of SVM classifiers 
on the official training dataset. The synthetic instances are then randomly generated 
along the boundary line connecting every support vector of the minority class along 
and the number of nearest neighbors.

2.3.2  Undersampling Techniques

The two most common undersampling method, the Random Undersampling tech-
nique and Condensed Nearest Neighbors (CNN) focus on balancing the class distri-
bution by randomly deleting the instances of the majority class. While this lessens 
the training time for the models, it also may lead to the removal of highly significant 
data points. [55]. The algorithms that consist of data cleansing procedures are used 
in more informed undersampling strategies. The Edited Nearest Neighbor (ENN) 
and Tomek Link removals are two such algorithms. The Tomek Link removal tech-
nique proposed by Tomek aims to enhance the CNN technique by putting forward 
the rule which locates border point pairs that are involved in the development of 
(piecewise-linear) borders. These pairs could be used to construct increasingly sim-
pler descriptions of appoximations of the original fully stated boundaries. The ENN 
technique proposed by Wilson states that for every data point x in the training set, 
its k = 3 nearest neighbors are calculated. If x belongs to a majority class and is 
misapprehended by its three nearest neighbors, then x is deleted from the train set. 
On the other hand, if x belongs to minority class and is misapprehended by its three 
nearest neighbors, then the majority instances among the neighbors of that particu-
lar instance x are removed. For the present work two other algorithms viz., Neigh-
borhood Cleaning Rule (NHC), and ALL-KNN are considered as well. The NHC 
Rule technique [20] combines both CNN and ENN techniques. The CNN rule helps 
to delete the redundant synthetic instances and the ENN aids to remove the noise 
from the training data. The aim of this algorithm is to focus more on the quality 



34 New Generation Computing (2023) 41:25–60

123

of data instances that are retained in majority class than that of balancing the class 
distribution.

2.3.3  Combination of Over‑ and Under‑Sampling Techniques

The combination of over- and under-sampling techniques incorporates the use 
of oversampling of the minority instances and also undersampling the majority 
instances at the same time. Batista et al. studied the combination of of the oversam-
pling algorithm SMOTE with the two different undersampling algorithms. In the 
case of SMOTE − Tomek , Batista et al. [56] only the instances of the majority class 
were removed, since, the minority class samples occurred very rarely to be deleted. 
This resulted in the reduction of false-negative predictions for a binary classification 
task. In final method, that is SMOTE-ENN, [57] the authors state that the ENN in 
this case, is more intrusive at undersampling the majority class than Tomek-Link, 
that incorporates a more thorough removal of the instances from both the majority 
and minority classes.

2.4  Latent Space Resampling

In the current work latent space vectors are resampled to mitigate imbalanced class 
problem in the dataset. The proposed approach is depicted in Fig. 1. Firstly, a VAE 
is trained to reconstruct the input images. During this phase the labels of all train-
ing samples are ignored. This unsupervised phase of training enables the encoder 
to produce efficient latent space representation of input images. The proposed VAE 
architecture contains convolution layers, max pooling layers, batch normalization 
and flatten layers. Input layer accepts 96 × 96 images. Input layer is followed by 
2D-Convolution layer with 12 filters of size 3 × 3 , max pooling layer with filter size 
2 × 2 , and batch normalization. This structure is repeated two times with filer sizes 
of 3 × 3 and 2 × 2 respectively. This is followed by a flatten layer which converts the 
final activation to a vector of size 12. For all intermediate layers LeakyRELU acti-
vation function has been used. The decoder network is an exact opposite replica of 
encoder. The architecture has been depicted in Fig. 2.

After training is complete, the encoder is used to convert all training set images 
of the dataset to their latent vector form. This process has been discussed in Algo-
rithm  2. However, this conversion inherits the data imbalance problem which is 

Fig. 1  Proposed framework with Variational Autoencoder Training and classification of latent vectors 
through different classifiers
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already present in original dataset. Hence, the modified dataset of labelled latent 
vectors are still imbalanced. Therefore, in the next phase, resampling techniques are 
used to resample majority/minority latent vectors in the modified dataset. It can be 
noted that splitting the dataset into training and testing sets after oversampling may 
lead to data leakage [58]. Thus, a set of randomly selected balanced data samples are 
kept separately before resampling the modified dataset for testing phase. Rest of the 
dataset is balanced using resampling techniques. The latent vector representations 
of test images are obtained by feeding them to the already trained encoder part of 
the VAE. Next, the latent vectors are classified by using trained classifiers. In the 
current study, well established oversampling algorithms viz., SMOTE, ADASYN, 
Borderline-SMOTE, SVM-SMOTE, undersampling techniques viz., Cluster Cen-
troid, Tomek Links, Neighborhood Cleaning Rule, ENN, All-KNN, along with 
hybrid methods like SMOTE-ENN and SMOTE-Tomek are used to resample the 
data instances.

3  Results and Discussion

In this section, the different performance scores of various validation classifiers are 
evaluated on original imbalance data and synthetic data obtained by applying sam-
pling methods on original imbalance data latent form. A description of dataset is 
provided followed by the implementation of the experiment. The models are simu-
lated with NVIDIA GeForce GTX 1650, Ryzen 5-3550H, 8 GB RAM, Windows 10 
Home 21H1, and TensorFlow 2.5.0.

Fig. 2  Proposed encoder architecture
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3.1  Experimental Setup

In the current study, two datasets discussed in [59] are merged to form a single data-
set which contains three types of images viz., “COVID-19”, “Pneumonia” and “Nor-
mal” standing for COVID-19 affected, Pneumonia affected and Normal chest X-ray 
images respectively. It has a total of 137 images of COVID-19 infected chest X-Ray, 
4,343 Pneumonia affected chest X-Ray and many Normal chest X-Ray where each 
image is of 96 × 96 in size. Most of the images are 1-channel grayscale image with 
few images being 3-channel (RGB). Figure 3 depicts few examples of the dataset. 
Evidently, the dataset is highly imbalanced which affects the classifier performance.

In order to balance the dataset, firstly, the VAE is trained by feeding training sam-
ples obtained from the dataset. During unsupervised training of VAE, RELU activa-
tion function and ADAM optimizer are used to take leverage of nonlinear and non-
saturating characteristics. The value of learning rate is set to 0.001. All input images 
are normalized to [0, 1] before using them to train VAE. The trained VAE is then 

Fig. 3  Chest X-Ray images of COVID-19, Pneumonia and Normal patients
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used to bring the input images down to a latent vector of size 12. However, even 
after transforming the images into latent vectors it remains imbalanced.

In order to cope with the class imbalance problem, few well known data level 
algorithms are used. Resampling methods, including Over-sampling (i.e., SMOTE, 
ADASYN, Borderline SMOTE, SVM SMOTE), Under-sampling (i.e., Cluster Cen-
troid, Tomek Links, Edited Nearest Neighbor, Neighborhood Cleaning Rule, All 
KNN) and the combination of over-sampling and under-sampling (i.e., SMOTE 
ENN, SMOTE Tomek) are utilized in the current study. The class imbalance algo-
rithms are used to resample the latent vectors which are obtained from previously 
trained VAE.

To validate the performance improvement of classifiers, 6 different classifiers are 
applied viz., K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision 
Tree Classifier (DT), Logistic Regression (LR), Naïve Bayes (NB) and Multilayer 
Perceptron (MLP). Model hyperparameters are decided by applying Grid Search 
[60]. The classifiers are implemented using scikit-learn package [61]. Optimal 
hyperparameter values obtained from Grid search is summarised as follows: KNN 
Classifier is used by setting number of neighbors to 10. SVM is used with the Radial 
Basis Function (RBF) as kernel. Logistic Regression is implemented by using the 
‘lbfgs’ optimizer with maximum iteration of 100. Decision Tree classifier is applied 
with ’entropy’ splitting criterion. The variance smoothing attribute is set at 1e–09 
for Naíve Bayes classifier. In case of MLP classifier, RELU activation function with 
ADAM optimizer is used where learning rate is set to 0.001 and maximum iteration 
is set to 200.

An extensive comparative analysis has been carried out using the set of well 
known classifiers mentioned earlier. Firstly, the initial dataset is converted to latent 
vector form by applying the encoder part of the trained VAE. The dataset thus 
obtained in latent vector form is then split into training and test sets. 80% data is 
used for training purpose and 20% is kept for testing. In order to avoid data leakage, 
only training set is resampled by applying data imbalance algorithms. The modified 
resampled training set is then used to train the classifiers. As no synthetic data is 
added to the test set or any is removed from the same, the testing phase performance 
reflects the true performance of classifiers along with the quality of synthetic data 
generated by resampling techniques. Test phase performance of classifiers have been 
measured by calculating performance metrics viz., accuracy, precision, recall, and 
AUC.

3.2  Visualization of Generated Samples

In order to understand the quality of synthetically generated data by using VAE, 
the synthetically generated data instances obtained after applying the best perform-
ing resampling technique SMOTE-ENN, are visualized by using well known t-SNE 
[31] algorithm. Latent vectors of original and synthetic data instances obtained from 
the VAE are projected to a two dimensional space using t-SNE. The projected two 
dimensional vectors are plotted in Fig. 4. This plot reveals that the synthetically gen-
erated data instances are close to original data instances thereby indicating towards 
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a good resemblance with original data. Thus, data generated by the VAE to balance 
the dataset are of good quality and the underlying distribution has been properly 
approximated.

3.3  Parametric Analysis

Hyperparameters of classifiers, used in the current study, are decided by employing 
Grid search [60]. In addition to the parameters of classifiers, two parameters of VAE 
i.e. latent vector size and reconstruction loss parameter ( � ) are also analyzed. Exper-
iments have been carried out by varying the latent vector size between range [2, 
32]. For each latent vector size, all data instances are converted to latent form using 
the encoder part of the VAE. The classifiers are then trained with resampled latent 
vectors. For resampling, SMOTE-ENN hybrid model has been used as it reflects 
best performance among all resampling techniques. Individual classifiers are run 10 
times and AUC scores are visualized by box plots. Figure 5 depicts a box plot of 
AUC score by varying latent vector shape. The plot shows that for filter size 2 and 
12, average performance of classifiers in terms of AUC achieves the maximum aver-
age as well as maximum highest values. In order to embed reasonable information 
in latent vectors, the size 12 has been considered in the current study. On the other 
hand, Fig. 6 depicts a boxplot by varying the � parameter which decides the contri-
bution of reconstruction loss and latent loss in the total loss calculation as follows:

Fig. 4  Visualization of synthetically generated data samples using t-SNE
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where, Lt denotes total loss, Lr and Ll denotes reconstruction loss and latent loss 
respectively. Average AUC scores for all classifiers have been recorded and plotted 
in Figure 6 for � values 0.1, 0.2, 0.3, 0.001, 0.002, and 0.003 respectively. The box 
plot reveals that highest average and maximum performance are achieved for � value 
0.001. Hence, in the current study � is set to 0.001 in all experiments. In addition, 
it is observed that overall performance of classifiers is improving with decreasing 
value of � . It indicates that latent vector representation becomes better when priority 
is given to latent loss component of total loss as described in Eq. (11).

(11)Lt = � ∗ Lr + (1 − �) ∗ Ll,

Fig. 5  Performance analysis in terms of Varying Latent vector shape

Fig. 6  Performance analysis in terms of Varying � parameter
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3.4  Comparison of Classifiers

Table  1 reports accuracy of different classifiers. The ‘No Resampling’ column 
shows accuracy of classifiers while they are trained with original imbalanced dataset 
in latent vector form. Rest of the table reports the performance of various classifiers 
which are considered in the current study for other undersampling and oversampling 
techniques. Performance of all classifiers are found to be extremely poor for origi-
nal Imbalanced dataset. KNN, SVM, LR, DT, NB, and MLP achieved accuracy of 
0.04, 0.04, 0.05, 0.11, 0.06, and 0.07 respectively. After oversampling latent train-
ing vectors using SMOTE, performance of classifiers improved significantly and 
KNN, SVM, LR, DT, NB, and MLP achieved accuracy of 0.84, 0.87, 0.84, 0.83, 
0.84, and 0.86 respectively. Other resampling techniques viz., ADASYN, Borderline 
SMOTE, SVM SMOTE, Cluster Centroid, Tomek Links, NHC Rules, ALL KNN 
and SMOTE Tomek have reported similar trends of improvement. However, ENN 
and SMOTE ENN have performed even better. Oversampling latent training vec-
tors with ENN improved accuracy of classifiers above 0.90. Whereas, KNN, SVM, 
LR, DT, NB, and MLP achieved accuracy of 0.98, 0.98, 0.97, 0.98, 0.96, and 0.98 
while minority latent vectors are oversampled using hybrid oversampling technique 
SMOTE ENN. A 10-fold cross validation is performed in the present experiments 
and the results so obtained are reported in Table  1 for each validation classifier. 
Table 1 reveals that accuracy score of SMOTE ENN sampling method is better for 
all validation classifiers and at least 4% better than most of the other resampling 
techniques considered in the current study.

As per the present experimental setup, Precision score of each resampling tech-
nique is computed for every validation classifier. In Table 2 the ’Imbalanced’ col-
umn reports the precision of classifiers when trained with imbalanced dataset and 
the rest of the columns represent the precision score which are obtained by oversam-
pling and undersampling the original imbalance data. Performance of all classifiers 
over Imbalance dataset seems to be unsatisfactory. KNN, SVM, LR, DT, NB and 
MLP attains Precision score of 0.01, 0.01, 0.04, 0.11, 0.07 and 0.08 respectively. 
After performing oversampling using SMOTE on original imbalanced dataset, the 
Performance of validation classifiers improved drastically and KNN, SVM, LR, DT, 
NB and MLP achieved Precision scores of 0.78, 0.8, 0.8, 0.8, 0.78 and 0.8 respec-
tively. The other resampling techniques viz., ADASYN, Borderline SMOTE, SVM 
SMOTE, Cluster Centroid, Tomek links, ENN, NHC rule, ALL KNN, SMOTE 
Tomek also improved the performance to a greater extent. Further, Table 2 reports 
that ENN and SMOTE ENN resampling techniques have obtained precision score 
over 0.90 for every validation classifier wherein SMOTE ENN has achieved the best 
precision score compared to all other sampling techniques. Experimental results 
have revealed that after resampling the imbalanced latent vectors with SMOTE 
ENN, classifiers KNN, SVM, LR, DT, NB and MLP have obtained a precision score 
of 1, 0.98, 0.98, 0.97, 0.98 and 0.98 respectively.

Table  3 presents the Recall score obtained by every validation classifier for 
each resampling technique. It is evident from Table  3 that the performance of 
all classifiers over imbalance data is found to be unsatisfactory as revealed by 
previous performance metrics as well. KNN, SVM, LR, DT, NB and MLP have 
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attained a recall score of 0.03, 0.04, 0.05, 0.11, 0.07 and 0.07 respectively. After 
oversampling the imbalanced data using SMOTE, the recall score of every clas-
sifier has been found to have improved significantly and KNN, SVM, LR, DT, 
NB and MLP have attained recall scores of 0.86, 0.86, 0.84, 0.86, 0.87 and 0.86 
respectively. The other sampling techniques viz., ADASYN, Borderline SMOTE, 
SVM SMOTE, Cluster Centroid, Tomek Links, ENN, NHC Rule, ALL KNN, 
SMOTE Tomek have also improved classifier performance in the similar fashion. 
ENN and SMOTE ENN are two such methods which have always secured the 
performance score over 0.91 in this case. SMOTE ENN has obtained best recall 
performance among all resampling methods. KNN, SVM, LR, DT, NB and MLP 
achieved a recall score of 0.98, 1, 0.98, 0.98, 1 and 0.97 respectively on SMOTE 
ENN method.

In Table  4, performance of classifiers have been reported in terms of AUC 
score for each resampling method. The arrangement of Table 4 is identical to pre-
viously reported tables. It is obvious from Table 4 that the performance score of 
the classifiers for imbalance data is again not satisfactory. KNN, SVM, LR, DT, 
NB and MLP have secured AUC scores of 0.18, 0.08, 0.07, 0.07, 0.03 and 0.03 
respectively. Applying oversampling using SMOTE on original imbalance data, 
the AUC performance score of all the classifier improved significantly and KNN, 
SVM, LR, DT, NB and MLP acquired the AUC performance scores of 0.83, 0.84, 
0.84, 0.84, 0.83 and 0.84 respectively. A similar yrend of improving performance 
is observed in case of the other sampling techniques viz., ADASYN, Borderline 
SMOTE, SVM SMOTE, Cluster Centroid, Tomek Links, ENN, NHC Rule, ALL 
KNN, and SMOTE Tomek. Table 4 reflects that SMOTE ENN attains best AUC 
score when compared to all other sampling methods with an AUC score above 
0.97. Following the experimental setup, KNN, SVM, LR, DT, NB and MLP have 
obtained AUC performance scores of 0.99, 0.99, 0.98, 0.98, 0.99 and 0.98 respec-
tively on SMOTE ENN. The confusion matrix of best performing classifier i.e 
Decision Tree for imbalanced dataset has been reported in Fig. 11a which shows 
that majority of the samples are incorrectly classified thereby increasing both 
type-I and type-II errors. On the other hand the confusion matrix of the same 
after applying best performing resampling technique i.e SMOTE-ENN is reported 
in Fig. 11b which reflects significant improvement.

From Figs. 7, 8, 9 and 10 it is observed that the performance of every classifier 
used in the current study are extremely poor when they are trained with the original 
imbalanced latent vectors in terms of all performance metrics. However, after resa-
mpling the data by using various over-sampling, under-sampling and the combina-
tion of over-sampling and under-sampling methods in latent space, performance of 
the classifiers have improved significantly. It has been revealed that the performance 
obtained by the classifiers are approximately 70% better with the proposed latent 
space resampling framework. The figures further reveal that classifier performance 
have improved remarkably when SMOTE ENN, ENN and Neighborhood Cleaning 
Rule are used as resampling methods. In other words, the latent space resampling 
methods used in the current study on COVID-19 Chest X-ray images have efficiently 
mitigated the issue of imbalanced class problem hence the performance improve-
ment is evident.
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Fig. 7  Performance analysis in terms of Accuracy score
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Fig. 8  Performance analysis in terms of Precision score
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Fig. 9  Performance analysis in terms of Recall score
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Fig. 10  Performance analysis in terms of AUC 
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3.5  Comparison with State‑of‑the‑Art

The proposed VAE based latent space resampling method to mitigate the imbal-
anced class problem in detection of COVID-19 using chest X-Ray images has been 
thoroughly analysed in previous section. In the current section, state-of-the-art 
methods, already reported in literature, have been considered. Broadly two catego-
ries of research works have been reported. In the first category, various methods 
have been adopted to address the imbalanced classes in detecting COVID-19 using 
chest X-Ray images. In [62] the authors have reported a semi-supervised approach to 
solve the imbalance class problem. In [63] a modified version of SMOTE have been 
considered to mitigate the issue whereas stacking ensemble approach using multi 
layer perceptron has been explored in [64]. Besides, several other research works 

Fig. 11  a Confusion Matrix of best performing classifier while trained with imbalanced latent vectors. b 
Confusion Matrix of best performing classifier while trained with resampled latent vectors

Table 5  Comparison with state-of-the-art methods

Method Accuracy Precision Recall AUC F1-score

Ramirez et al. [62] 0.964 0.951 0.883 0.89 0.916
Turlapati et al. [63] 0.92 0.914 0.88 0.88 0.897
Autee et al. [64] 0.95 0.96 0.98 0.98 0.97
Ahsan et al. [65] 0.98 0.95 0.93 0.94 0.94
Qiao et al. [67] 0.88 0.78 0.86 0.87 0.818
Narayanan et al. [66] 0.98 0.91 0.94 0.95 0.925
Nayak et al. [68] 0.98 0.96 0.98 0.98 0.97
Wang et al. [69] 0.92 0.88 0.92 0.93 0.9
Ozturk et al. [70] 0.98 0.98 0.95 0.95 0.965
Proposed method 0.98 1 0.98 0.99 0.99
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have considered the possibilities of feature fusion [65], transfer learning [66] and 
specially tailored deep networks [67–70] for the same. Majority of these research 
works have considered accuracy, precision and recall to measure the performance of 
respective proposed methods. However, performance needs to be reported in terms 
of precision and recall to better understand whether the classifier has been able to 
overcome the effects of imbalanced classes or not.

Table  5 reports a comparative study where the proposed method is compared 
with nine other methods reported earlier. The bold values in Table  5 indicate the 
best performance achieved in terms of a particular performance metric. The para-
metric setup of all proposed method are kept as reported in respective studies. For 
the proposed method performance of best model setup which is SMOTE-ENN with 
KNN has been reported. The comparison reveals that the studies focusing specifi-
cally on imbalanced class problem have performed moderately in terms of acuracy, 
precision, recall and AUC scores. Whereas, the performance of proposed method 
is significantly better that all such methods. In addition, other studies dealing with 
similar detection tasks have performed well in few cases. However, in terms of Pre-
cision and AUC the proposed method has been found to be best with scores 1 and 
0.99 respectively. This also suggests that the proposed VAE based latent space resa-
mpling method is better equipped to tackle imbalanced class problem in detecting 
COVID-19 using chest X-Ray images.

3.6  Statistical Significance

To establish the ingenuity of the proposed methods, a statistical significance test is 
conducted. Wilcoxon Rank test with 95% level of significance has been considered 
for the same. After obtaining the latent vectors from the VAE, various resampling 
techniques have been applied. For each resampling technique, the resampled data-
set is then used to train all six classifiers. Performance of the classifiers have been 
measured in terms of accuracy, precision, recall and AUC score. The average of the 
performance metrics have been calculated to compare the resampling techniques 
with each other. The null hypothesis for the rank test has been taken as there is no 
significant difference between the average of the performance indicator of two mod-
els. On the other hand, in the alternative hypothesis there is significant difference. 
Each resampling technique has been run for 30 times and average performance indi-
cator values for individual resampling technique has been calculated.

The results of the statistical significance test for accuracy has been tabulated in 
Table 6. The table contains the p-values obtained from the rank test for all pair of 
resampling techniques used in the current study. It reveals that in majority of the 
cases the null hypothesis has been rejected thereby indicating towards statistically 
significant results. The p-values reported in Tables 5, 6, 7, and 8 have been tabulated 
in boldface for the cases where the null hypothesis has been rejected. The rank test 
results for other performance indicators viz., precision, recall and AUC have been 
tabulated in Tables 7, 8 and 9 respectively. The p-values indicate that in majority of 
the cases the experimental results obtained have been found to be statistically sound. 
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This study proves that the performance obtained by various classifiers after applying 
the resampling techniques are not random, they are statistically significant.

4  Conclusion

In the current article, imbalanced COVID-19 detection using chest X-Ray images 
has been addressed. Initial raw images are used to train a variational autoencoder 
to extract most effective latent representations of the images. Next, the class biased 
latent vectors are resampled using three categories of resampling techniques viz., 
Undersampling, Oversampling, and Hybrid to mitigate the effect of imbalanced 
classes. The balanced dataset is then used to train and subsequently test different 
types of classifiers to establish the ingenuity of the proposed method. Experimental 
results have revealed that the proposed resampling strategy of incorporating VAE 
has significantly improved classifier performance. In addition, it has been observed 
that SMOTE ENN hybrid method has overcome the problem of imbalanced classes 
better than any other resampling technique considered in the current study. Experi-
ments have revealed that SMOTE ENN based resampling method supported 
COVID-19 detection is at least 4% batter when compared with all other resampling 
method of similar category. The current work considered latent space resampling 
method to address the imbalanced class problem, however; as a future scope of the 
work, generative adversarial models can be explored to generate synthetic images in 
order to mitigate imbalanced class problem.
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