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Abstract
The calibration of a multi-camera system is a crucial step of volumetric flow measurements with photogrammetric methods. 
Conventional calibration methods are based on recording hardware targets, which are placed in the cameras fields of view. 
Calibrating in confined spaces with those methods is associated with an increased technical or mechanical effort. This work 
presents a calibration method without the use of a hardware target. Instead, crossing laser beams are introduced into the vol-
ume for creating unique calibration points. The underlying algorithms discussed in this paper for detecting the laser beams 
are: Ransac algorithm, Template Matching (via cross correlation) and Probabilistic Hough Transformation. The algorithms 
are tested with experimental data and synthetic data.

1 Introduction

The calibration of a multi-camera setup for volumetric flow 
measurement techniques, such as 3D-Particle Tracking 
Velocimetry (3D-PTV) (Maas et al. 1993), Tomographic 
Particle Image Velocimetry (Tomo-PIV) (Scarano 2012) or 
Shake-the-Box (STB) (Schanz et al. 2016), is an essential 
and crucial step at the beginning of every measurement cam-
paign. In order to achieve accurate and high-quality recon-
struction results, extensive effort should be made to perform 
a thorough and precise geometrical calibration. Although 
advanced calibration correction schemes have been proposed 
in the past (Wieneke 2008; Novara et al. 2019; Bruecker 
et al. 2020), they can only compensate for a certain error.

As a standard calibration procedure, the use of a calibra-
tion plate with well-defined geometrical properties is the 
most common approach. These targets have one (Albarelli 
et al. 2010; Bell et al. 2016; Chen et al. 2012; Huang et al. 
2013; Lucchese and Mitra 2002; Weng et al. 1992; Pedersini 
et al. 1999a, b; Placht et al. 2014; Yang et al. 2018) or two 
planes (Maas et al. 1993) or other geometrically well-defined 
shapes (Heikkila 2000; Lavest et al. 1998). The markings on 

the target can be checkerboards (Albarelli et al. 2010; Bell 
et al. 2016; Chen et al. 2012; Lucchese and Mitra 2002; 
Weng et al. 1992; Placht et al. 2014; Yang et al. 2018), 
which are mostly used with single-plane-targets, or circu-
lar markers (Maas et al. 1993; Datta et al. 2009; Heikkila 
2000; Huang et al. 2013; Lavest et al. 1998; Pedersini et al. 
1999a, b). Zhang and Member (2000) investigated a com-
bination of rectangular and special circular patterns, which 
allow distinct identification of the calibration points. Shen 
and Hornsey (2011) used non-planar targets for the calibra-
tion of visual sensor networks with multiple cameras. These 
methods were mostly applied in non-confined measurement 
volumes.

There are different calibration approaches for confined 
measurement domains or complicated experimental setups, 
where an installation of a commercially available calibration 
target is not really feasible. The first obvious approach is 
manufacturing a specially designed target if the measure-
ment volume is accessible in some way. A two plane target 
with circle markers in the appropriate size can be manufac-
tured with sufficient accuracy using CNC machining pro-
cesses or 3D printing. Another approach is an ex-situ cali-
bration as done by Daher et al. (2019). They build a minimal 
model with the relevant optical elements of the measurement 
domain and placed the calibration target inside. The camera 
rig is then moved between the calibration model and the 
real model. Improving the partly inaccurate calibrations with 
volume self-calibration (Wieneke 2008) can lead to descent 
calibration quality.
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Another approach for confined spaces is the dumbbell 
calibration (Lu and Payandeh 2007). Gülan et al. (2012) 
used this method in an experimental study with particle 
tracking velocimetry in a model of the ascending aorta. 
The calibration target consists of two points with a defined 
distance. It is freely moved around the measurement vol-
ume. A basic calibration is done with a two plane target 
behind the measurement domain. The dumbbell calibration 
then optimizes the previously performed basic calibration.

Wieneke (2005) developed a self-calibration algorithm 
for Stereo-PIV, for which he described a calibration proce-
dure for confined spaces. The initial calibration is done in 
air. The calibration model is than fitted to the measurement 
domain by implementing a 3-media model (as proposed 
by Maas (1996)). Then, the calibration is optimized with 
the self-calibration algorithm.

The previously presented calibration methods are capa-
ble to be applied in confined spaces. However, they all rely 
on hardware targets that have to be placed in the cameras’ 
fields of view. In addition, some of the camera rigs have to 
be moved after calibration, which can lead to errors. The 
non-invasive calibration method presented in this paper 
is intended to provide a target-less alternative, which can 
be applied directly in the measurement volume without 
the need to build a calibration model or move the camera 
assembly.

Other non-intrusive calibration methods were investigated 
by Schosser et al. (2016) and Hishida and Sakakibara (2000). 
Schosser et al. (2016) did tomographic PIV and 3D-PTV in 
a Tesla turbine rotor. They used the reflections on surfaces 
as calibration points. This made it possible to calibrate the 
camera system for a measurement domain, which was just 
a few millimeters in height. Hishida and Sakakibara (2000) 
did a similar approach as presented in this paper but with 
three crossing laser beams and the crossing point was manu-
ally selected. Therefore, the focus of this paper is on the 
cross-detection algorithms for process automization and the 
use of two crossing laser beams for a less complex assembly.

In Hardege et al. (2022), this lasercross calibration was 
already compared to a hardware target with two planes. 
There was a good agreement between the calibration meth-
ods and the calibrations were used for evaluating a 3D-PTV 
measurement. In advance to the Ransac algorithm used by 
Hardege et al. (2022) for the lasercross detection, this work 
compares different methods for the cross or line detection. 
The experimental setup is schematically shown and different 
approaches of inserting the lasercross into the measurement 
domain are addressed. The creation of synthetic data with 
Blender and the three different cross-/line-detection algo-
rithms are applied: Ransac (Fischler and Bolles 1981), Prob-
abilistic Hough Transformation (Kälviäinen et al. 1995) and 
Template Matching (Lewis 1995). The synthetic and experi-
mental data is used to compare the different algorithms.

2  Setups

2.1  Experimental setup

The experimental setup is a 90◦ bend pipe test rig. The cali-
bration will be utilized for 3D-PTV measurements down-
stream the 90◦ bend section. Schematics of the cross section 
view and the top down view of the measurement domain are 
shown in Fig. 1. The measurement domain consists of an 
octagonal body with acrylic glass as outer shell (M1), which 
is filled with silicone (M2: Elastosil RT 601) and the pipe 
section with the flowing water-glycerol mixture in the mid-
dle (M3). The refractive index of the water-glycerol matches 
that of the silicone. Therefore, there is no optical distor-
tion introduced by the circular perimeter. For the 3D-PTV 
the water-glycerol mixture is loaded with polyamide parti-
cles with a diameter of 50 µm. The particle density is 0.03
particles per pixel. These particles are also illuminated by 
the laser used for the calibration. The recording of the data 
is done with three Phantom VEO710L and Zeiss Milvus 
2/100 M Optics.

The lasercross setup utilizes a collimated diode pumped 
solid state laser module with a typical emission wavelength 
of 532 nm (CW532-050; Type: Nd:YVO4/KTP; 1.5 mm 
beam diameter; 0.8mrad beam divergence; 50 mW radiated 
power; Roithner Laser Technik GmbH). The laser beam is 
split by a beamsplitter after being focused with a 600 mm 
lens, and thus, the two beams are thinnest at the intersection 
point (about 300 µm diameter). The beams are redirected by 
surface mirrors, to form a 90◦ cross. The assembly is fixed 
to a three-axis positioning table, driven by stepper motors, 
which have an absolute positioning error of 1µm (LINOS 
x.act LT Series). Via this assembly the lasercross is moved to 
predefined positions. In a prior paper (Hardege et al. 2022) 
the lasercross was manually translated with linear position-
ing tables, which resulted in non-reproducible calibration 
positions with rather low accuracy. By using stepper motors 
(positioning accuracy: 1µm) to drive the linear stages for this 
study, the random positioning error is reduced.

A schematic of the beam path is shown in Fig.  1b. 
Because of the refraction, there is a constant scaling factor 
between the coordinates of the lasercross assembly ( XA , YA , 
ZA ) and the resulting world coordinates ( XW , YW , ZW ) used 
for the calibration. For � = 45◦ the X-coordinate can be 
scaled by a simple trigonometric relation:

with � being half the angle between the two crossing beams 
or the angle of refraction from material M1 to material M2.

(1)XW = XA ⋅ tan(�)
−1
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2.2  Virtual setup

The virtual setup is used to generate synthetic data for exam-
ining the influence of the beam diameter on the calibration 
quality. With the virtual setup the positions of the lasercross 
and the beam quality are kept constant, while only the beam 
diameter is varied.

Blender1 is used to simulate a virtual three camera setup 
with overlapping field of views on the modeled lasercross 
with the aim of rendering synthetic measurement images. 
Blender is an open-source, cross-platform 3D computer 
graphics software package characterized by its extensive 
suite of tools for modeling, texturing, animation, composit-
ing, and rendering.

The virtual setup in Blender consists of three camera 
objects and the lasercross, which is mimicked by two per-
pendicular cylinders. The focal length of the cameras is set 
to 100 mm, the dynamic range is 8bit grey scale, the angle 
between the cameras is 45◦ , the resolution of the rendered 
images is 1920x1920px2 The camera objects and the laser-
cross are oriented as shown in the experimental setup in 
Fig. 1a. Images rendered from this virtual setup can be seen 
in Fig. 2. The diameter of the cylinders is varied, and the 
associated diameter of the beam in pixels is measured from 
the upper camera.

With an animation setup and compositing nodes, the cali-
bration images were automatically generated while keeping 
the positions of the lasercross constant and varying the beam 
diameter.

3  Models and algorithms: calibration 
and cross detection

The calibration process determines the camera focal length 
and the translation and orientation of the projection system 
with respect to the global coordinate system (intrinsic and 
extrinsic parameters).

This work uses a linear calibration model, developed 
by Hall et al. (1982). A comparative study of Joshi et al. 
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Fig. 1  The experimental setup with three different materials (M1: 
acrylic glass, M2: silicon, M3: water-glycerol; M2 and M3 have the 
same refractive index): a 3D-view of the measurement section with 
the cameras and the lasercross introduced into the measurement vol-
ume. This section is downstream a 90◦ bend; b schematic top-down-
view (view direction of middle camera in this figure) with the laser-
cross setup and the two coordinate systems; � = 45◦ ; translucent box 
is the recorded area (index A: assembly coordinates; index W: world 
coordinates)

Fig. 2  Synthetic images of two different beam diameters from the 
same camera and in the same position rendered in Blender. The 
images are 8-bit grayscale

1 Free and Open 3D Creation Software under GNU GPL; https:// 
www. blend er. org/.

https://www.blender.org/
https://www.blender.org/
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(2013) showed that the error level of the linear Hall calibra-
tion model is comparable to other nonlinear models (which 
are Tsai (1987) and Soloff et al. (1997)) if there is no or low 
optical distortion in the captured images. The synthetic data 
used in this paper have no optical distortion, and the experi-
mental data are recorded with Zeiss Milvus 2/100 mm Planar 
optics with a relative distortion < 0.1% with the maximum 
near the edges of the images (according to datasheet). In 
conclusion, the Hall model is sufficiently accurate for the 
analysis performed.

The lasercross positions and their corresponding image 
coordinates are used to calculate the calibration matrices via 
direct linear transform (Förstner and Wrobel 2016).

This work utilizes and compares three different line-/
cross-detection algorithms: Ransac Algorithm, Probabilistic 
Hough Transformation, Template Matching. The program-
ming was done in python.

Ransac: The random sample consensus algorithm 
(Fischler and Bolles 1981) is used to fit a linear model to 
each of the laser beams. The basis for the Ransac algo-
rithm are binary images. An overview of the detection steps 
is shown in Fig. 3, showing the raw image, the binarized 
image and the final line fit of the lasercross. The images 
are converted from gray scale images to binary images via 
Otsu’s Thresholding (Otsu 1979) (Python implementation 
by Bradski (2000)) to determine a global threshold for each 
image. The pixels within the threshold of the first detected 
line are removed and the Ransac algorithm is repeated for 
the second line. The intersection point of the two lines is the 
calibration point.

The Ransac algorithm repeatedly selects random subsets 
of data points (consensus sets), leading to varying results 
across different runs, making it non-deterministic in nature. 
Because of this random nature, the Ransac algorithm needs 

to be repeated multiple times. Outliers of the calculated 
lasercross positions (which might occur because of the algo-
rithms non-deterministic outcome) from these multiple runs 
are eliminated by utilizing mean and standard deviation.

The Ransac algorithm is capable of fitting models to 
experimental data containing a significant percentage of 
errors, as stated by Fischler and Bolles (1981). With regard 
to this work these errors can be introduced by stray light or 
reflections inside the measurement volume (see Fig. 3). This 
work uses the Ransac implementation of the SciKit-Learn-
library (Pedregosa v 2011).

Probabilistic Hough transformation: The Probabilistic 
Hough Transformation (PHT) fits multiple lines to each 
beam. By distinguishing between the angles of the lines they 
can be assigned to each laser beam. The intersection points 
of every intersecting combination of two lines is calculated 
and from these, a mean intersection point is computed. Fig-
ure 4 shows the result of the PHT algorithm being applied 
to Fig. 3a with each colored line being a line detected by 
the PHT algorithm. The minimum line length passed to the 
algorithm must be set as high as possible, so that no reflec-
tion is incorrectly detected as a line.

An implementation of the Progressive Probabilistic 
Hough Transformation developed by Galamhos et al. (1999) 
and implemented in the SciKit-Image-library (van der Walt 
et  al. 2014) is used in this work. The main differences 
between the Standard Hough Transformation (SHT) and the 
PHT are, that the SHT returns infinite lines, while the PHT 
returns line segments and the PHT uses a subset of random 
points and statistic methods for reduced computation time.

Template matching: The Template Matching (TM) (Lewis 
1995) needs the user to mark a template of the cross in each 
view on one of the images of the dataset. In the first step, 
the user draws a rectangular area over the crossing section 
of one of the recorded calibration images for each camera 

Fig. 3  Comparison of the raw image (a), the binarized image (b) and 
the binarized image with the lines fitted by Ransac algorithm (c)

Fig. 4  Exemplary lines fitted by Probabilistic Hough Transforma-
tion (PHT) to Fig. 3a as result of the PHT algorithm implemented in 
the SciKit-Image-library (van der Walt et al. 2014). Each colored line 
being a line detected by the PHT algorithm
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separately. These marked areas are cropped to be the tem-
plates. The marked area is five times the beam diameter (in 
pixels; proved to be suitable through experience) in width 
and height. In the second step the user marks the center of 
the crossing point in each template. This is necessary, as the 
center of the crossing beams is not necessarily the center of 
the template. These templates are then fitted to every image 
of each view via cross correlation. Figure 5 shows an exem-
plary correlation plane with the TM algorithm applied to 
Fig. 3a.

In detail, the algorithm uses the match_template imple-
mentation of the SciKit-Image-library (van der Walt et al. 
2014). For subpixel accuracy, the peak of the correlation 
map is calculated via a 2D Gaussian fit implemented by the 
lmfit-library (Newville et al. 2016).

4  Results

This section presents the results of the synthetic data first 
and then those of the experimental data second. The calibra-
tion quality in this section is quantified by the reprojection 
error (Hartley and Zisserman 2004). The reprojection error 
is calculated per point as the Euclidean distance between the 
imaged point and its reprojected point. Reprojection errors 
as quality quantification for a calibration as a whole are pre-
sented as arithmetic means with standard deviations.

The synthetic data uses 60 calibration points in total. The 
synthetic data is used to examine the influence of the beam 
diameter on the calibration quality, while the beam quality 
is at its optimum.

Figure 6 shows these results. It shows the reprojection 
error over the beam diameter for the three cross-detection 
algorithms. The solid line denotes the mean of the reprojec-
tion error and the transparent part denotes the confidence 
interval ( 95% ) of the reprojection error (applied to only one 
side for better clarity). With the synthetic data the Template 

Matching algorithm shows the best results over all beam 
diameters, but for the smaller beam diameters, it was not 
possible to calculate the calibration matrices. This is caused 
by the Template Matching returning inaccurate crossing 
points for the small beam diameters.

The Ransac algorithm yields an equally good calibra-
tion for small beam diameters, but an increased reprojec-
tion error for increased beam diameters. In contrast to the 
deficits of these two detection algorithms, the Probabilistic 
Hough Transformation has a nearly constant reprojection 
error independent from the beam diameter. The vertical line 
in Fig. 6 denotes the mean beam diameter, which is present 
in the experimental data.

Table 1 summarizes the number of calibration points used 
for recording the experimental data. IDs 1.. have an increas-
ing number of points, while IDs 2.. have an increasing num-
ber of xy planes (parallel plane to middle camera sensor) 
with a constant number of calibration points.

Figure 7 shows a comparison of the mean reprojection 
error over the cross-detection methods and them being 
applied to the experimental data and synthetic data. For 
the experimental data, the mean was calculated over all the 
measurements given in Table 1. From the synthetic data, 
the equivalent beam diameter compared to the experimen-
tal data is used (vertical line in Fig. 6). The transparent 
part denotes the confidence interval ( 95 % ) of the reprojec-
tion error. The calibration with cross detection via Tem-
plate Matching shows the best results when applied to the 
synthetic data. The same is true for the experimental data, 
but the reprojection error being closer to the other cross-
detection methods. Because of the difference between the 
experimental and synthetic results, it can be stated that 
the Template Matching strongly depends on the quality 
of the beams. The beam quality of the experimental data 

Fig. 5  Exemplary correlation plane of Fig. 3a and its corresponding 
template as result of the Template Matching algorithm implemented 
in the SciKit-Image-library (van der Walt et al. 2014)

Fig. 6  Reprojection error of the calibration with synthetic data over 
the beam diameter. The transparent part being the confidence interval 
( 95% ) of the data. Confidence interval is symmetric but plotted as one 
sided absolute value for better clarity
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is significantly poorer compared to the synthetic data due 
to the recording conditions, which can also vary greatly 
depending on the application (see Fig. 3). Because of the 
cross detection on the experimental data via Probabilistic 
Hough Transformation and Ransac being in good agree-
ment with the synthetic data, they are mostly stable against 
the quality of the beam.

Figure 8 and Fig. 9 show the average reprojection errors 
(solid bars) and the 95% confidence intervals (transparent 
bars) for calibrations with the experimental data and the dif-
ferent cross-detection algorithms for the different measure-
ment setups shown in Table 1.

In comparison, the calibration with Ransac cross detec-
tion has the highest reprojection errors followed by the cali-
bration with Probabilistic Hough Transformation, followed 
by calibration with Template Matching.

Moreover, the Template Matching has the lowest reprojec-
tion errors and is the most unaffected cross-detection method 
with experimental data with regard to the difference in the 
mean over the measurement IDs and their respective confi-
dence interval. Although it showed the biggest difference in 
calibration quality between synthetic data and experimental 

data, it is most unaffected by the lasercross positions chosen 
for calibration.

5  Discussion

Prior work with the lasercross calibration done by Hardege 
et al. (2022) has primarily examined how well the lasercross 
calibration compares to calibration with a typical two-level 
target. It also investigated how susceptible the calibration is 
to random positioning errors. It was shown that the calibra-
tion with lasercross obtained similar results. The Ransac 
algorithm was used for the cross detection.

Based on these findings, in this new work, different 
lasercross-detection methods were tested. Furthermore, the 
influence of the shape of the calibration point cloud and the 
influence of the overall lasercross positions used for calibra-
tion was investigated.

The calibration with Template Matching algorithm leads 
to the smallest reprojection errors with synthetic data and 
the experimental data, in comparison with the calibrations 
utilizing the other cross-detection algorithms. However, 
it relies on user input for the template and uses the most 
computation time, which is directly dependent on the image 
resolution because of the cross correlation. Moreover, it 
seems to be strongly dependent on the beam quality, as the 
comparison between synthetic and experimental data shows.

The calibration with the Ransac algorithm obtained the 
highest reprojection errors, its calibration quality strongly 
relies on the beam diameter. Regarding the results, the repro-
jection errors of the calibrations using the Ransac algorithm 
are impracticable for photogrammetric flow measurements. 
While the Ransac algorithm obtained good quality calibra-
tion in Hardege et al. (2022), this can be due to a difference 
in beam diameter

The calibration with Probabilistic Hough Transforma-
tion obtained reprojection errors between the other two 
methods. It is mostly unaffected by beam quality and beam 
diameter. The absolute reprojection error with this cross-
detection method is below 1px, which makes it suitable for 
photogrammetric measurements, especially when using 

Table 1  Experimental testcases 
with ID 1.. being the cases 
with varying number of points 
and ID 2.. being the cases with 
constant number of points and 
a varying number of planes in 
z direction (parallel plane to 
camera sensor)

ID Number of points ID Number of points

X Y Z Total X Y Z Total

11 3 6 2 36 21 6 10 2 120
12 3 6 3 54 22 5 8 3 120
13 4 7 3 84 23 4 4 8 128
14 4 8 4 128 24 4 6 5 120
15 4 9 4 144 25 4 5 6 120
16 5 9 4 180
17 5 9 5 225

Fig. 7  Reprojection error of the calibration with experimental data 
and with synthetic data in comparison. The transparent part being the 
confidence interval ( 95% ) of the data
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Fig. 8  Reprojection errors of calibrations with different cross-detec-
tion methods (a Ransac; b Hough; c Template Matching) and number 
of calibration points (bottom graph) per spatial direction with sum of 
calibration points. Refers to the IDs 1 in Table 1 with increasing num-
ber of lasercross positions. The transparent part being the confidence 
interval ( 95% ) of the data. Calibration was repeated 50 times for 
Ransac and Probabilistic-Hough-Transform cross detection, because 
of the random effects of those methods. Mean and standard deviation 
calculated over every point of each calibration

Fig. 9  Reprojection errors of calibrations with different cross-detection 
methods (a Ransac; b Hough; c Template Matching) and number of cali-
bration points (bottom graph) per spatial direction with sum of calibration 
points. Refers to the IDs 2 in Table 1 with increasing number of xy planes 
(parallel plane to middle camera sensor). The transparent part being the 
confidence interval ( 95% ) of the data. Calibration was repeated 50 times 
for Ransac and Probabilistic-Hough-Transform cross detection, because of 
the random effects of those methods. Mean and standard deviation calcu-
lated over every point of each calibration
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optimizations like Volume Self-Calibration. In terms of 
computation time it is the fastest cross detection compared 
to the other methods presented.

In Fig. 8, a trend is visible, where the reprojection error 
is increased with an increasing number of calibration points 
or in other words: according to the reprojection error the 
calibration quality decreases with an increasing number of 
calibration points. Furthermore, the reprojection error seems 
to converge to a certain value with an increasing amount of 
calibration points. The described effect is especially notice-
able with the TM and PHT cross-detection algorithms. This 
could be due to overfitting (Hawkins 2004), as it is known 
from the field of machine learning. Overfitting occurs when 
a model becomes too complex relative to the amount of 
training data available. This complexity often manifests as 
an excessive sensitivity to individual data points or noise. 
In addition, the calibration is calculated and tested with the 
same set of calibration points, there is no cross validation 
of the calibration (which is common practice in the field of 
camera calibration). Applied to the calibration, this means 
that the model has an apparently better fit with fewer calibra-
tion points, because the calibration model is oversensitive 
to the few points. This means that the result of the calibra-
tion might deviate more from reality, but fits the calibration 
points well, i.e., it is oversensitive to the noise in the position 
of the calibration points. With a higher number of calibra-
tion points, the model is no longer as much susceptible to 
noise from the individual calibration points. Thus, the model 
may represent reality more accurately, but the error of the 
individual points, i.e., the mean of the reprojection error, is 
increased in comparison. This would also explain the con-
vergence to a constant mean reprojection error, assuming 
that the error in the position of the calibration points (or 
their detection) is not subject to any systematic error. Simi-
lar effects of calibrations with the best reprojection error 
having the worst reconstruction error2 were, for example, 
reported by Koide and Menegatti (2019). It can therefore be 
concluded that the largest practicable number of calibration 
points should be used for the calibration.
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