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Abstract
Accurately determining the wall-shear-stress, �

w
 , experimentally is challenging due to small spatial scales and large velocity 

gradients present in the near-wall region of turbulent flows. To avoid these resolution requirements, several indirect iterative 
fitting methods, most notably the Clauser chart method, exist for determining �

w
 by fitting the mean velocity profile further 

away from the near-wall region in the log-law layer. These methods often require proper selection of fitting constants, assump-
tions of a canonical flow state, and other empirical-based generalizations. To reduce the amount of ambiguity, determining 
the near-wall velocity gradient by assuming a linear relationship between the mean streamwise velocity and wall normal 
distance in the viscous sublayer can be used. However, this requires an accurate unbiased measurement of the near-wall 
velocity profile in the region below five viscous spatial units, which can be less than 50 µm for high Reynolds number flows. 
Therefore, in this study a method for a volumetric defocusing microparticle tracking velocimetry method is presented that 
is capable of resolving the flow in the viscous sublayer of a turbulent boundary layer up to U

e
= 44.7m/s ( Re

�
= 27250 ). 

This method allows for the measurement of the near-wall flow through a single optical access for illumination and imag-
ing and serves as an excellent complement of larger scale measurements that require near-wall information. The �

w
 values 

determined from the defocusing approach were found to be in good agreement values obtained from a simultaneous parallax 
PTV measurement. Furthermore, analysis of the diagnostic plot and cumulative distribution of measured fluctuations in the 
near-wall region, showed that both methods are capable of accurately determining mean velocity and fluctuation profiles in 
the self-similar viscous sublayer region.

1  Introduction

Accurate knowledge of the mean wall-shear-stress,�w , for 
turbulent wall bounded flows is of fundamental interest 
for many research topics, in particular the aerodynamic or 
hydrodynamic design and turbulent modeling communities.

The calculation of the skin friction (parasitic) drag of 
aerodynamic or hydrodynamic bodies also uses �w . It is esti-
mated that the skin friction drag can contribute to more than 
50% of the total aerodynamic drag on subsonic commercial 
or military airplanes during cruising conditions (Jobe 1984). 
This estimate is expected to be even higher for large hull 
ships and submarines (Perlin et al. 2016). Furthermore, the 

turbulent skin friction drag can be one order of magnitude 
higher than the laminar skin friction (Schlichting and Ger-
sten 2016). Therefore, accurate values of �w are essential for 
many industrial/commercial engineering applications.

In principle, determining �w for subsonic flows is rather 
straightforward if the local dynamic viscosity, � = �� , of 
the fluid and the mean velocity gradient evaluated at the 
wall, i.e., �w = �( d u∕d z)|z=0 , are known. However, accu-
rate near-wall velocity measurements are challenging due 
to the strong velocity gradients present and spatial resolu-
tion requirements, which become even more restrictive with 
increasing Reynolds number. In the wall bounded turbulence 
community, �w is a fundamental quantity for determining 
the inner or viscous scaling of the flow. The viscous unit, 
�∕u

�
 , represents the smallest spatial scale in a turbulent 

wall-bounded flow, where the friction velocity is given by 
u
�
=
√
�w∕� . The viscous unit is then in turn used to scale 

the spatial ( z+ = zu
�
∕� ), velocity ( u+ = u∕u

�
 ), and temporal 

( t+ = tu2
�
∕� ) scales which are important for the development 

of modeling approaches.
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As the viscous scales become smaller with increasing 
Reynolds number, the computational expense for simula-
tions that resolve down to the smallest scales also dramati-
cally increases. Therefore, simulations using coarser grids 
or reduced order models are used to make these high Reyn-
olds number computations. As the courser grid simulations 
do not resolve the smallest scales directly, the small-scale 
models used by these simulations need to be validated with 
accurate experimentally obtained information, such as �w . 
Furthermore, in the turbulent regime the fluctuating com-
ponents and the behavior/scaling of the Reynolds shear 
stresses are also of interest for the modeling and computa-
tional communities. For example, the strength of the near-
wall velocity fluctuations and Reynolds stresses is important 
for determining the location and magnitude of the so-called 
inner peak. This information is used to developed or validate 
the universality of Reynolds number-based scaling laws for 
wall-bounded turbulence (Lee and Moser 2015; Willert et al. 
2017; Samie et al. 2018; Smits et al. 2021).

A variety of indirect and direct experimental methods are 
available for determining �w . Detailed and comprehensive 
reviews of these experimental techniques can be found in 
Örlü and Vinuesa (2020) and Fernholz et al. (1996). While 
the focus of this work is not to repeat a review of all avail-
able methods, a brief overview of several select techniques 
is given in the following text.

Floating force elements belongs to the group of direct 
measurement techniques (Baars et al. 2016). This method 
directly measures the friction force, requiring a modifica-
tion of the test facility or model, which is not always pos-
sible. Amili and Soria (2011) and Amili et al. (2016) used 
film-based sensors to estimate the wall-shear-stress from a 
wall-bounded turbulent flow with a reasonably high tempo-
ral bandwidth. Oil film is also commonly used to measure �w 
by relating the interference fringe spacing to the shear force 
exerted on a thin film of oil applied to the model surface 
(Schülein 2014; Lunte and Schülein 2020). This method can 
determine the mean wall-shear-stress very accurately, while 
it cannot be applied for experiments in water.

Indirect and minimally intrusive surface �w measure-
ment techniques include: Surface pressure taps that relate 
the streamwise pressure gradient with �w (Mckeon and 
Smits 2002), surface mounted hot film sensors (Baidya et al. 
2019), micro-pillar surface mounted �w sensors (Große and 
Schröder 2008), and temperature sensitive paint (Miozzi 
et  al. 2019). While all of these techniques show merit 
and success in determining �w in the literature, pitfalls of 
each technique are present. For example, relating average 
streamwise pressure gradient to �w requires that a stream-
wise pressure gradient exists, which is not the case for the 
well-studied flat plate boundary layer. Surface mounted 
hot-film sensor offer the possibility to measure the near-
wall turbulence fluctuations up to high-frequencies but the 

presence of these films is inherently intrusive, especially 
when considering the small spatial and temporal scales in 
the near-wall region.

In order to reduce the complexity of applying the outer-
region models, measurements in the viscous sublayer, where 
the velocity profile is linear with wall normal distance, are 
highly desired. As previously mentioned, measurements in 
the near-wall region are challenging due to the strong veloc-
ity gradient and small spatial scales. However, using novel 
optical approaches, high-quality measurements in the near-
wall region have been demonstrated in the literature: For 
instance, single pixel evaluation of PIV recordings (Wester-
weel et al. 2004; Huisman et al. 2013; Berghout et al. 2021), 
and by using high magnification PTV (Cierpka et al. 2013; 
Bross et al. 2019), to list a few.

The experimental determination of flow gradients in the 
near-wall with sufficient precision is challenging, especially 
for high Reynolds number turbulent flows where the near-
wall viscous scales can be on the order of µm. This coupled 
with potential facility and instrumentation vibrations dur-
ing the experiment make the task of accurately measuring 
the wall-shear-stress non-trivial. Moreover, due the fact that 
small scales must be resolved in the very near-wall region, 
it is also necessary to not disturb the flow while conducting 
the wall-shear-stress measurements in order to avoid biased 
measurements.

2 � Measurement principle

In this optical flow velocimetry approach, the mean wall-
shear-stress (WSS), �w , is estimated from a linear fit of the 
near-wall velocity profile. To derive the near-wall profile, 
defocusing microscopic particle tracking velocimetry (defo-
cusing µPTV) is employed (Wu et al. 2005), meaning that 
a sub-millimeter domain is resolved (Santiago et al. 1998).

2.1 � Defocusing PTV

Defocusing PTV is a three-dimensional single camera flow 
measurement approach, making it suitable for confined and 
inaccessible measurement domains. The technique relates 
the geometry of a particle image to the distance of the corre-
sponding particle to the focal plane, i.e., the z location along 
the optical axis. In x- and y-direction the particle location is 
defined by the sensor position, X and Y, of the particle image 
and a scaling function.

Different approaches to determine the particle image 
geometry can be used: The auto-correlation function, where 
the particle image boundary is defined by a fixed threshold 
correlation value (Cierpka et al. 2010b); or the cross-corre-
lation of the particle images with a set of references particle 
images with well-known locations (Barnkob et al. 2015). In 
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this defocusing approach, the local intensity distribution at 
the edges of the particle image are analyzed using an adap-
tive threshold to determine the edge location with sub-pixel 
precision (see Fuchs et al. (2016b) for details). Knowing the 
spatial location of the particles, tracking is used to derive the 
velocity information from two or more subsequent record-
ings, yielding a three-dimensional, three component (3D3C) 
velocity information. To avoid overlapping particle images 
and generally, due to the large size of the defocused particle 
images, defocusing PTV requires low particle image densi-
ties, such that a nearest neighbor algorithm is sufficient to 
determine the particle displacements.

2.2 � Calibration

Any single camera imaging technique that employs parti-
cle image geometries to deduce the spatial particle location 
requires a function that relates the image information to the 
physical location. Scanning particles along the optical axis 
and imaging them at distinct z positions is the most straight-
forward method to find that relationship for microfluidics 
(Park and Kihm 2006). However, this scanning procedure 
is only feasible if there are particles that settle and stay on a 
surface, which can then be translated along the optical axis. 
For macroscopic domains, in addition to change of the parti-
cle image geometry along z, the scaling in x- and y-direction 
changes with z, requiring a calibration function depending 
on all spatial coordinates and not only z (Fuchs et al. 2014).

The particular challenge of this defocusing µPTV 
approach for estimating �w lies in the fact that it also aims at 
measuring air flows. Typically, air is seeded with di-ethyl-
hexyl-sebacate (DEHS) or water-glycol particles with diam-
eters in the range of 0.3–0.4 µm. It is not feasible to collect 
samples of these particles on a surface in order to translate 
them along the optical axis for the purpose of calibration. 
Moreover, using particles with larger diameters is not a via-
ble workaround, since, at large magnifications, the particle 
image geometry is strongly influenced by the physical par-
ticle size, as shown by Olsen and Adrian (2000).

2.3 � In situ calibration

To overcome these drawbacks, the calibration information 
is derived from the measured data. Such an in situ calibra-
tion has demonstrated to be feasible for microscopic as well 
as for macroscopic defocusing PTV approaches (Cierpka 
et al. 2010a; Fuchs et al. 2016a; Leister et al. 2021). This 
calibration procedure is based on the premise that the par-
ticle image diameter, Dp , changes linearly with the particle 
z position along the optical axis, which is a valid assump-
tion at a sufficient distance from the focal plane (Olsen and 
Adrian 2000).

For the optical configuration used in this study, the 
assumption of a linear relation between particle image diam-
eter and particle z location yields a maximum deviation of 
less than 0.4 pixels from the functional relation as intro-
duced by Olsen and Adrian (2000). This deviation is equiv-
alent to a particle z location deviation of around 0.8 µm, 
considering the slope of the defocusing function. As it is 
shown in Sect.  4.4, the uncertainty of the particle z location 
determination lies one order of magnitude higher, which is 
why the deviation from the linear relation is neglected in 
the following.

In this defocusing approach, the calibration function that 
is relating the particle image diameter to the particle z loca-
tion is derived as follows: The particle image displacements 
are determined from a set of double-frame images recorded 
at a certain camera distance, zc , to the measurement domain. 
Note that the focal plane is situated such that it lies closer to 
the camera sensor than the measurement volume. Therefore, 
with increasing wall-normal particle distance, the particle 
image diameter, Dp , increases. Toward the wall, i.e., for 
smaller particle image diameters, the flow velocity and as 
a consequence also the particle image displacements, ΔX , 
become smaller and approach zero at the wall. Thus, for a 
given camera distance, zc , from the measurement domain, 
the particle image diameter where the particle image dis-
placement becomes zero can be determined by means of 
a linear fit of the bin averaged near-wall Dp over ΔX data. 
This Dp at ΔX = 0 value is denoted by the solid black dot 
in Fig. 1a for profiles determined at four different camera 
distances. From the camera distance zc1 to zc4 , the Dp,ΔX=0 
value increases, since the focal plane is moved further away 
from the measurement domain.

After conducting the calibration measurements at differ-
ent well-known camera distances to the measurement vol-
ume, the slope, md , of the defocusing function can be esti-
mated by means of linear least squares fit, using the Dp,ΔX=0 
values and the zc values as input. This step is illustrated in 
Fig. 1b. Finally, the relation between the particle z location 
and the particle image diameter Dp can be written as,

with t being a z position offset. The x and y scaling, sx,y , 
is determined by a calibration target or by a distinct shape 
with known geometry that is visible in the camera image, as 
performed by Leister et al. (2021).

3 � Experimental setup and image processing

Estimating �w , defocusing µPTV requires only a single 
optical access, allowing for illuminating and viewing the 
measurement volume. Microscope optics ensure a high 

(1)z = md ⋅ Dp + t,
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resolution along the optical axis, meaning that the particle 
image diameter increases strongly with the particle z loca-
tion relative to the focal plane, which is equivalent to a 
small md value. In particular for large Reynolds numbers, 
where the viscous scales become small, a high resolution 
is necessary. The optical components need to be mounted 
on a translation stage to allow for measurements at dif-
ferent distances from the volume and to compensate for 

moving walls. Figure 2 shows a sketch of the experimental 
setup for determining the wall-shear-stress.

For this study, experiments were conducted in an 
atmospheric Eiffel type wind tunnel; more specifically 
in the zero pressure gradient (ZPG) region of a turbulent 
boundary layer (TBL) model, as detailed in Bross et al. 
(2019). An overview of the equipment and the experimen-
tal parameters is given in Table 1. It turned out to be very 
challenging to seed the area very close to the wall; there 
is always a seeding density gradient away from the wall. 
Thus, a fog generator was used to seed the flow with a 
water-glycol mixture, upstream of the turbulent boundary 
layer model. Fog generators have the big advantage that 
they generate a huge amount of seeding particles, such 
that the viscous sublayer contains particles. The thickness 
of the optical access window for the defocusing meas-
urements was 8 mm at a microscope objective working 
distance of 18.5 mm, such that there was enough space 
to introduce the volume illumination. Figure 2 gives an 
overview of the experimental setup.

To derive the particle image geometry, a number of 
image processing steps were necessary: (1) Each set of 
recordings was intensity normalized with respect to the 
first recording of the respective set, to compensate for illu-
mination intensity fluctuations. (2) Employing a station-
ary contamination on the wall, a (X, Y) sensor vibration 
correction was performed. This step is required to be then 
able to (3) calculate an average image of the set, which is 
then subtracted from each individual image of the set, to 
remove stationary noise and reflections. (4) The resulting 
pre-processed images were then used to detect the parti-
cle images, exceeding a certain intensity threshold. (5) 
Finally, the diameters of the detected particle images were 
determined from the normalized images of processing 
step (1), combined with a nearest neighbor particle track-
ing step, using the sensor location (X, Y) and the particle 
image diameter (Dp) as coordinates.

Fig. 1   In situ calibration principle: a is illustrating the determination 
of the diameters where ΔX → 0 by a linear fit of the bin-averaged Dp 
over ΔX data at different camera distances, zc , relative to the measure-
ment domain. b is showing the linear fit of the Dp,ΔX=0 over zc values 
for estimating the slope, md , of the defocusing function

Fig. 2   Experimental setup: The measurements were conducted in the 
ZPG region of a TBL model in an atmospheric Eiffel type wind tun-
nel. For the illumination and view of the defocusing µPTV measure-
ment domain, only a single optical access was needed. To validate the 

defocusing approach for the WSS estimation, a parallax PTV refer-
ence measurement was performed. This domain was illuminated from 
downstream and the camera was located on the wind tunnel roof (in 
negative y-direction)
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4 � Data processing

4.1 � Calibration runs

As outlined in subsection 2.3, an in situ calibration approach 
needs to be performed to estimate the slope, md , in Eq. 1, 
relating the particle image diameter to the z location of the 
particle. To do so, the near-wall flow was measured at nine 
different wall distances in steps of 10 µm along z, at Ue =

12.6 m/s over the TBL model. It has to be noted that it is 
not strictly necessary to perform these calibration runs at 
constant conditions, since the only purpose of the procedure 
is to determine Dp at ΔX = 0 . For each run, 3000 double-
frames were recorded.

Figure 3 shows the Dp,ΔX=0 values at the different wall 
distances as filled black markers, derived from a linear fit 
of the near-wall flow; subsection 4.4 provides the details 
of the fitting procedure. The horizontal error bars in Fig. 3 
denote the sensitivity of the manual translation stage, which 
has a fine adjustment resolution of 10 µm (the manufacturer 
specifies the sensitivity with 1 µm for each direction). In 
vertical direction, the error bars denote the standard devia-
tion of the Dp,ΔX=0 values after dividing the sensor into nine 
equally sized segments, where a linear fit was performed in 
each segment. The values for the standard deviation do not 
exceed 2 pixels, indicating that the estimation of Dp,ΔX=0 is 
reasonably robust.

Following the estimation of Dp,ΔX=0 at different micro-
stage locations, the fit to estimate md is performed in the 
gray area shown in Fig. 3, where the change of Dp along z 
can be considered linear. At smaller particle image diam-
eters, closer to the focal plane, this approximation does not 
hold, which can also be seen by the deviation of the Dp,ΔX=0 
values at zs = −40 µm and zs = −30 µm in Fig. 3. For the 
optical equipment used in this experiment, the slope of the 
defocusing function yields md =2.06 µm/pixel; that means 
that the particle z location changes by 2.06 µm at a particle 
image diameter change of 1 pixel.

4.2 � Technical limitations

For the present optical configuration, starting at a minimal 
particle image diameter of around 30 pixels – at smaller 
diameters the linear approximation of the relation between 
Dp and z does not apply anymore – at the wall ( z = 0µm), 
the particle image diameter at a wall distance of z = 500 µm 
would yield 240 pixels; this is equivalent to 10 % of the sen-
sor X size of 2560 pixel. However, at larger particle image 
diameters, the SNR of the particle image decreases, such 
that the number of detected particle locations decreases 
along the optical axis. As a consequence, using the water-
glycol seeding particles with a mean diameter of around 
0.3−0.4 µm, the particle locations can only be detected up 
to particle image diameters of around 100–150 pixels, hence 
around Δz ≈ 200-300 µm.

It is obvious that at such large particle image diameters, 
the particle image density and therefore the measurement 
efficiency is rather low. Overlapping particles images are dif-
ficult to employ for the particle location determination, since 
uncertainty of the location determination becomes larger. 
Thus, they are rejected entirely to yield a higher accuracy of 
the estimated velocity field. In addition, it was found difficult 
to seed the near-wall flow, i.e., the measurement domain of 
this defocusing µPTV approach ( z < 200µm).

Using a commercially available DEHS seeding generator 
with 45 Leskin nozzles was not able to provide enough for 

Table 1   Equipment overview and experimental parameters for the 
defocusing µPTV measurements

Camera LaVision Imager sCMOS
Lens Zeiss M5X/0.16 420330-9901
Laser Quantel Evergreen
Microstage Newport M-UMR8.25
Calibration target Thorlabs R2L2S3P1
Fog generator Safex FOG 2010 Plus
Seeding liquid Safex Inside Normal/Power Mix
Recording software LaVision DaVis 10
Field of view 0.97x × 1.16y [mm2]
Scaling in-plane s

x,y =  0.45 [µm/pixel]
Magnification M =14.4 [-]

Fig. 3   Calibration function, relating the particle image diameter Dp 
to the particle z location. The relation is derived from measurements 
at different camera distances from the measurement domain. At each 
distance, Dp,ΔX=0 is estimated and then fitted with a linear function, 
leading to a value of m

d
= 2.06 µm/pixel for this optical configuration
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the measurements, except for the Ue =12.7 m/s case. Only 
a fog generator was capable for supplying enough seeding, 
such that the near-wall measurement were feasible; even 
then with a very limited seeding concentration. As a conse-
quence, the velocity information captured in each recording 
decreased from around 2 tracks per image at Ue =12.7 m/s 
to around 1 track per image at Ue = 44.7 m/s. Expressed as 
a seeding concentration, considering a measurement domain 
size of roughly 1 × 1 × 0.2mm3 , the concentration lies in the 
range of 5 − 10 particles∕mm3 close to the wall ( z < 200

µm).
In fact, the seeding is the biggest drawback of using par-

ticle imaging techniques for near-wall flow measurements. 
Apart from the difficulty to supply seeding particles close 
to the wall, the increasing seeding concentration with the 
wall-normal distance is problematic, in particular, if it is 
the goal to measure through a single optical access. For 
single optical access approaches, imaging systems with a 
large depth of focus are problematic for the �w measure-
ments, since the particle image density limit would require 
a limitation of the seeding concentration, such that there is 
relatively little velocity information close to the wall. Micro-
scope objectives, as used for this approach, have a rather 
small focal depth, such that particles in the background of 
the view, appear as image noise and not as intensity peaks 
on the sensor.

4.3 � Vibration correction

Processing the recordings included a (X, Y) sensor vibra-
tion correction, where a bright intensity peak induced 
by a contamination sitting on the optical access window 
served as a reference. For each set of recordings, the cam-
era vibration was determined relative to the first recording 
of the set. The shift was determined with integer precision 
using a normalized cross-correlation with a window size of 
128 × 128pixel2 . These shift values, translated from pixel 
into physical coordinates using the in-plane scaling sx,y are 
plotted against Ue in Fig. 4 (black crossmarkers), showing a 
moderate increase from around 4 µm to about 8 µm with the 
free stream velocity. However, this (X, Y) correction proce-
dure does not account for the vibration in z-direction, which 
is equivalent to a correction of the particle image diameter.

Such a correction of the z vibration can be performed by 
employing a particle that is attached to the wall; note that 
there was always one or more particles attached to the wall 
once the seeder was switched on, even after a cleaning 
procedure. However, it has to be emphasized that this ref-
erence particle image is not an image of a particle within 
the flow. Thus, the characteristics, such as the physical 
diameter, of this reference particle does not necessarily 
represent those of the actual seeding particles. Nonethe-
less, the intensity of the selected reference particle image 

is not significantly larger than those of the particle images 
of the moving particles in the flow, which gives rise to 
the assumption that their diameter lies in the same range. 
Moreover, the slope of the defocusing function md changes 
by less than 1 % when comparing particles with a differ-
ence of one order of magnitude in physical diameter in this 
size range (Olsen and Adrian (2000)). When conducting 
the z vibration correction, it also needs to be taken into 
account that the physical particle diameter could change 
due to evaporation, considering that a water-glycol mix-
ture was used for seeding the flow. Calculating a moving 
mean over 100 recordings of the reference particle image 
diameter over the time of the recording, revealed that the 
particle image diameter decreased by 1.5 pixels in a linear 
fashion for the Ue =31.4 m/s data set, for instance. As a 
consequence, such diameter changes were compensated 
for in all recorded data sets.

As illustrated in Fig.  4, the z vibration correction 
becomes more important with an increase of Ue . Thus, 
2�z starts at around 2.5 µm at the low Ue sets and reaches 
up to 2�z ≈17 µm at Ue = 44.7 m/s. Here, it is important 
to emphasize that the characteristics of the movements 
of the camera relative to the measurement domain were 
unknown, i.e., it is not clear what is actually moving. Most 
likely, the movements in x-, y-, and z-direction of part of 
the setup also differed due to the variable rigidity of the 
camera mount and the tunnel walls with respect to the 
spatial direction. In particular, the tunnel wall should be 
less rigid in wall-normal direction, an assumption that is 
supported by the stronger increase of the 2�z values in 
comparison with the 2�xy values.

Considering the wall unit size of z+ ≈ 12 µm at Ue =

44.7 m/s, 2�z ≈17 µm comprises roughly 1.5 wall units, 
i.e., 30% of the viscous sublayer height, emphasizing the 
necessity of the z vibration correction. However, for the 
Ue =12.7 m/s set, the vibration drops to 2�z ≈ 3 µm, equal-
ing roughly 0.1 wall units, making a correction somewhat 
unnecessary.

Fig. 4   The standard deviation of the relative movement between the 
camera sensor and the measurement domain as a function of Ue . With 
Ue , the motion in xy-direction increases less than z-direction
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4.4 � Wall‑shear‑stress calculation

The mean wall-shear-stress, �w , is estimated by a least 
squares fit of the binned near-wall velocity profile, which is 
assumed to be linear in the viscous sublayer region. To do 
so, the measurement data are binned along U and not along 
the wall-normal coordinate, z, as a result of particle location 
determination uncertainty considerations.

Generally, employing the particle image geometry for 
deducing the spatial particle location, the z coordinate, along 
the optical axis, is less accurate. This is due to the fact that 
the geometry feature, in this case the particle image diam-
eter, is determined with an uncertainty. Hence, the uncer-
tainty of the diameter determination in combination with 
the slope of the defocusing function denotes the uncertainty 
of the particle z location. For this defocusing approach, 
the particle image center is defined as the location midway 
between the left and the right vertex of the circular particle 
image in sensor X-direction, and in sensor Y-direction, mid-
way between the upper and the lower vertex of the circle. 
Essentially, this is the same procedure as for the determina-
tion of the particle image diameter, which is defined as the 
average distance between the vertices in the respective direc-
tion Dp = (DX + DY )∕2 . Thus, expressed in pixel values, the 
uncertainty of the particle image diameter determination and 
the particle image center location determination is compara-
ble. However, comparing the uncertainty in physical coordi-
nates for this experiment, the uncertainty for the z location 
is around 4.5 times larger relative to the x,and y location. 
This particular difference is the ratio between the slope of 
the defocusing function ( md =2.06 µm/pixel) and the scaling 
factor in the in-plane direction ( sx,y =0.45 µm/pixel).

In addition, following consideration leads to the conclu-
sion to use a U binning instead of a z binning: Close to the 
wall, say at z < 10µm, the flow velocities in wall-normal 
direction, W, as well as in spanwise direction V should be 
very small, close to zero. However, due to the uncertainty 
in the particle location determination, the velocity measure-
ment is not exact, such that the standard deviation of V and 
W close to the wall provides a suitable measure of the uncer-
tainty of the particle location determination. For the Ue =

25.6 m/s case, 2�V is 0.13 m/s, whereas 2�W yields 0.96 m/s, 
which, translated into a particle location uncertainty, equals 
2�z =14.3 µm. With 5z+ ≈ 97µm, marking the wall-normal 
range of the viscous sublayer with its linear velocity profile, 
2�z comprises around 15% relative to the sublayer height. In 
contrast, the uncertainty of a single U measurement value, 
which is equivalent to the uncertainty 2�V , comprises only 
around 3% of the mean velocity at the edge of the viscous 
sublayer.

An overview of the U over z measurement values (small 
grey dots) along with the bin averaged data (black dots for 
U binned data and red dots for z binned data) for the Ue =

25.6 m/s case is given in Fig. 5. The z binned data values 
differ from those of the U binned points, as such that they 
deviate from the linear behavior close to the wall location 
at z = 0µm. Due to the z binning, the slope of the velocity 
profile is slightly biased toward underestimating the wall-
shear-stress, which becomes more evident at larger Ue val-
ues. Thus, at Ue =12.7 m/s �w is only around −9% lower than 
compared to the U binning, whereas this underestimation is 
steadily increasing to up to around −22% at Ue =44.7 m/s. 
This biased �w estimation is a result of the uncertainty of 
the particle z location determination, which increases rela-
tive to the decreasing thickness of the viscous sublayer at 
larger Ue values.

Looking closer at Fig. 5, it becomes apparent that, start-
ing at around z = 80µm, the binned data points do not follow 
a linear trend to the border of the viscous sublayer edge at 
z = 80 µm anymore. This is an issue that can be attributed 
to the defocusing PTV measurement technique: The par-
ticle image diameter grows with z, while at the same time 
the signal to noise ratio (SNR) reduces, making a detection 
of the particle images increasingly difficult. Additionally, 
particle image overlaps become more likely at larger parti-
cle image sizes. As a consequence, the number of detected 
particle images decreases with z, even though the seeding 
concentration increases with the wall distance, resulting in 
a lack of measured data points. Moreover, at z > 80 µm dif-
ferent behaviors of the bin averaged data points, depending 
on the binning parameter, can be observed in Fig. 5. The U 
binned data show an increasing velocity gradient with wall 

Fig. 5   The measured velocity values U over z. For the linear fit, to 
derive the wall-shear-stress, U bin averaged values were chosen, since 
the particle z location uncertainty resulted in a systematic underesti-
mation of �w in the case of a z binning
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distance, which is the opposite of what happens in a turbu-
lent boundary layer flow. However, this behavior becomes 
explainable when considering that the number of detected 
particles decreases with distance to the wall: At z > 80µm, 
using U bins means that the particles at smaller wall dis-
tances are overrepresented in the bin, leading to an under-
estimation of the z location of this U bin, which is equiva-
lent to an overestimation of the velocity at this z location. It 
has to be emphasized that the deviation of the bin averaged 
data points starts at around z > 80µm. For the Ue =25.6 m/s 
data set, the U bin located at around z = 80 µm comprises 
measurement points reaching out to around z ≈ 200µm, giv-
ing rise to the assumption that the systematic error due to 
the problem of not detecting large particle images becomes 
relevant at z > 200 µm for this experimental configuration. 
Consequently, areas where the particle locations are larger 
than this z threshold should not be considered for evalu-
ation using this specific optical setup, as indicated by the 
dot-dashed line in Fig. 5. Unlike the U binned data, the z 
binned data are not affected by this systematic overestima-
tion of the velocity.

It is obvious that there is a significant number of influenc-
ing factors in the defocusing µPTV procedure for deriving 
the wall-shear-stress. Even more so, it is of utmost impor-
tance to analyze the defocusing µPTV technique thoroughly 
in terms of its validity. To do so, in the following results 
section, the defocusing µPTV measurement results are com-
pared to those of a parallax PTV approach, serving as a 
reference. Moreover, a detailed analysis of the near-wall flow 
provides a more insights on the uncertainty and also the 
validity of the defocusing µPTV technique, as well as of the 
parallax PTV reference measurement.

5 � Results

5.1 � Parallax PTV reference measurements

To demonstrate the feasibility to determine the mean wall-
shear-stress from defocusing µPTV measurements, a paral-
lax PTV validation measurement was conducted. Parallax 
PTV makes use of mirrored particles on a reflective surface, 
such as a glass window or polished metal, to refine the wall 
normal location of the particle in terms of a parallax correc-
tion (details can be found in Cierpka et al. (2013) and Fuchs 
et al. (2018)). This reference measurement system imaged 
the flow in a light sheet in the xz-plane as shown in Fig. 2, 
while the camera was placed outside of the tunnel, above 
the upper wall located in negative y-direction as seen from 
the measurement domain (an overview of the parallax PTV 
experimental characteristics is given in Table  2). In the fol-
lowing, the results of the parallax PTV measurements serve 
as a reference for the defocusing µPTV results. The parallax 

recordings were always taken directly after each defocusing 
run, such that the conditions were similar. As it is done for 
the defocusing data, �w is estimated from a linear fit of the 
near-wall velocity profile, while the parallax PTV data are 
binned along the wall-normal z coordinate.

5.2 � Wall‑shear‑stress and near‑wall flow: 
defocusing µPTV vs. parallax PTV

In the present and following sections, the recorded data sets 
are referred to in terms of their momentum thickness Reyn-
olds number Re

�
= Ue�∕� , as listed in Tab. 3, column 2. The 

momentum thickness, � , used for calculating Re
�
= Ue�∕� 

was derived from a particle image velocimetry (PIV) meas-
urement, conducted directly after the defocusing and the 
parallax PTV runs at a specific Re

�
 , to ensure similar con-

ditions. The PIV measurement covered a field of view of 
270x × 300z mm2.

It should be noted that the outer region parameters ( � , 
�99 , etc.) measured and calculated from these PIV meas-
urements are subjected to upstream historical and environ-
mental effects in the atmospheric wind tunnel where these 
measurements were taken. These upstream historical effects 
have been shown to influence the shape/topology of the wake 
region of this boundary layer but, it was shown that the tur-
bulent behavior in the near-wall and log-law layer remains 
largely unaffected (Knopp et al. 2022). Furthermore, as the 
focus of this investigation is on the evaluation of a measure-
ment technique capable of accurately estimating the velocity 
gradient in the very near-wall region, potential non-canon-
ical features in the wake/edge region of the boundary layer 
do not affect the analysis presented herein.

For this study, �w was determined at six different Re
�
 val-

ues, ranging from 8040 to 27250. The estimated �w values 
show a good agreement between the defocusing and the par-
allax measurements, comparing columns 4 and 5 in Table  3. 
However, at Re

�
= 27250 , defocusing yields a 6% smaller 

�w value. Further, Fig. 6 illustrates the cf = 2U
�

2∕Ue
2 over 

Re
�
 relation compared to an empirical derived theoretical 

incompressible correlation, as defined by Smits et al. (1983). 

Table 2   Equipment overview and experimental parameters for the 
parallax PTV reference setup

Camera LaVision Imager sCMOS
Lens Zeiss 2/100 mm Makro Planar
Teleconverters 4 Kenko 2 ×
Laser Innolas Spitlight 1000 PIV – 15
Working distance 1.3 m to the sensor
Field of view 4.4x × 3.5z [mm2]
Scaling in-plane s

x,z =4.0 [µm/pixel]
Magnification M =1.6 [-]
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Evidently there is a good agreement with theory, with devia-
tions from this correlation of �Δcf,def = 3.1 % for the defocus-
ing and �Δcf,par = 3.9 % for the parallax PTV approach.

Apart from the wall-shear-stress, the PTV approaches 
deliver information of the near-wall velocities and fluctua-
tions. The measurements presented here were conducted in a 
zero pressure gradient (ZPG) turbulent boundary layer flow, 
such that they can be represented by inner units, employing 
the estimated wall-shear-stress for normalization, where fric-
tion velocity is calculated from: U

�
=
√
�w∕� . The U

�
 values 

for the different Re
�
 are listed in column 6 of Tab. 3 and the 

physical distance of 5z+ in column 7.
The mean flow profile U+ = U∕U

�
 over z+ = zU

�
∕� is 

shown in Fig. 7 for the defocusing and the parallax PTV 
measurements at three Re

�
 values. In this figure, the 

circles denote the defocusing data, only reaching out to an 
equivalent of around 80 µm from the wall. The parallax 
PTV data set is divided into two parts: The crossmarkers 
represent the parallax corrected data points, which reach 
out to about 700 µm from the wall. While using the same 
recordings for evaluation, data points at larger wall distances 
were not considered for parallax correction (solid dots), 
since the quality of the particle mirror images became worse 
with particle wall distance. Moreover, due to the decreasing 
velocity gradient with the increasing wall-normal location, 
the uncertainty of the particle location has less impact, such 
that a parallax correction becomes less crucial.

At Re
�
= 8040 and Re

�
= 14070 , defocusing as well 

as parallax PTV show a good agreement with the linear 
region in the viscous sublayer and with the logarithmic 
layer. A slight underestimation of U+ can be observed at 
Re

�
= 27250 , indicating an increased measurement uncer-

tainty and an increasing spatial resolution deficit.
The velocity fluctuations for Re

�
= 14070 are plotted in 

Fig. 8. Again the defocusing values are denoted by circles, 

Table 3   Overview of the 
different data sets and their 
most important parameter and 
measurement values

U
e
 [m/s] Re

�
 [-] � [m] �

w
 defocusing �

w
 parallax U

�
 [m/s] z(z

+

= 5) [µm] �
99

 [m] Re
�
 [-]

12.7 8040 0.0102 0.23 0.23 0.46 177 0.116 3260
19.0 14,070 0.0120 0.43 0.45 0.62 132 0.127 4830
25.6 18,690 0.0119 0.78 0.76 0.84 97 0.129 6640
31.4 20,260 0.0105 1.14 1.11 1.01 81 0.114 7080
38.0 23,730 0.0102 1.53 1.59 1.17 70 0.110 7880
44.7 27,250 0.0100 2.09 2.27 1.37 60 0.107 8940

Fig. 6   The skin friction cf over Re
�
 for the defocusing and the paral-

lax PTV measurements, compared with a semi-empirical-based cor-
relation curve as defined by Smits et al. (1983)

Fig. 7   Mean near-wall velocity profile in inner units at Re
�
= 8040 , Re

�
= 14070 , and Re

�
= 27250
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complemented by plus markers denoting points associ-
ated with the spanwise y-component, which can only be 
provided by the volumetric defocusing PTV technique. 
The crossmarkers denote the parallax corrected PTV 
data, whereas the solid dots represents the non-corrected 
data points at larger wall distances. Here again, defocus-
ing µPTV and parallax PTV show a fairly good agree-
ment, while the defocusing u2∕U

�

2 values at z+ > 100 yield 
slightly lower values as compared with the parallax data. 
Approaching the wall, the defocusing u2∕U

�

2 values also 
increase again, indicating an increasing influence of the 
wall-normal particle location determination uncertainty. 
In the following section, the measurement data for both 
the defocusing and the parallax approach is analyzed in 

more detail, to check their validity and also to understand 
the increasing uncertainties that appear at Re

�
= 27250.

5.3 � Validation with diagnostic tools

The so-called diagnostic plot, as proposed by Alfredsson and 
Örlö (2010) can be employed to validate near-wall flow data 
in wall-bounded turbulence. For these measurement results, 
Fig. 9 represents this diagnostic plot, where a self-similar-
ity, i.e., a Reynolds number independence, in the near-wall 
region ( z+ < 10 ) can be observed. The measured values lie 
above the theoretical curve, as a result of the particle loca-
tion determination uncertainty and the particle displacement 
determination uncertainty, elevating the Urms∕Ue value. This 
bias increases closer to the wall, where the uncertainty of 

Fig. 8   Near-wall velocity fluctuations in inner unit at Re
�
= 14070 . The spanwise y-component is only captured by the volumetric defocusing 

µPTV approach

Fig. 9   Diagnostic plot as proposed by Alfredsson and Örlö (2010): Close to the wall, the defocusing µPTV and the parallax PTV reference 
results show the expected self-similarity
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the particle image displacement determination becomes 
more dominant, since the absolute particle image displace-
ments become smaller. Thus, at the wall the relative uncer-
tainty of the particle image displacement determination is 
the largest, as indicated by the systematic deviation from 
the theoretical line. Moreover, it becomes evident that the 
bias also increases with Re

�
 , since these data points show a 

larger deviation from the theoretical curve. In general, due 
to the larger uncertainty of the wall-normal particle location 
determination, the defocusing PTV approach yields larger 
Urms∕Ue values as compared to the parallax PTV approach. 
Further away from the wall, the maximum of Urms∕Ue 
decreases with higher Re

�
 , as does the location U∕Ue of the 

maxima, both lying in accordance with literature. In terms 
of the validity of the proposed defocusing PTV approach 
and also of the parallax PTV reference measurement, this 
diagnostic plot analysis clearly gives rise to the validity of 
these near-wall flow measurements.

Further validation assessments involve the cumulative 
distribution function (cdf), to analyze the velocity fluc-
tuations in the near-wall region. Alfredsson et al. (2011) 
showed that in the viscous sublayer the fluctuations can be 
approximated by a log-normal distribution; the distribution 
is self-similar, and as such, independent of the Reynolds 
number and the wall distance within the viscous sublayer 

( z+ < 5 ). A selection of empirical cdfs, computed using the 
Kaplan–Meier estimate (Kaplan and Meier (1958)), of the 
defocusing µPTV and the parallax PTV data, are plotted in 
Fig. 10; the distributions are compared to the cdf of a direct 
numerical simulation, performed at Re

�
= 4000 by Schlat-

ter and Ölö (2010). The fitted parameters of the log-normal 
distribution were � = −0.069 and � = 0.425 . At z+ ≈ 3 , 
slightly above the center of height of the viscous sublayer, 
both defocusing and parallax PTV show a good agreement 
of the U+∕z+ distribution in comparison with the DNS refer-
ence, as shown in Fig. 10a. As plotted in Fig. 10b, cdfs at 
different z+ locations for Re

�
= 14070 show some deviation 

from the self-similarity. For instance, the black dashed line, 
representing the parallax PTV results at z+ = 0.95, shows a 
significant bias at larger as well as at smaller U+∕z+ values; 
several effects lead to this bias of the parallax data very 
close to the wall. One is that the relative uncertainty of the 
particle image displacement determination is large, since 
particle image displacements are small. Another uncer-
tainty arises due to the fact that particle image pairs, i.e., 
the actual image of the particle and the image of the mir-
rored particle, lie very close to each other or even partly 
overlap on the sensor affecting the particle image location 
determination in a way that the wall-normal particle loca-
tion becomes more uncertain. Also the interference of wall 

Fig. 10   cdfs of the measured data in comparison with a DNS reference set, performed at Re
�
= 4000 . In the viscous sublayer, at z+ < 5 , the cdf 

can be approximated by a log-normal distribution and it is supposed to have a self-similar character
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reflections and the scattered light of the particles leads to 
the somewhat distorted intensity distributions of the particle 
images of particles that are very close to the wall, as in the 
z+ = 0.95 case, around 20 µm. Furthermore, the defocusing 
µPTV data at z+ =4.49 shows systematic deviations from 
the DNS reference, indicating the increasing uncertainties 
of the particle location determination with increasing wall-
normal distance, as a result of the decreasing SNR of the 
particle images. However, the deviation of the green dashed 
line, representing parallax PTV data at z+ =9.94, outside 
of the viscous sublayer, shows the expected trend toward 
an asymmetric distribution above the viscous sublayer, as 
outlined by Alfredsson et al. (2011). Altogether, the compre-
hensive validation of the measurement results demonstrates 
that defocusing µPTV is a feasible concept for estimating the 
mean wall-shear-stress.

6 � Conclusion

Defocusing µPTV is a feasible concept for the mean wall-
shear-stress estimation, which is derived from the near-wall 
flow velocity data. A comparison with a parallax PTV refer-
ence measurement as well as several other diagnostic meas-
ures demonstrated the validity of this defocusing approach. 
This comprehensive validity investigation was of utmost 
importance, since there are a large number of processing 
parameters influencing the defocusing results; even the bin-
ning direction of the data is decisive, as well the vibration of 
the camera with respect to the measurement domain, among 
others.

In terms of limitations, the near-wall seeding supply is 
the biggest challenge of using particle imaging for near-
wall flow measurements, in particular at larger Ue values. 
As such, a commercially available DEHS seeding generator 
with 45 Leskin nozzles was only able to provide enough 
seeding for the Ue = 12.7m/s ( Re

�
= 8040 ) data set; for the 

other data sets, up to Ue = 44.7m/s ( Re
�
= 27250 ), only a 

fog generator, operating with a water-glycol mixture, pro-
vided sufficient seeding close to the wall.

Altogether, this defocusing µPTV approach nicely com-
plements larger scale measurements that require near-wall 
information such as scaling quantities. But also as a stand-
alone technique, this defocusing approach is beneficial 
for determining the mean wall-shear-stress. For technical 
applications where �w is an important measure, the ability 
to measure through a single, small optical access is crucial 
due to the often limited accessibility of such non-scientific 
facilities. In particular, since the proposed technique has the 
capability to measure through a curved surface, such that it 
is suitable to be employed for more complex shapes.
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