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Abstract
The free surface at an air–water interface can provide information regarding bathymetric complexities, as well as the sub-
surface flow. We present a comparison of the performance of two recent advances in light-based optical techniques for free 
surface measurements, total internal reflection-deflectometry and moon-glade background-oriented schlieren, with the more 
established method of free surface synthetic schlieren. We make use of an optical flow algorithm over the more traditional 
digital image correlation, in order to obtain higher spatial resolution data across the imaged free surface domain. The optical 
flow algorithm presents additional benefits, such as computational efficiency and robustness in capturing large displacements 
and straining of tracked features. The three optical techniques are assembled in synchronization to image two free surface 
conditions: (1) a free surface being impinged upon by an underlying turbulent, free-shear flow and (2) a random and irregular 
wave field induced by a free jet. Using the high-resolution measurements, we provide insight on the emergence of multiple 
free surface dynamics for a turbulent free surface. We present a comprehensive discussion on the benefits and drawbacks of 
each technique, including suggestions on the suitability of each technique for several experimental constraints.
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1 Introduction

The motivation to measure the deformations of a moving 
free surface has been reported extensively in the literature, 
at both small scales (coating/painting and food industries) 
and large scales (wind waves, ship wake and offshore engi-
neering), as summarized by Gomit et al. (2013) and Moisy 
et al. (2009). Additionally, free surface phenomena are 
especially significant in nearshore areas, with their pres-
ence often linked to the occurrence of several turbulent 
processes (Dabiri and Gharib 2001). The characteriza-
tion of the free surface can be undertaken through either 
intrusive or non-intrusive techniques. Regarding the for-
mer, instrumentation such as resistance type and pressure 
probes is often deployed in the field to monitor the tempo-
ral fluctuations of the free surface. The limitation of such 
techniques is that data can only be captured at discrete 
points within a domain, which are usually separated from 
one another by several centimeters at the least (Jain et al. 
2021b). The importance of understanding surface dynam-
ics has been a recent endeavor, as highlighted in review 
articles such as by Muraro et al. (2021). However, this is 
still a relatively unexplored field.

Non-intrusive techniques that have been used for the 
measurement of surface deformations have frequently 
revolved around optical methods that take advantage of 
light reflection or refraction (Cox and Munk 1954; Rose-
gen et al. 1998; Rupnik et al. 2015; Zhang 1996; Zhang 
et al. 1996; Zhang and Cox 1994). Some techniques have 
relied on the absorption properties of the liquid to meas-
ure its thickness (Mendez et al. 2017; Mouza et al. 2000), 
while others have used fluorescence-based methods (Col-
lignon et al. 2022; Xue et al. 2019). Kurata et al. (1990) 
proposed an image-encoding approach, wherein scat-
tered light emitted through a structured pattern is used 
to obtain a displacement field, through the comparison of 
the refracted images of the pattern obtained with flat and 
deformed surfaces. The displacement field is then used to 
compute the surface gradients, which in turn is integrated 
to obtain the surface profile. Moisy et al. (2009) furthered 
the work of Kurata et al. (1990) for the reconstruction of a 
deformed water surface by plane and circular waves. This 
method was labeled ‘free surface synthetic schlieren’ (FS-
SS) and has since been used for various applications (Li 
et al. 2021; Mandel et al. 2017, 2019; Paquier et al. 2015; 
Pathommapas et al. 2019; Wildeman 2018). Shape from 
shading (SFS) has also been used for the reconstruction 
of water surfaces, wherein the gradual variation in shad-
ing is used to recover the shape of the features of interest 
(Chaudhari et al. 2014; Nie et al. 2021; Pickup et al. 2011).

Both the FS-SS and SFS methods present limitations. 
In the case of the FS-SS method, the technique will fail 

in the presence of an obstructed region which makes the 
liquid surface optically inaccessible. For instance, the 
FS-SS method cannot be applied to laboratory experiments 
assessing flow over submerged obstacles. The SFS method 
is restricted to opaque liquid interfaces (such as the opaque 
appearance of the ocean surface due to its depth and the 
suspension of dirt and mud) as it has been shown that any 
shadow regions or highly specular patches led to inaccu-
rate results (Pickup et al. 2011). Recent developments in 
reflection-based schlieren techniques can serve to possibly 
circumvent the foregoing issues. Vinnichenko et al. (2020) 
make use of the free surface as a mirror, in order to track 
the specular reflections of a reference pattern, and conse-
quently reconstruct the moving surface. Their method is 
called moon-glade background oriented schlieren (M-G). 
Jain et al. (2021b, 2021c, 2021a) also visualize the move-
ments of the water surface by using it as a specularly 
reflecting surface, but in a total internal-reflection sense, 
by imaging the underside of the free surface. This tech-
nique is called ‘total internal reflection-deflectometry’ 
(TIR-D). In both of these reflection-based techniques, 
any submerged artifact that does not occupy a significant 
portion of the water column does not affect the optical 
measurements. The hallmark of light-based optical tech-
niques such as FS-SS, TIR-D and M-G is their simplistic 
setup. They only require a background reference pattern 
that are similar in style to those used in classic background 
oriented schlieren experiments, a light source, and a sin-
gle camera. This contrasts with more involved setups that 
include LCD screens (phase measuring deflectometry; 
Zhang et al. 2021), projectors (fringe projection profilome-
try; Cobelli et al. 2009), specialized cameras (polarimetric 
slope sensing; Laxague et al. 2018), laser scanning beams 
(position sensing device-based techniques; Savelsberg and 
van de Water 2009) or seeding of the water body (stereo-
correlation techniques; Turney et al. 2009).

Digital image correlation (DIC) techniques, specifically 
cross-correlation, have been used extensively for the tracking 
of features in FS-SS experiments. Other alternatives, such as 
Fourier demodulation (Diaz et al. 2022; Jain 2020; Jain et al. 
2021b; Metzmacher et al. 2022; Shimazaki et al. 2022; Wil-
deman 2018), have also been performed on FS-SS experi-
ments. However, the displacement fields produce unreliable 
data for steep surface gradients (Jain 2020). Recently, owing 
to advances in computer vision, optical flow (OF) algorithms 
have been applied for various flow problems. Notably, in the 
context of displacement field computation of background-
oriented schlieren experiments, Atcheson et al. (2009) have 
shown that multi-resolution, multi-scale variants of gradi-
ent-based algorithms (Lucas and Kanade 1981; Horn and 
Schunck 1981) provide significantly better accuracy than 
DIC algorithms. The increased accuracy and spatial resolu-
tion of optical flow algorithms over cross-correlation was 
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also reported by Liu et al. (2015) for the case of experiments 
related to Oseen vortices and impinging air jets. Additional 
studies (Chetverikov et al. 2000; Ruhnau et al. 2005) have 
reported both the increased accuracy and efficiency of opti-
cal methods over cross-correlation techniques. Recently, 
Cakir et al. (2023) have compared the performance of OF 
algorithms over cross-correlation to measure supersonic 
flows using background-oriented schlieren. They found that 
the OF-based reconstructions revealed superior character-
istics of resolution and sensitivity over cross-correlation. 
Their chosen algorithm is the Horn and Schunck (1981). 
Wu et al. (2019) applied the Farneback optical flow method 
(Farnebäck 2003) to compute surface velocity of water flow 
(SVWF) by subjecting a clear tank to adequate lighting 
and no shadows on the water surface. A regression analysis 
between the estimated SVWFs from the optical setup and 
the measured SVWFs using a propeller velocimeter showed 
good agreement, while producing a dense vector field.

The objective of the present study is to assess the perfor-
mance of the recent advances in optical techniques (TIR-D 
and M-G) with a more established setup (FS-SS) for the 
reconstruction of a dynamic free surface. To the authors’ 
knowledge, this is the first study to compare the perfor-
mance of multiple optical techniques for surface reconstruc-
tion. The TIR-D and M-G techniques, due to their recency, 
are featured in limited studies other than the original work 
(Jain et al. 2022, 2021a, c; Kochkin et al. 2022; Munga-
lov and Derevyannikov 2021; Rudenko et al. 2022). These 
techniques have also gone unnoticed in reviews of optical 
techniques for surface measurements such as a recent com-
prehensive review by Gomit et al. (2022). The novelty of the 
present work is furthered by making use of a fairly atypical 
algorithm (Farneback algorithm) in the context of free sur-
face reconstruction. To our knowledge, the comparison of 
the Farneback algorithm to cross-correlation has been per-
formed just once (McIlvenny et al. 2022). We therefore com-
pare the displacement field output between the Farneback 
algorithm and cross-correlation. The surface reconstruction 
procedure is performed for a rough and random surface. We 
induce the rough surface topography through a submerged 
jet angled toward the free surface, as well as by generating 
a random wavefield from an emergent jet overspill. This is 
in contrast with a majority of the previous water surface 
reconstruction exercises, where nearly-periodic and uniform 
waves/wave-like structures are observed (Chaudhari et al. 
2014; Jain 2020; Jain et al. 2021b; Moisy et al. 2009; Wil-
deman 2018). Consequently, our analysis sheds new insight 
into (1) the hydrodynamics of a random wavefield that is 
induced by a collapsing vertical jet and (2) the turbulent 
manifestation of a submerged free-shear flow on a free sur-
face and the resulting surface crispation.

The paper is organized as follows: we present an over-
view of the experimental setups and optical flow algorithm 

in Sect. 2; the results and comparison of the optical tech-
niques are featured in Sect. 3; we provide a discussion of the 
surface elevation behavior in Sect. 4; lastly, we formulate a 
conclusion based on our findings in Sect. 5. Detailed fig-
ures of the experimental setup are presented in “Appendix.” 
We provide sample MATLAB code and animations of full 
experimental sequences of the free surface reconstruction for 
all experiments in the supplementary material.

2  Methods

2.1  Experimental setup

Experiments are conducted in a 1.2 m long by 0.22 m wide 
by 0.3-m-deep acrylic tank. Recirculating flow is generated 
through a 1.27 cm (½″) diameter tube that connects to a 
pump at the downstream end and discharges at the upstream 
end. A flow absorbing mesh is placed close to the pump to 
prevent any flow reflections as well as to dissipate vibra-
tion-induced flow motions from the pump. With this con-
figuration, we ensure that flow is mostly uni-directional. A 
schematic of the tank is shown in Fig. 1a. A more detailed 
render of the experimental tank setup is shown in Fig. 21 in 
Appendix.

The pump discharge rate reaches a maximum of 
2.3 ×  10–4  m3/s, leading to a maximum pipe exit velocity 
of 1.8 m/s. The quiescent water depth, ho, is kept constant 
at 0.175 m. The three optical techniques for the free sur-
face reconstruction considered herein are free surface syn-
thetic schlieren (FS-SS, Moisy et al. 2009), total internal 
reflection-deflectometry (TIR-D, Jain et al. 2021a, b, c), 
and moon-glade background-oriented schlieren (M-G, Vin-
nichenko et al. 2020). The 3 techniques are used simultane-
ously to image a common free surface domain in the tank, 
as shown in Fig. 1b. Details of the physics underlying each 
measurement technique are presented in Sect. 2.2.

We use two FLIR Blackfly S USB3 (model number 
BFS-U3-28S5M-C) monochrome cameras for the M-G and 
TIR-D setups. Due to the close proximity of the TIR-D cam-
era to the free surface, we use a fixed lens for TIR-D imaging 
(25 mm with aperture of f/1.4–f/1.5 and exposure time of 
8000 μs). A varifocal lens (12.5–75 mm with aperture of 
f/1.2–f/16 and exposure time of 10,000 μs) is attached to the 
M-G camera to overcome the greater working distance from 
the camera to the free surface and provide magnification 
toward the 0.22 × 0.17 m field of view. A FLIR Grasshop-
per USB3 (model number GS3-U3-32S4M-C) monochrome 
camera is used for the FS-SS setup with a similar lens to the 
M-G setup but operated at an exposure time of 6000 μs. The 
three cameras are synchronized using SpinView FLIR FL3 
and are triggered with a function generator (SIGLENT SDG 
1032 X). This triple setup achieves a maximal acquisition 
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rate of 50 frames per second. The experiments are conducted 
for just over a minute, leading to 3072 frames per experi-
mental run.

A monochromatic checkerboard design is used as a back-
ground reference pattern for each technique, with a grid size 
of 2.5 mm. This grid size is chosen because the resulting 
checkerboard pattern captures adequate spatial resolution 
without collecting significant ambient noise from water 
residuals/debris. The background pattern is fixed to an LED 
panel (RALENO LED) to provide illumination, with the 
following operating conditions: 100% brightness, 5600 K 
Color Temperature. Surrounding background illumination is 
suppressed by extinguishing all ceiling lights in the labora-
tory to ensure no caustic effects at the air–water interface, 
as well as to avoid interference with the LED panel bright-
ness. Due to the multiple LED panels being used in the triple 
setup (see Fig. 1b), the light source from the FS-SS setup 
would interfere with the specular reflection properties of the 
M-G setup. To prevent this optical interference, we attach 2 
types of bandpass filters to 2 of the imaging setups: a band-
pass filter with narrow wavelength transmission around the 
central wavelength (CWL) of 525 nm for the M-G camera, 
and a bandpass filter with a CWL of 633 nm for the FS-SS 
setup. A gel filter of similar wavelength to the relevant 

imaging setup is equipped onto the LED panel. In this way, 
the imaging system acquires transmitted wavelength that is 
constrained to the CWL. Due to the lack of optical interfer-
ence between the TIR-D and other setups, the TIR-D imag-
ing system does not require bandpass filters.

The free surface is perturbed by the recirculating flow in 
two ways: (1) turbulent free-shear flow emanating from a 
submerged jet that impinges the underside of the free sur-
face; and (2) an overspill, emergent jet that induces gravity-
capillary like wave forms that propagate radially along the 
length of the tank. A schematic of both flow conditions is 
shown in Fig. 2. The flow speed of both flow conditions is 
modified by varying the pump discharge rate. The Reynolds 
number is then computed as

where U is the exit velocity of the pipe, D is the pipe diam-
eter and ν is the kinematic viscosity of water  (10−6  m2/s). 
Table  1 summarizes the experiments for both flow 
conditions.

The flow for each flow condition is characterized as either 
‘slow,’ ‘medium’ or ‘fast’ based on the corresponding Reyn-
olds number. Due to the nature of the free jet in the overspill 

(1)Re =
UD

�
,

Fig. 1  a Experimental setup. 
Pump is attached to the tubing 
system to generate a re-circu-
lating flow. Flow absorber at 
downstream end prevents any 
reflection from the end-wall and 
dissipates any vibration-induced 
flow motions due to the pump. 
b Triple camera setup directed 
at the water surface to track 
surface motions. Each camera 
setup tracks the distortions of a 
reference pattern that is illumi-
nated by LED panels
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flow cases, the Re is not particularly physically meaning-
ful for these cases. However, the parameter establishes a 
contrasting surface behavior within the overspill flow cases. 
Depictions of a detailed model of the tube network setup for 
both surface topographies shown in Fig. 2 are illustrated in 
Fig. 22 of Appendix.

2.2  Measurement techniques

The premise of the 3 measurement techniques (FS-SS, TIR-
D, M-G) is as follows: the apparent distortions observed in 
a reference pattern due to a moving free surface are digi-
tally compared to a still reference background for an undis-
turbed free surface. This leads to the displacement field, 
ũ , of the surface features. The displacement field is then 
related to the surface gradients linearly, as is shown in Sects. 
2.2.1–2.2.3. Finally, the surface gradients are integrated in 
a least-squared sense to obtain η. This is performed with a 
MATLAB implementation of an inverse gradient operation 
(Wildeman 2018).

TIR-D and M-G use the free surface as a mirror: the 
distortions to the reflected reference pattern are tracked 
from the moving free surface in a specular way. In the case 
of M-G, the specular reflections occur at the free surface 
exposed to the atmosphere, while TIR-D takes advantage 
of the underside of the free surface in a total internal 
reflection configuration. FS-SS uses the free surface as a 
lens, in order to track the distortions to the reference pat-
tern through light refraction across the air–water interface.

2.2.1  FS‑SS setup

The FS-SS setup is shown in Fig. 3. The camera is placed 
directly above the domain of interest along the free sur-
face with a field of view of 0.22 × 0.17 m. The reference 
pattern is placed below the tank, at a distance of ha to the 
tank bottom. The distance from the water surface to the 
reference pattern is hp while the camera is set at a distance 
Hcam from the reference pattern.

We set ha at 0.015 m. hp is computed from (2).

where n′ and nac are the refractive indices of air and acrylic, 
respectively, and hac is the tank bottom thickness. From (2), 
hp is 0.22 m and Hcam is set at 1.56 m. From Moisy et al. 
(2009), the displacement field from the refracted image of 
the distorted reference pattern is connected to the surface 
gradients in the x and y direction through (3).

where α is related to the refractive indices of air and water 
and taken to be 0.25, η is the departure of the free surface 
from the quiescent state and ũ is the displacement field An 
important assumption regarding the FS-SS setup is for Hcam 
to be much larger than the field size, L. The ratio of these 
two parameters yields a maximum paraxial angle, βmax. This 
is verified for our setup, as shown by (4).

From (4), the paraxial angle matches the criterion out-
lined by Moisy et al. (2009), wherein βmax << 1.

2.2.2  TIR‑D setup

The TIR-D setup is shown in Fig. 4. The camera and refer-
ence pattern are placed on opposite sides of the tank, below 

(2)hp = ho +
n�

nac
hac +

n�

n�
ha

(3)∇𝜂 = −ũ

(

1

𝛼hp
−

1

Hcam

)

(4)�max =
L

√

2Hcam

=
0.22

√

2 ∗ 1.56

= 0.0997

Fig. 2  Surface perturbation 
techniques. a Submerged 
jet angled at approximately 
45° above the horizontal, b 
Overspill flow-induced gravity 
capillary waves. The surface 
elevation, η, is the departure 
of the water surface from the 
quiescent state

Table 1  Experimental matrix with experiment naming convention

Experiment 
index

Flow condition Reynolds 
number

Flow type

J1 Submerged jet 3800 Slow
J2 Submerged jet 6400 Medium
J3 Submerged jet 8600 Fast
W1 Overspill flow 3800 Slow
W2 Overspill flow 6400 Medium
W3 Overspill flow 8600 Fast
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the water line, and are directed at the underside of the mov-
ing free surface at an incident angle, θ. We measure the 
incident angle as follows:

where xi and yi are the horizontal and vertical distance 
between the camera and the centerline of the water surface 
(in the y–z plane). From Jain et al. (2021a, b, c), for specular 
reflection in a total internal reflection configuration to occur, 
(5) needs to be greater than a critical angle θc ≈ 48.75°. From 
our experiments, we achieve an incident angle of around 60°.

The displacement field from this configuration is related 
to the surface gradients in x and y by (6).

where T = 0.5sin2θ and ũ is the displacement field. It is noted 
that the integrated results from (6) need to be divided by the 
factor e

yT

ho to obtain the final height, η.

(5)� = tan−1

(

xi

yi

)

(6)∇

(

e
yT

ho 𝜂
)

= −
e

yT

ho

2ho
ũ

2.2.3  M‑G setup

The M-G setup is shown in Fig. 5. The camera and back-
ground pattern are placed above the water line, pointed 
toward the free surface. A distance L = 0.5 m separates the 
background pattern from the centerline (along the x direc-
tion) of the domain of interest. We measure the camera’s 
elevation angle with respect to the tank centerline to be 
about 33°, while the light source has an elevation angle of 
41°. This camera angle is chosen as an intermediate tradeoff 
between image resolution and blurring effect.

The displacement field ũ is related to the surface gra-
dients by (7).

Vinnichenko et al. (2020) suggest two ways of comput-
ing η. (7) can be re-arranged in order to integrate ∇η in 
a least-square sense. Alternatively, the gradients of ũ is 
applied to the Poisson equation, which is then solved for 
η. This is shown in (8).

(7)ũ = 2L∇𝜂

(8)
𝜕2𝜂

𝜕x2
+

𝜕2𝜂

𝜕y2
=

aback

2Lasurf

(

𝜕ũx

𝜕x
+

𝜕ũy

𝜕y

)

Fig. 3  a Setup for FS-SS method. The camera is placed at a distance 
Hcam above the reference pattern. The reference pattern is placed 
below the tank, at a distance hp from the water surface. The tank bot-
tom is elevated from a horizontal surface with the use of wooden sup-

ports, in order to create a gap, ha. The water surface acts as a lens 
to capture the distortions to the reference pattern. b Raw image from 
FS-SS setup. Direction of flow motion indicated with red arrow
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where aback and asurf are the image resolution in the back-
ground pattern plane and the liquid surface plane, respec-
tively. The M-G setup is seen to be sensitive to illumination 
intensity: the presence of background illumination signifi-
cantly affects the specular reflection properties of the free 
surface. As a result, the tank bottom (and any submerged 
features) appears within the M-G imaging output, due to the 
refraction of light across the air–water interface. This acts 
as a shadow region within the optical acquisition, rendering 
the displacement field computation inaccurate. It is therefore 
important to maintain no background illumination and to 
operate the LED panel at the brightest intensity. Addition-
ally, adequate focal depth is required from the M-G camera 
to minimize patches of image blur.

2.2.4  Triple setup

The 3 surface measurement techniques (FS-SS, TIR-D, 
M-G) are used in conjunction to capture the free surface 
perturbations. We define the coordinate system such that 
x is along the streamwise direction of flow, y is along the 
transverse direction and z is perpendicular to the free surface 
pointing upwards (Fig. 6a).

The cameras are directed to approximately the same area 
of the free surface domain and are calibrated to capture iden-
tical perimeters on the free surface. A detailed model of the 
triple setup is shown in Fig. 23 of Appendix. The calibra-
tion process also allows for the perspective correction of the 
TIR-D and M-G frames in a projective transform fashion. 
The calibration is performed by imaging a checkerboard 

Fig. 4  a Setup for TIR-D method. The underside of the water surface 
is used as a mirror to track distortions to the reference pattern. The 
incident angle is the inverse tangent of the ratio of the horizontal dis-
tance between the camera and the mid-way point of the water surface, 

xi to the vertical distance between the camera and the water surface, 
yi, and the b raw image from TIR-D setup. Direction of flow motion 
indicated with red arrow

Fig. 5  a Setup for M-G method. 
The water surface is used as a 
mirror to track distortions to the 
reference pattern. The camera 
and background pattern sit 
above the waterline. The dis-
tance separating the background 
pattern and the water line is L. 
b Raw image from M-G setup. 
Direction of flow motion indi-
cated with red arrow
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pattern (printed onto 0.1 mm thick transparency) that is 
rested onto a still free surface. Due to the geometrical setup 
of the FS-SS camera, no perspective correction needs to be 
performed on the FS-SS frames. The field of view essentially 
lies in the x–y plane. The perspective projections for the 
TIR-D and M-G setup, as well as the orthonormal projection 
from the FS-SS setup are shown in Fig. 6b.

Two passes of image rectification are performed on the 
TIR-D and M-G image acquisitions. First, a geometric pro-
jective transformation is applied to correct for the image 
perspective (see Fig. 6b). Second, an intensity-based image 
registration approach is applied to the projective-trans-
formed TIR-D and M-G images with respect to the FS-SS 
image acquisition. The two image registration passes allow 
for the TIR-D and M-G images to be interpolated to match 
the domain size and orthonormal projection of the FS-SS 
output. This allows for the direct comparison of η values 
between each technique. The spatial resolution of the data 
collection domain is of 10.4 cm in the streamwise direction 
and 6.5 cm in the transverse direction. This spatial extent 
is determined sufficient to capture the length scales of the 
various surface features. A schematic of the domain of data 
capture relative to the flow input is shown in “Appendix.”

2.3  Displacement field computation

2.3.1  Optical flow and the Farneback algorithm

The referenced studies involving free surface reconstruc-
tion (Jain et al. 2021b; Moisy et al. 2009; Vinnichenko 
et al. 2020) compute the displacement field using cross-
correlation algorithms. Herein we consider optical flow 
(OF) as an alternative. OF is a method of feature tracking 
that does not rely on the injection of tracers in the fluid of 
interest. The algorithm relies on two hypotheses: (1) based 
on the gray level constancy assumption, the gray level is 
conserved in its displacement (Brox et al. 2004), i.e. in a 

Lagrangian sense, and (2) adjacent points within the image 
move in a similar way.

For a 2D (x–y) plane, a pixel at location (x, y, t) with 
intensity I will move by Δx and Δy over a time interval Δt 
(corresponding to the time interval between two frames 
for instance). The brightness constancy constraint is then 
given by (9).

It is noted that (9) is a mathematical expression of 
hypothesis 1. By applying a Taylor series expansion to 
(9) and truncating the higher order terms, the following 
constraint equation is obtained:

where u and v are the optical flow vectors along the x and y 
directions. (10) is the fundamental equation of optical flow 
and is often referred to as the optical flow constraint equa-
tion. The Farneback method (Farnebäck 2003) is an algo-
rithm designed to solve (10). The major difference between 
the Farneback algorithm and other classic optical flow algo-
rithms such as Horn-Schunk and Lucas-Kanade is that the 
Farneback algorithm expresses the gray level in an image as 
a binary quadratic polynomial. Further, the Farneback algo-
rithm is a dense optical flow (DOF) algorithm, as opposed 
to Horn-Schunk and Lucas-Kanade, which are Sparse Opti-
cal Flow algorithms. These differences ensure that the out-
put from the Farnenback algorithm is of greater accuracy 
than other optical flow methods (Farnebäck 2003; Wu et al. 
2019). For brevity, we direct the reader to Wu et al. (2019) 
for the complete derivation of (10) as well as a detailed 
overview of the Farneback algorithm. Additionally, from 
here on, we refer to DOF as simply OF. We also use the 
terms digital image correlation, cross-correlation and PIV 
interchangeably.

(9)I(x, y, t) = I(x + Δx, y + Δy, t + Δt)

(10)
�I

�x
u +

�I

�y
v +

�I

�t
= 0

Fig. 6  a Triple setup for meas-
uring free surface perturbations 
with coordinate axis shown. 
Cameras are angled to face the 
same domain. Spatial coor-
dinates are shown. b Domain 
perspective output from the 3 
measurement setups. Perspec-
tive corrections are required for 
the TIR-D and M-G domains. 
Colors are consistent with a 
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We utilize a MATLAB (The MathWorks Inc. (2022)) 
implementation of the Farneback algorithm (Farnebäck 
2003). The input image is decomposed into multiple lay-
ers, where each layer has a lower resolution compared to 
the previous layer. A greater number of layer decomposi-
tion allows for the algorithm to track larger displacements. 
The 5 main adjustable properties of the algorithm are as 
follows:

1. Number of pyramid layers: Number of layer decomposi-
tion to the original image.

2. Image scale: This parameter specifies the rate of down-
sampling at each pyramid layer.

3. Number of search iterations: The algorithm performs an 
iterative search for key points at each layer until conver-
gence is achieved.

4. Size of pixel neighborhood: Choice of neighborhood 
size determines the blurred motion. Blur motions yields 
a more robust estimation of optical flow, since a motion 
blurred image retains information about motion that 
parameterizes the blur (Dai & Wu 2008).

5. Averaging filter size: A Gaussian filter of size (Filter 
 size2).

We use the default values for the number of pyramid lay-
ers, image scale and number of search iterations (3, 0.5, 3, 
respectively). The size of pixel neighborhood is chosen as 
10 (twice the default value), to account for high displace-
ments, and the filter size is taken as 45 pixels to ensure that a 
smooth displacement field is obtained for the surface recon-
struction process given by either (3), (6) or (8). A sensitivity 
analysis from our experiments indicates a lack of variation 
in the displacement field output for the first 3 parameters, 
while the filter size affects the level of smoothness on the 

displacement field. The displacement field output does not 
change significantly for pixel neighborhood sizes less than 
25, as shown in Sec. 2.3.2.

2.3.2  Performance of the Farneback algorithm 
versus cross‑correlation algorithm

As outlined earlier, there is a lack of robust comparison 
performed from the literature between DIC and Farneback 
algorithms. This is shown in this section for the context of 
displacements fields of a free surface. PIVlab (Thielicke and 
Sonntag 2021) is used to perform cross-correlations, due to 
its popularity and for consistency of programming language 
background (MATLAB) with the present implementation of 
the Farneback algorithm. Each cross-correlation exercise is 
computed with 2 passes, each using an FFT window defor-
mation. A standard deviation filter and local median filter are 
applied to the PIV displacement vector output. The major 
advantage posed by the Farneback algorithm over cross-
correlation is the denser spatial resolution from the former. 
This is shown in Fig. 7, for the displacement field computed 
for one of the wave experiments collected using the TIR-D 
setup. It is noted that only every 12th data point in the x and 
y direction are shown for the OF output, in order to be able 
to visualize individual vectors.

It is seen from Fig. 7 that the density of the displacement 
field output from cross-correlation is sensitive to the choice 
of interrogation window size. The smallest interrogation 
windows from the cross-correlation algorithm result in the 
highest displacement vector density amongst the cross-cor-
relation results. This is at the expense of a loss of higher dis-
placement data, as shown by a displacement magnitude plot 
in Fig. 8. Hence there is a clear trade-off between displace-
ment vector density and computation/retention of higher 

Fig. 7  Comparison of displacement vector density between 
Farneback algorithm and PIV algorithm with varying interrogation 
window sizes. Every 12th element is shown in the OF figures due to 

high arrow density. 2 passes are applied for each cross-correlation 
exercise, with the interrogation window sizes indicated by the 2 
entries within the square brackets



 Experiments in Fluids (2023) 64:114

1 3

114 Page 10 of 21

displacement vectors. Furthermore, the larger window sizes 
are more likely to compute reliable displacement data but at 
the cost of fairly low resolution. Qualitatively, it appears that 
the 64 and 32 interrogation window combination provide a 
good balance between accuracy and resolution.

In general, the Farneback algorithm captures the higher 
displacements more accurately as opposed to the cross-cor-
relation algorithm. This is shown in Fig. 9 for the maximum 
displacements from several experimental runs with increas-
ing Re. In this case, the parameters of the Farneback algo-
rithm are consistent with those outlined earlier, while the 
cross-correlation algorithm employs 2 passes with 64 × 64 
pixels and 32 × 32 pixels, respectively.

An important assumption regarding cross-correlation is 
that only uniform purely translational motion is assumed 
within a given interrogation window (Atcheson et al. 2009; 

Scarano 2002). However, it is observed that for the sub-
merged jet cases (Fig. 2a), significant straining and dila-
tation occur within the distorted checkerboard reference 
pattern. This is due to the generation of bump and dimple-
like turbulent structures that impact the surface. The per-
formance of the Farneback algorithm and cross-correlation 
is compared for a submerged jet case, as shown in Fig. 10.

From Fig. 10, regions of high strain from the distorted 
reference pattern image are seen to be under-predicted by 
the cross-correlation output, due to the failing assump-
tion of purely translational motion. This would lead to 
cross-correlation algorithms being unable to accurately 
reconstruct a winkled free surface that is characterized by 
numerous bump and dimple-like structures.

Additionally, the efficiency of the Farneback algorithm 
compared to cross-correlation is observed to be significantly 

Fig. 8  Comparison of displacement magnitude between Farneback 
algorithm and PIV algorithm with varying interrogation window 
sizes. All displacement magnitudes are shown in units of pixels. 2 

passes are applied for each cross-correlation exercise, with the inter-
rogation window sizes indicated by the 2 entries within the square 
brackets

Fig. 9  Maximum displacement 
for increasing Reynolds number 
normalized by pixel size of grid 
element in still reference pattern
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better. This is shown in Fig. 11a for an experiment consist-
ing of varying number of frames sampled at 50 fps. The 
displacement field is computed using the previously outlined 
Farneback parameters and a 2-pass, 64 and 32 interrogation 
windows with 50% overlap and parallel processing for the 
cross-correlation algorithm. The ratio in processing time is 
shown in Fig. 11b. It is seen that lower number of frames 
produce a higher discrepancy, and that, over higher number 
of frames, the ratio stabilizes around 2.5. The Farneback 
algorithm is therefore significantly more efficient. The com-
putations are performed with MATLAB version 2022b run-
ning on a desktop PC with intel i7-6700 3.4 GHz processor, 
32 GB RAM and an Intel HD Graphics 530 card.

In practice, and as explored in Sects. 3 and 4, high spatial 
resolution of ũ is advantageous in order to compute an accu-
rate and realistic η domain. Additionally, for both flow con-
ditions applied to perturb the surface (see Fig. 2), the occur-
rence of large displacements is expected for the ‘Fast’ flow 
types (see Table 1). Due to the large number of advantages 
proposed by the Farneback algorithm over cross-correlation 
(denser resolution of displacement vectors, more accurate 
results in terms of both high displacement and straining/
dilatation areas within the domain, efficiency in processing 
time for large frame stacks), we make use of this algorithm 
to re-construct the surface profiles.

Fig. 10  Comparison of displacement magnitude between Farneback algorithm and PIV algorithm for a submerged jet case. All displacement 
magnitudes are shown in pixel. 2 passes are applied for cross-correlation (64 and 32 interrogation windows)

Fig. 11  Efficiency of optic flow. a Computation time of varying number of frames. Results normalized by computation time of OF-3072 frames 
b ratio of computation time between PIV and OF for varying number of frames
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3  Results

3.1  Free‑shear flow‑induced surface roughness

As discussed in Sect. 2.1, the free surface is perturbed by a 
free-shear flow that emanates from a submerged jet that is 
angled to the underside of the free surface. The output from 
the 3 optical setups is shown in Fig. 12 for Exp#J2, with 
Re = 6400. From Fig. 12, it is observed that the free surface 
is characterized by localized bumps and dimples (defined as 
sharp elevations and depressions). The free surface is rich 
with other surface features such as scars and ridges (line-
like narrow depressions), as can be seen in the full experi-
ment sequence presented in the supplementary material. 
These features are the result of the turbulent jet wrinkling 
the surface. The results from the two recently formulated 
reflection-based surface reconstruction techniques, TIR-D 
and M-G, are compared with the more common/established 
refraction-based technique, FS-SS.

There is fairly good qualitative agreement between the 3 
outputs (Fig. 12a–c), as also observed in the root-squared 
difference of η (Fig. 12d, e). Across the entire experiment 
duration (3072 frames), there is better agreement between 
the TIR-D and FS-SS as opposed to the M-G and FS-SS 

output. This is observed in the bin-averaged data shown 
in Fig. 12f, in which about 1,700,000,000 individual spa-
tial points of η from 3072 temporal snapshots are sorted in 
descending order, and bin-averaged across every 1000 data 
points. We include error bars on the TIR-D and M-G results 
from an uncertainty analysis based on a propagation of error 
method that is similar to Mandel (2018).

The TIR-D output is observed to replicate the FS-SS out-
put with more consistency across all the jet experiments, as 
shown in Fig. 13 (note that Fig. 12f, which is the compari-
sons of the 3 techniques for Exp#J2, is repeated in Fig. 13b). 
This is due to frames from the M-G setup possessing sig-
nificant patches of image blur. The diverse turbulent features 
that propagate across the free surface are characterized by 
sharp gradients, which lead to ray-crossing in the M-G setup. 
The strong straining/dilatation of the surface features is more 
pronounced at higher Re, which explains the worsening of 
the M-G performance from Exp#J1 to Exp#J3. This issue 
has been raised in the literature regarding reflection-based 
techniques (Huang et al. 2023). The deviations away from 
the model y = x line for each of the TIR-D and M-G bin-
averaged dataset from Fig. 13 are quantified in terms of the 
root mean square error, or RMSE. The average RMSE value 
across the 3 jet experiments for each of TIR-D and M-G 

Fig. 12  Results for Exp #J2. a–c snapshot of free surface from FS-SS, 
TIR-D and M-G, respectively; d–e comparison of TIR-D and M-G 
with FS-SS, respectively, for free surface snapshot shown in (a–c); 
f comparison of surface elevation values across entire experiment 

duration between FS-SS and TIR-D/M-G. Complete set of η measure-
ments across all temporal snapshots are bin averaged across 1000 ele-
ments. Solid line, bin-averaged values; shading, error bars
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is 1.8e−5 m and 2.0e−5 m, respectively, with the greatest 
disparity between the two techniques observed for Exp#J3 
(RMSE of 2.7e−5 m and 3.2e−5 m for TIR-D and M-G, 
respectively). This is qualitatively confirmed from Fig. 13c 
and can be explained by the increased patches of sharp gra-
dients blurring the images from the M-G setup, as outlined 
earlier.

3.2  Flow overspill‑induced surface waves

Here, surface waves are generated from the tube perforat-
ing the free surface. The activation of the pump induces an 
overspill flow, which collapses back onto the free surface 
and triggers radially-propagating waves. Due to the narrow 
transverse extent of the tank, the wavefield is characterized 
by wave reflections off the sidewalls, leading to an irregular 
wave regime, with incident waves of varying directionality. 
Figure 14 shows a snapshot of the free surface for Exp#W2, 
with Re = 6400. In this instant, the free surface consists of a 
wave group that is fairly unidirectional and slightly oblique 
to the y direction. A stark contrast in the free surface appear-
ance is observed with respect to the jet experiment presented 
in Fig. 12: in this case, the free surface is purely wavy with 
no turbulent surface features. This can further be examined 
from the full experiment sequence, presented in the sup-
plementary material.

The output from the 3 optical setups is once again 
observed to be fairly similar with respect to each other 
(Fig. 14a–c). The root-squared difference in η between (FS-
SS–TIR-D) and (FS-SS–M-G) is seen to be fairly compara-
ble (Fig. 14d, e) for the free surface snapshot presented in 
Fig. 14a–c, with higher differences observed at the upstream 
end of both the TIR-D and M-G domains. The complete 
comparison across the entire experiment duration is pre-
sented in Fig. 14f. It is seen that at lower η magnitudes, 
M-G performs better, while the TIR-D output is superior 
for higher magnitudes of η. These trends are consistent 
across all the wave experiments, as illustrated in Fig. 15. 
We note that Fig. 14f, which is the comparison of the tech-
niques for Exp#W2, is repeated in Fig. 15b. As with the jet 

experiments, the RMSE with respect to the model y = x line 
is performed for the bin-averaged data for TIR-D and M-G 
from Fig. 15. The average RMSE across all wave experi-
ments for TIR-D and M-G are 2.3e−5 m and 2.8e−5 m, 
respectively. Qualitatively, it appears that, for the wave 
experiments, TIR-D over predicts the results, while M-G 
under predicts them. In general, there is a greater deviation 
from ground truth with increasing magnitudes of η for both 
TIR-D and M-G at high Re. This is due to larger displace-
ments and regions of strain occurring in the images cap-
tured for both reflection-based techniques. As a result, the 
accuracy of the computed results tends to diminish for large 
surface elevation magnitudes.

3.3  Comparison of free surface optical techniques

The 3 optical techniques discussed so far have advantages 
and disadvantages over one another. For instance, due to the 
refraction-based approach of FS-SS, free surface features 
of sharper/higher surface gradients can be reconstructed, 
as opposed to the 2 reflection-based techniques. Sample 
calibrated frames taken at the same time stamp from the 
3 techniques are shown in Fig. 16 for Exp#W3, the wave 
experiment with the highest free surface roughness. It is seen 
that the FS-SS frame contains the most subtle distortions, 
as opposed to M-G, where significant regions of image blur 
are observed. We speculate that this is due to the geometry 
of the camera with respect to the checkerboard and free sur-
face for the case of the M-G setup. A solution to correct 
for the important oblique perspective of the camera field of 
view in the M-G configuration would be to make use of a 
Scheimpflug lens. This would allow for the free surface to 
be parallel to the image plane and consequently improve the 
focus over the entire free surface.

Additionally, as the camera objective is directly perpen-
dicular to the free surface, there is no image rectification 
needed for the FS-SS setup, as opposed to the TIR-D and 
M-G field of view, where a projective transform correc-
tion needs to be applied. However, FS-SS can only be used 
for experiments that involve imaging a free surface that is 

Fig. 13  Comparison of bin-
averaged surface elevation 
values across all submerged jet 
experiments between FS-SS 
and TIR-D/M-G. Solid line, 
bin-averaged values; shading, 
error bars
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directly above a clear tank bottom. In the case of an opaque 
tank bottom, or experiments that involve a submerged arti-
fact, FS-SS cannot be used. Furthermore, FS-SS requires the 
most overhead clearance, in order to achieve the low paraxial 
angle approximation, as shown in (4). This often requires 
a more elaborate setup, which makes the camera prone to 
vibrations (Li et al. 2021; Moisy et al. 2009).

The TIR-D and M-G setups are both simple and straight-
forward. Both techniques can be used for experiments that 
involve a submerged object beneath the free surface. In the 
case of TIR-D, this assumes that the object does not occupy 
the entirety of the water column. As for M-G, the right illu-
mination condition will ensure that the free surface is essen-
tially opaque. The hypothetical scenario of a submerged 
canopy experiment is depicted in Fig. 24 in Appendix to 
portray the field of view of each setup. Additionally, the 
M-G technique is advantageous in the sense that the water 
depth needs not be known, as is the case for FS-SS and TIR-
D. M-G can be used for free surface measurements over a 
deep liquid and can also be extended to multiphase flows 
of varying refractive indices. However, and as observed in 
Sect. 3.1, the M-G η output differ substantially from FS-SS 
for the cases of a rough free surface interface. As outlined 

previously, M-G frames are more prone to image blur over 
the TIR-D and FS-SS setup.

In this light, and due to future experiments that will study 
the free surface undulations above submerged canopy beds, 
we choose the TIR-D output for the deeper analysis pre-
sented in the remainder of this paper. Snapshots of the jet 
and wave experiments from TIR-D are presented in Figs. 17 
and 18, respectively. The complete experiment sequence is 
presented in the supplementary material. From Fig. 17, it is 
observed that increasing the Re forcing leads to an increase 
in the severity of the surface roughness. As observed by 
Savelsberg and van de Water (2009), this is due to the free 
surface being wrinkled by the turbulent flow. Additionally, 
there is evidence of periodic passages of wave fronts for 
Exp#J3. This is explored further in Sect. 4

4  Discussion

The free surface behavior is inspected in the frequency 
domain, as shown in Fig. 19. The spectra are computed 
at an identical location in the middle of the domain. For 
the jet experiments, it is seen that Exp#J1 and J2 exhibit 
a near-linear slope across the frequency range, akin to an 

Fig. 14  Results for Exp #W2. a–c snapshot of free surface from 
FS-SS, TIR-D and M-G, respectively; d–e comparison of TIR-D and 
M-G with FS-SS, respectively, for free surface snapshot shown in (a–
c); f comparison of surface elevation values across entire experiment 

duration between FS-SS and TIR-D/M-G. Complete set of η measure-
ments across all temporal snapshots are bin averaged across 1000 ele-
ments. Solid line, bin-averaged values; shading, error bars
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energy cascade within the inertial subrange of a turbulent 
flow regime. The slope of Exp#J1 and J2 are seen to be 
approximately − 3, as shown with the reference line. This 
smooth decay was also reported by Dolcetti et al. (2016) 
from the dynamic free surface along an open channel flow. 
As expected, the spectral response is higher in Exp#J2, as 
opposed to Exp#J1, due to the more energetic free-shear 
flow emanating from the submerged jet. Two distinct peaks 

are observed within the higher frequency band (10 Hz and 
15 Hz), which we theorize are due to less prominent surface 
features.

The spectral signature of Exp#J3 is similar to that of 
Exp#J2 at the lower frequency band. However, there is a 
clear departure between the two spectral signatures around 
f = 1.7 Hz, where the spectrum of Exp#J3 takes on a classic 
wave-like behavior, as observed by the dominant frequency 

Fig. 15  Comparison of bin-
averaged surface elevation 
values across all surface wave 
experiments between FS-SS 
and TIR-D/M-G. Solid line, 
bin-averaged values; shading, 
error bars

Fig. 16  Experimental frame 
used for computation of dis-
placement field taken at same 
time stamp for Exp#W3. a 
FS-SS; b TIR-D; c M-G

Fig. 17  Snapshot of free surface influenced by submerged jet. Results are from TIR-D setup. An increase in surface roughness severity is noted 
for increasing Re
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and as is seen with the comparison to the wave spectra in 
Fig. 19b. Exp#J3 contains a distinct peak around 2 Hz, and 
a broader peak with a maximum around 4 Hz. These reflect 
the dominant frequencies of wave-like structures that prop-
agate across the domain and advect the turbulent surface 
features. This is shown in the experiment sequence in the 
supplementary material. The excitation mechanism of these 
waves has been a profound question in the recent literature. 
Savelsberg and van de Water (2009) proposed that the gener-
ation of random gravity-capillary waves is due to large-scale, 
subsurface eddies which excite these waves in all directions. 
This hypothesis is in line with the present experimental 
cases, in which the free-shear flows for Exp#J1 and J2 are 
not energetic enough to generate adequately large eddies. 
However, for Exp#J3, the free-shear flow is turbulent enough 
to achieve this. Another mechanism behind the generation of 
surface waves was proposed by Bouchet et al. (2002). As the 
Re of the jet is increased, an instability develops, wherein 

there is an increase in the kinetic energy that is converted 
into potential energy. As a result, the bump located at the 
free surface increases in height and eventually breaks later-
ally, inducing periodic oscillations of the water cavity. The 
authors attribute this phenomenon to large deformations at 
the free surface along with surface waves. From Fig. 19b, 
it is seen that increasing the Re leads to increasing wave 
energetics, as is the case for the submerged jet experiments 
in Fig. 19a. Two localized peak frequencies are observed at 
f = 2 Hz and 4 Hz.

Streamwise transects along the tank centerline are used 
to compute the 2-dimensional Fourier transform. The fre-
quency-wavenumber spectra are shown in Fig. 20 for the 
jet and wave experiments. As observed from the frequency 
spectra (Fig. 19), the spectral signature of gravity-capillary-
like waves are noted in Exp#J3, while Exp#J1 and J2 only 
depict a linear energetic slope, which we hypothesize are 
that of turbulence-generated features. Recently, Dolcetti 

Fig. 18  Snapshot of free surface influenced by overspill flow-induced waves. Results are from TIR-D setup. An increase in wave amplitudes is 
noted for increasing Re

Fig. 19  Ensemble-averaged 
frequency spectra. a jet experi-
ments; b wave experiments
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et al. (2022) proposed that the wavenumber-frequency rela-
tion of turbulence-generated water surface fluctuations can 
be approximated as

where Uo is the speed of the flow near the surface. From 
Fig.  20, the submerged jet speed is estimated to be of 
0.025 m/s. This is computed from the slope of the turbu-
lent signature from Exp# J1. This is an order of magnitude 
smaller than the wave celerity from the gravity-capillary 
waves, which is of about 0.25 m/s. The wave regime in 
Exp#J3 is observed to match those that propagate within the 
domain for the wave experiments. The nature of these waves 
is observed to not be purely gravity-capillary, as seen by the 
reference gravity-capillary dispersion relation. As suggested 
by Dolcetti et al. (2022), groups of waves with varying wave-
lengths and directions can combine and form complex wave 
patterns. The experimental domain within the tank is sub-
jected to radially-propagating waves which undergo multiple 
side-wall reflections and lead to wave-wave interaction. We 
therefore posit that the wave regime within this study is that 
of complex gravity-capillary wave interactions. It is noted 
that at the length and temporal scales considered herein, 
the gravity-capillary wave dispersion relation (solid line in 
Fig. 20) essentially overlaps with the surface gravity wave 
dispersion relation (dash-dotted line in Fig. 20).

The surface waves propagate within the tank without 
significant mean velocity. As a result, the surface waves do 
not experience a Doppler shift, as would be the case for 
gravity-capillary waves generated along an open-channel 

(11)f = kUo,

flow (Dolcetti et al. 2016, 2022; Dolcetti and García Nava 
2019; Kidanemariam and Marusic 2020; Savelsberg and 
van de Water 2009). As opposed to the dual surface dynam-
ics present in Exp#J3, the wave experiments display purely 
oscillatory flows, with no evidence of a turbulence signature. 
The combined turbulent and wave features along the free 
surface observed in Exp#J3 was also reported by Tani and 
Fujita (2018) in experiments involving river surface meas-
urements. They observed that a major part of the free sur-
face energy was distributed among the dispersion relation 
of both turbulence and gravity-capillary waves, as observed 
in Fig. 20 for Exp#J3.

5  Conclusion

The measurement of free surface elevations over a wide 
domain is advantageous over point measurements as it can 
convey information about inner-flow characteristics and bot-
tom complexities/bathymetry and resolve small-scale wave 
and turbulent features. We have considered three light-based 
optical techniques for laboratory measurements of a free sur-
face. FS-SS is refraction-based, while the TIR-D and M-G 
techniques are reflection based. To the authors’ knowledge, 
a comparative study of optical techniques for free surface 
measurements has never been done. We use an optical flow 
algorithm, the Farneback algorithm, to make measure-
ments of the displacement field of the free surface motions, 
which is then used to compute the surface elevations. Our 
analysis shows that the Farneback algorithm provides mul-
tiple advantages over the more classic cross-correlation 

Fig. 20  Streamwise frequency-
wavenumber spectra along 
centerline of domain. Solid 
line, gravity-capillary disper-
sion relation; Dash-dotted line, 
gravity dispersion relation; 
Dashed line, capillary disper-
sion relation
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algorithm. These include density of data points, accuracy 
and robustness for a strongly distorted free surface, as well 
as computational efficiency. The two types of surface rough-
ness considered are a rough and random free surface created 
by a submerged free-shear flow, along with a wavy free sur-
face that is random/irregular.

It is seen that for a turbulent free surface characterized 
by bumps and dimples, the TIR-D output typically matches 
the FS-SS output more closely as opposed to the M-G out-
put (average RMSE across the 3 jet experiments for TIR-D 
and M-G are 1.8e−5 m and 2.0e−5 m, respectively). This 
is because of M-G being more prone to image blur from ray 
crossing and diffuse reflection due to sharp/localized surface 
gradients. Similar to the jet experiments, TIR-D is observed 
to match FS-SS closer than does M-G for the wave experi-
ments (average RMSE for TIR-D and M-G are 2.3e−5 m and 
2.8e−5 m, respectively) Despite its robustness, FS-SS has 
certain limitations, such as requiring a significant amount 
of overhead clearing, the need for a clear/unobstructed tank 
bottom and information about the quiescent water depth. 
Additionally, FS-SS cannot be used for multiphase flow 
systems or a deep water bath. The M-G setup does not pos-
sess these limitations but is also the technique most prone to 
image blur, and consequently unreliable data. We therefore 
use the TIR-D results to analyze the free surface information 
in greater depth.

Notably, we observe that increasing the Re leads to an 
increase in the severity of the free surface roughness for 
the submerged jet experiments. It is seen that this is due 
to the subsurface turbulent flow wrinkling the free surface. 
The passage of periodic wavefronts is also observed for the 
submerged jet experiments with high Re. Possible mecha-
nisms are outlined. First, it is seen that the generation of 

large eddies from the turbulent flow may release gravity-
capillary waves in all directions. Second, it is posited that 
the water surface bump caused by the strong turbulent flow 
eventually breaks laterally and releases periodic surface 
motions. The spectral signature of these waves is similar to 
the waves generated from an emergent overspill jet. There is 
an order of magnitude difference in the propagation celerity 
of the waves over the turbulent features. We speculate that 
the nature of these waves is a complex interaction of gravity-
capillary waves. As opposed to the submerged jet experi-
ments with multiple surface dynamics, only oscillatory flow 
motion is observed from the wave experiments.

To summarize, we have assessed a suite of laboratory 
techniques (refraction and reflection-based) that allow 
for the reconstruction of dynamic and rough free surface 
motions. The laboratory findings obtained from such tech-
niques can be extended to field settings. For instance, the 
generation and propagation of multiple surface dynamics at 
an air–water interface in the open ocean or coastal waters 
can be used to characterize the subsurface flow regime, as 
well as its interaction with bathymetric complexities. In the 
same vein, a promising area for remote measurements of the 
open ocean and nearshore waters will be to take advantage 
of the increasingly robust detection algorithms from the field 
of computer vision in order to achieve high spatiotemporal 
measurements.

Appendix

Figures 21, 22, 23 and 24.

Fig. 21  Experimental tank 
setup. a Plan view of tank 
showing domain of data capture 
in red, along with dimensions. 
b Perspective view of data 
capture domain with respect to 
upstream discharge. c Side view 
of tank showing flow discharge 
at the upstream end and pump 
at the downstream end. Flow is 
generated through tube network 
shown in (a). Absorbing mesh is 
placed close to downstream end 
to prevent pump-induced vibra-
tions that may affect surface 
dynamics
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Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00348- 023- 03652-5.

Author contributions VB contributed to study conception, design of 
experiments, data collection, analysis and interpretation of results, and 
manuscript preparation. TM contributed to study conception, design 
of experiments, analysis and interpretation of results, and review and 
editing.

Funding This work is supported by the Office of Naval Research under 
Award No. N00014-21-1-2659. We also thank N. Laxague for discus-
sions regarding bandpass filters and frequency-wavenumber spectra 
computation.

Fig. 22  Tube network for the two surface topography generation. a 
Jet overflow-induced surface waves. Tube outlet is approximately 
20  cm from upstream end of data capture domain. The tube exit is 
about 2  cm above the water surface. b Submerged jet-induced free-

shear flow. Vertical location of tube outlet is about 10  cm from 
upstream end of data capture domain. Tube is angled around 45° from 
horizontal

Fig. 23  Triple optical setup for surface reconstruction. FS-SS cam-
era is mounted onto a tripod that is placed directly above the domain 
of data capture. The corresponding checkerboard is placed under the 
tank bottom, directly under the domain of data capture. Wooden sup-
ports are placed between the tank bottom and the flat surface, to allow 
for the FS-SS checkerboard to be placed below the tank bottom. The 
M-G camera is mounted onto a tripod and is above the water-surface, 
angled downwards at the domain of data capture. The M-G checker-
board is mounted onto a tripod that is on the opposite side of the tank 
to the M-G camera. The checkerboard surface is tilted downwards at 
around a similar angle to that of the M-G camera. The TIR-D camera 
is mounted onto a smaller phone tripod and is placed below the water 
level, angled upwards. The TIR-D checkerboard is on the opposite 
side of the tank to the TIR-D camera, and is angled upwards to the 
free surface, at approximately the same angle as the TIR-D camera

Fig. 24  a Hypothetical experimental setup for free surface measure-
ments of vegetative flows. b–d field of view from FS-SS, TIR-D and 
M-G, respectively. FS-SS contains shadow regions which makes free 
surface measurements unfeasible. TIR-D is spared of shadow regions, 
except for very tall/emergent vegetative blades. M-G can provide a 
fully opaque free surface for submerged vegetation cases under the 
right illumination conditions
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Availability of data and materials Source code can be accessed at: 
https:// github. com/ vab10 15/ Compa rison- of- Optic al- Techn iques- for- 
free- surfa ce- recon struc tion. git. Animations of the full experiments 
are available online in the supplementary material.
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