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Abstract 
The application of a compact pulsed fiber laser for high-speed time-resolved particle image velocimetry (TR-PIV) measure-
ments in the potential core of a turbulent round jet is presented at repetition rates of up to 500 kHz . The master oscillator 
power amplifier laser architecture consists of a pulsable seed diode whose emission is amplified in a Yb-doped fiber. The 
pulsed laser is operated continuously at repetition rates ranging from 10 kHz to 1MHz with adjustable pulse widths at an 
output power of 50 W. The maximum rated pulse energy of 486 μJ is reached at 100 kHz , making the laser suitable for meas-
urements of turbulent flows and highly transient phenomena. To demonstrate the feasibility of the laser for flow velocimetry, 
TR-PIV is conducted in a turbulent round jet. Two different high-speed camera systems are employed: a high-speed CMOS 
camera running at 200 kHz and 400 kHz and an in situ storage CCD camera for burst-mode PIV measurements at 500 kHz . 
For the CMOS system, the capability of measuring several characteristic quantities of turbulent flows is discussed with 
regard to the effects of uncertainty and spatial resolution. The presented system extends the range of suitable laser systems 
for high-speed PIV measurements offering continuous pulsing at repetition rates of up to 1MHz at a compact footprint. The 
amount of consecutive images is solely limited by the onboard storage of the camera, which enables unprecedented temporal 
dynamic ranges.
Graphical Abstract
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1 Introduction

Particle image velocimetry (PIV) has become a widely used 
experimental method to measure flow fields in various appli-
cations (Raffel et al. 2018; Westerweel et al. 2013). For the 
investigation of transient phenomena as they appear in tur-
bulent flows, high-speed PIV (HS-PIV) systems with kilo-
hertz repetition rates have become an established standard. 
Typically, nanosecond-pulsed high-power lasers are needed 
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to generate images with sufficient signal-to-noise ratio and 
low motion blur caused by particle movement during illu-
mination. Within this work, we use the term high-speed 
for repetition rates beyond 1 kHz and ultra-high-speed for 
repetition rates beyond 100 kHz given that these terms have 
been defined loosely within the context of PIV or imaging 
methods.

Generally, two different approaches exist to generate 
time-resolved high-speed PIV (TR-PIV) recordings depend-
ing on the temporal recording scheme (Beresh 2021). The 
first option, employed within this work, is to operate both 
laser and camera systems continuously, creating a set of 
temporally equidistant images. The second approach, high-
speed double-pulse PIV (DP-PIV), is commonly used when 
the maximum desirable particle shift between two consecu-
tive images dictated by the interrogation window (IW) size 
requires an inter-frame time �t smaller than the minimally 
possible duration between two laser pulses of one cavity or 
the minimally possible inter-frame recording duration of the 
camera at a given amount of utilized pixels. This recording 
scheme has been enabled by the introduction of high-speed 
dual-cavity lasers in combination with double-frame record-
ing modes on modern high-speed camera sensors. As both 
laser cavities can be triggered individually, the particle shift 
of high-speed flows can be captured without the limitation 
of the repetition rate of a single laser cavity, which, how-
ever, still dictates the effective temporal resolution of the 
high-speed time series. TR-PIV data can be used to derive 
both statistical properties of turbulent flows and quanti-
ties only computable from time series of velocities such as 
integral time scales or spectra (Willert 2015; Beresh 2021). 
The latter makes TR-PIV suitable for replacing single-point 
hot-wire measurements with the additional benefit of local 
spatial information suitable for space–time correlation meas-
urements (Wernet 2007). In the following, a brief summary 
of current high-speed camera and laser technologies for PIV 
applications is given including representative examples of 
investigations in the literature. Eventually, continuously 
pulsing fiber lasers are introduced in the context of flow 
velocimetry.

A multitude of digital high-speed imaging sensor tech-
nologies has emerged over the course of the last decades, 
which has enabled diagnostics of turbulent and highly 
transient flow phenomena. For high-speed PIV, three main 
technological approaches are worth noting: complementary 
metal-oxide-semiconductor (CMOS) sensors, burst image 
sensors including in situ storage image sensors (ISIS), and 
multi-sensor camera arrays. An overview on high-speed 
imaging technologies is found in Tsuji (2018) and Thurow 
et al. (2013). Continuous readout CMOS cameras are the 
most common category of imaging sensors found in high-
speed PIV as they offer relatively small pixel sizes in the 
order of 20 μm∕px enabling high spatial resolutions for 

optimized particle imaging when coupled to high-quality 
lenses. Temporally, they offer frame rates of several 10 kHz 
at megapixel sensor sizes and can be run faster when the 
amount of active pixels is decreased. For instance, TR-
PIV at 400 kHz for spectra measurements is possible when 
a small field of view (FOV) is chosen as exemplified by 
Beresh et al. (2018). The dual-frame exposure capabilities 
of such sensors can as well be utilized to perform DP-PIV 
given that a higher amount of active pixels is preferred over 
a desired temporal resolution. State-of-the-art ISIS sensors 
can be operated in burst-mode at full sensor size at repetition 
rates of up to 100MHz (Suzuki et al. 2020). As the charge 
of each acquired image is stored on memory arrays on the 
sensor itself, the sensor size limits the number of acquired 
frames to a few hundred images. Due to the need of space 
for the in situ storage, however, the ratio of the photoactive 
area to the total sensor size for conventional CCD sensors is 
small, resulting in relatively large effective pixel sizes (e.g., 
66.3 μm∕px for the chip developed by Etoh et al. (2003) of 
the Shimadzu HPV-2 used within this study) and distortions 
of small imaged objects (Rossi et al. 2014), which imposes a 
challenge for the imaging of small tracer particles. Recently, 
CMOS burst image sensors, which make use of a spatial 
separation between the photosensitive pixels and their cor-
responding memory, have been developed to achieve an 
improved sensor array design for high-resolution imaging 
(Tochigi et al. 2013; Suzuki et al. 2020). When the amount 
of active pixels at a given frame rate is too small, multiple 
cameras can be optically combined in an array such that 
every sensor only images one or two frames (in dual-frame 
exposure mode) of the time series. Such systems have ena-
bled full-frame megahertz PIV measurements (Wernet and 
Opalski 2004; Murphy and Adrian 2010; Brock et al. 2014) 
but obviously come at the cost of a very limited amount of 
consecutive recordings.

As of yet, three main laser architectures have been used 
for high-speed PIV measurements: clustered multi-channel 
(CMC) laser systems, diode-pumped solid state (DPSS) 
bulk lasers, and burst-mode lasers (Thurow et al. 2013; Slip-
chenko et al. 2020). CMC laser systems are used when high 
pulse energies at repetition rates much higher than individual 
laser cavities can provide are needed, such that each cavity 
corresponds to a single frame in the final PIV recording. 
Similar to multi-sensor camera arrays, the amount of consec-
utive pulses is limited by the amount of laser cavities, mak-
ing CMC lasers only suitable for the observation of single 
events like flows close to propagating shock waves (Murphy 
and Adrian 2010). High-speed Q-switched DPSS lasers offer 
continuous pulsing operation at single-cavity repetition rates 
up to 150 kHz (Edgewave IS and GX series) and have been 
used extensively in fluid mechanics and combustion research 
applications (Böhm et al. 2011). In DP-PIV systems, dual-
cavity DPSS lasers offer flexible transient adjustment of 
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the inter-frame pulse duration �t , which, for instance, has 
enabled high-speed PIV in statistically unsteady turbulent 
flows in running combustion engines (Baum et al. 2014). 
Operation of DPSS laser systems is, however, challenging 
due to the limitations imposed by high thermal loads at high 
repetition rates and the optical beam overlap needed for flex-
ible DP-PIV pulsing. In order to overcome the thermal limi-
tations at higher repetition rates, burst-mode lasers operate 
at a limited duty cycle and are therefore able to reach suf-
ficient energy output for operation in the megahertz range 
(Slipchenko et al. 2020). Modern systems rely on the master 
oscillator power amplifier (MOPA) architecture pioneered 
by Lempert et al. (1996) in which a low-power seed laser is 
guided through several amplification stages. Recent advance-
ments have allowed for the development of compact doublet 
pulse systems incorporating fiber seed lasers utilized for DP-
PIV at repetition rates of 100 kHz yielding pulse energies 
of 800 μJ at burst durations of 10 ms (Smyser et al. 2018). 
Longer burst durations of up to 100 ms have been enabled 
by dual-wavelength diode pumping (Slipchenko et al. 2014) 
utilized for spatio-temporal correlation measurements from 
DP-PIV at 100 kHz in the intermediate region of a turbulent 
jet (Miller et al. 2016). The data were subsequently ana-
lyzed to demonstrate deviations from Taylor’s hypothesis 
of frozen turbulence by showing that the mean convective 
velocity is larger than the actual velocity of the time-delayed 
cross-correlation function (Roy et al. 2021). Other notable 
recent investigations using pulse-burst lasers include PIV 
measurements of supersonic jets emerging into a transonic 
wind tunnel (Beresh et al. 2015) and subsequent spectra 
measurements at 400 kHz (Beresh et al. 2018) and 1MHz 
(Beresh et al. 2020) using a limited amount of active pix-
els on CMOS sensors. In reactive flows, pulse-burst lasers 
have been recently applied for 100 kHz PIV in a gas turbine 
swirl combustor simultaneously with OH* chemilumines-
cence imaging (Philo et al. 2021). While pulse-burst lasers 
have facilitated the majority of recent investigations with a 
focus on ultra-high-speed laser diagnostics, they suffer from 
limited burst durations due to overheating of the amplifier 
stages and a complicated optical architecture that demands 
high investment and maintenance costs and explains their 
almost exclusive usage within research applications.

As is apparent from the presented state-of-the-art laser 
systems for HS-PIV, several technological and practical limi-
tations have to be dealt with when scaling laser systems up 
for ultra-high repetition rate PIV applications. First, ther-
mal stress within the laser cavity limits the continuously 
available output power and repetition rate of DPSS systems, 
while the high pulse energy output of pulse-burst lasers is 
temporally limited by thermal constraints in the amplifiers. 
Thermal lensing changes the beam profile for increasing 
pump energies in both systems, too. Hence, neither laser 
architecture can currently provide a continuously pulsing 

high-energy output at repetition rates beyond 150 kHz with 
unchanged beam profile characteristics over all power set 
points. Second, both DPSS and pulse burst lasers require 
the full laser system to be mounted rigidly onto a balanced 
surface for stable operation, which might be challenging 
for test environments with limited optical access and pos-
sible vibrations as they, e.g., appear in optically accessible 
engines. Third, the financial investment and maintenance 
costs of DPSS bulk lasers, and especially pulse-burst lasers, 
are high as they are often custom-built and not aimed toward 
a larger industrial market, limiting their usage to specific 
research applications in aerodynamics and combustion. This 
limitation might impede the wide-spread application of HS-
PIV outside of these research communities.

Within this work, we introduce fiber lasers as an alterna-
tive laser architecture suitable for HS-PIV, which show an 
improved performance on all of the three discussed limita-
tions. In the following, a brief introduction into the charac-
teristics of fiber lasers is given. Fiber lasers have become a 
widespread variant among solid-state lasers within the last 
decades, frequently used in materials processing applica-
tions such as silicon scribing (Yang et al. 2016), milling 
(Williams et al. 2014), and marking (Gabzdyl 2008). Com-
prehensive information of fiber laser technology is provided 
by Samson and Dong (2013) and Ter-Mikirtychev (2019). 
The distinctive feature of fiber lasers and amplifiers is the 
fiber resonator design consisting of a core fiber doped with 
rare earth ions such as  Nd3+,  Yb3+,  Er3+, or  Tm3+ covered in 
an undoped fiber through which the diode-laser pump beam 
is led. The center core design of such double-clad fibers is 
optimized such that the pump radiation always passes the 
doped center core, leading to an excitation of the laser crys-
tal. In contrast with DPSS resonators or pulse-burst ampli-
fiers, the ratio of the surface area to the volume of the crystal 
is large in optical fibers, leading to an efficient heat transfer 
to the outside of the fiber diminishing the need for active 
water cooling entirely. However, other loss mechanisms 
peculiar to fiber optics such as stimulated Brillouin scatter-
ing, stimulated Raman scattering, and Kerr nonlinearity have 
to be considered (Samson and Dong 2013).

Nanosecond-pulsed fiber lasers suitable for HS-PIV 
can either be realized by Q-switching or amplification of a 
diode laser seed pulse within a MOPA configuration. The 
latter approach allows for a flexible setting of the laser pulse 
width combined with a diffraction-limited beam quality at 
high fiber amplifier gains. As will be demonstrated with the 
fiber laser unit used within this work, pulsed MOPA con-
figurations can be operated continuously at repetition rates 
of 1MHz for average power outputs of 50 W with excellent 
beam quality factors. As the output laser beam is already 
led through a fiber, collimated output fibers can be directly 
mounted to fiber lasers enabling flexible output beam cou-
pling in challenging environments. The fiber-based beam 
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path allows compact footprints and the use of standard com-
ponents, enabling relatively low costs of ownership com-
pared to DPSS and pulse-burst systems.

In this work, we systematically explore the feasibility 
of a state-of-the-art pulsed Yb:YAG fiber laser for ultra-
high-speed TR-PIV measurements up to repetition rates of 
500 kHz . Two camera systems, a high-speed CMOS camera 
and an in situ storage CCD camera, are used to capture the 
particle images taken in the potential core of a turbulent 
round jet.

The paper is structured as follows. Section 2 describes 
the basic properties of the utilized fiber laser system fol-
lowed by a description of the experimental methodology 
in Sect.  3. Initial analysis of the investigations includes the 
assessment of the raw PIV images in Sect.  4.1 and the miti-
gation of peak locking in Sect.  4.2. Further, the computa-
tion of statistical turbulent moments based on an analysis 
of the measurement uncertainty is presented in Sect.  4.3, 
followed by a discussion of turbulent scales derived from 
correlation measurements in Sect.  4.4. The computation of 
temporal power spectral density measurements is discussed 
in Sect.  4.5, and the applicability of Taylor’s hypothesis 
through an analysis of space–time correlations is presented 
in Sect.  4.6. The main findings are summarized in Sect.  5.

2  Fiber laser system

The laser system utilized for PIV within this study is a com-
mercial nanosecond-pulsed Yb:YAG fiber laser (GLPN-
500-1-50-M, IPG Photonics) depicted in Fig. 1a. The nano-
second-pulsed Yb:YAG fiber laser is based on the master 
oscillator power amplifier (MOPA) architecture in which a 
low-power seed laser is amplified by guiding the seed pulse 
through a pumped gain medium in which stimulated emis-
sion increases the final output power significantly. Here, a 
pulsed seed diode laser operated at 1030 nm is amplified 
within a Yb-doped double-clad fiber as depicted in Fig. 1b. 
The linear s-polarization of the seed laser beam is main-
tained within the single-mode fiber. Energy-efficient diode 
laser pumping of the fiber gain medium enables a compact 

footprint of the laser module of 0.07m2 ( 0.27m × 0.26m ), 
which is solely cooled through fans. The amplified 
laser pulse is guided into a water-cooled laser head by a 
1.7-m-long delivery fiber, resulting in second-harmonic 
generation (SHG) to the final output wavelength of 515 nm. 
Table 1 summarizes the main technical properties of the 
fiber laser system.

Continuous operation of the laser is possible at pulse rep-
etition rates (PRR) of 10 kHz to 1 MHz with a nominal aver-
age output power of 50 W. The MOPA architecture allows 
for a direct control of the seed laser pulse width. The maxi-
mum pulse energy of approx. 500 μJ is kept constant between 
10 kHz and 100 kHz and further decreases with repetition 
rate such that the output power is kept constant at 50 W.

A measurement of the output laser beam profile at a PRR 
of 100 kHz using a beam-profiling CMOS camera (Win-
CamD-LCM, Dataray) is shown in Fig. 2. As is apparent, the 
beam shows a symmetric Gaussian profile with only minor 
deviations, indicating the diffraction-limited beam quality 
obtained through the laser architecture. In fact, a fit of a 2D 
Gaussian profile described by I(x, y) = exp(−(x2 + y2)∕�2

) 
to the normalized profile yields a standard deviation 

Fig. 1  a Fiber laser system. 
b Internal fiber-based MOPA 
architecture
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Table 1  Properties of the fiber laser. All values were obtained at the 
maximum setpoint of the diode laser drivers

Property Value Setting

Output wavelength 515 nm
Polarization s-polarized
Pulse widths 1.3 ns ( P1 ), 4.4 ns 

( P2 ), 11.8 ns ( P3)
Repetition rates f 10 kHz–290 kHz P3

10 kHz–600 kHz P2

10 kHz–1MHz P1

Pulse energies 486 μJ f = 100 kHz , P3
162 μJ f = 300 kHz , P2
48 μJ f = 1MHz , P1

M2 1.43 f = 100 kHz , P3
Beam diameter ( 1∕e2) 2.68mm f = 100 kHz , P3
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of � = 0.67mm with a coefficient of determination of 
R2

= 0.987 . The beam diameter, calculated at a normalized 
intensity of 1∕e2 is 2.68 mm. The measured beam quality 
factor of M2

= 1.43 underlines the great potential of the 
laser to be focused to small beam waists, which is important 
for precise material processing applications. This is as well 
beneficial for PIV as thin laser sheets are needed to reach 
high spatial resolutions, although the bell-shaped laser pro-
file has to be expanded wide enough in the perpendicular 
dimension to guarantee a homogeneous particle scattering 
intensity throughout the whole field of view. It has to be 
noted that the size and shape of the beam profile remain 
unchanged when the output intensity is varied which under-
lines the advantage of the laser architecture in contrast with 
thermal lensing occurring in bulk lasers and amplifiers of 
pulse-burst lasers.

3  Experimental methodology

To demonstrate the feasibility of the fiber laser system for 
the diagnostics of turbulent flows, TR-PIV was conducted 
within the potential core of an axisymmetric turbulent jet 
exiting as a fully developed pipe flow, which is a well-inves-
tigated generic configuration (Papadopoulos and Pitts 1998; 
Xu and Antonia 2002; Mi et al. 2001). The experimental 
setup is displayed in Fig. 3a.

A pipe of diameter D = 2.8mm was mounted horizon-
tally within the burner head of the microwave plasma heater 
test stand at TU Darmstadt (Eitel et al. 2015). The stainless 
steel pipe can be used for fuel injection into hot co-flows 
and was therefore coated with a ceramic insulation, which 

increased the size of the tip to an outer diameter of 6 mm 
as depicted in Fig. 3b. It was bent 90◦ upwards to facilitate 
injection of the jet flow from above. The straight part of the 
pipe from the bending to the jet exit had a length of 185D 
to ensure a fully developed turbulent pipe flow as bound-
ary condition. Particle seeding was provided by an aerosol 
generator (AGF 10, Palas) generating di-ethylhexyl sebacate 
(DEHS) droplets with a mean size of 0.5 μm . The seeder was 
placed directly in front of the pipe connection to mitigate 
the influence of agglomeration on the particle size distribu-
tion. The air flow through the aerosol generator and pipe 
was regulated by mass flow controllers (EL-Flow Prestige, 
Bronkhorst) which were connected to a pressurized dried air 
supply system. The co-flow did not run during the experi-
ments such that the ambient can be approximated as quies-
cent. As the near-field potential core region of the jet was 
analyzed within this study, the ambient air was not seeded 
with tracer particles. The jet flow was operated isothermally 
at ambient conditions of T = 295K and p = 1 bar . The oper-
ating points chosen for the experimental investigation at bulk 
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flow Reynolds numbers Re of 10,000 and 18,200 are dis-
played with the respective laser and camera configuration 
in Table 2.

The output head of the fiber laser was mounted directly on 
a traversable beam delivery system including all additional 
optics as shown in Fig. 3a. The high-speed cameras were rig-
idly connected to the traversing system as well (not shown) 
to fix the relative position of the laser beam and the field 
of view. The laser sheet was created by a set of cylindrical 
lenses (effective focal lengths of  f1 = −50mm , f2 = 300mm,  
and f3 = 1000mm ), which resulted in a beam thickness in 
the probe volume of 290 mm (FWHM) while being later-
ally expanded to a length of 35 mm. The laser sheet thick-
ness was optimized as a compromise between high fluence 
resulting in sufficient Mie scattering signal from the DEHS 
particles and high spatial resolution on the one side, and the 
prevention of out-of-plane motion of the quickly moving 
particles in the turbulent flow on the other side.

Two high-speed camera systems were utilized in the 
TR-PIV analysis, a continuous readout CMOS camera 
(Photron FASTCAM SA-X2) and an in situ storage CCD 
camera (Shimadzu HPV-2), to evaluate their performance 
for UHS-TR-PIV measurements at different frame rates. 
The lens configurations and pixel calibration values are 
displayed in Table 2. Although the apertures of the camera 
lenses were fully open causing a limited depth of field, 
the small laser beam thickness resulted in a uniform size 
distribution of the particle images, which was verified 
by defocussing the lens and simultaneously observing 
changes in the imaged particle sizes throughout the frame. 
The fields of view of all three configurations are shown in 
Fig. 3b including an instantaneous vector field measured 
in configuration C. The SA-X2 recordings were used to 
capture the flow field directly at the jet exit at 200 kHz and 
for higher-resolved measurements in the centerline region 
starting at x = 0.9D using a repetition rate of 400 kHz . 
The characteristic temporal and spatial turbulent scales 
of a round jet are smallest within its potential core, which 

therefore serves as an ideal target to highlight the capabili-
ties of an ultra high-speed repetition rate system at a finite 
spatial resolution, whose effect on measured turbulence 
properties will be discussed in Sect.  4. For the HPV-2 
measurements, the flow velocity was increased and the 
measurement position was traversed slightly downstream 
to optimize the particle shift for the lower spatial reso-
lution and higher repetition rate of the imaging system. 
The spatial resolution of correlation-based PIV algorithms 
was thoroughly investigated by Kähler et al. (2012) and 
is around the size of the interrogation window as long as 
particle images do not exceed more than 3 px.

The PIV images were captured and processed in the 
software Davis 10 (LaVision). The data acquisition system, 
laser, and camera were synchronized using an external tim-
ing unit (9520 Series, Quantum Composers). The length of 
each recording was solely limited by the on-board storage 
of the cameras, which resulted in over 1.2 million vector 
fields at 400 kHz for the SA-X2. Theoretically, this setting 
would allow for a temporal dynamic range (TDR), defined 
as the ratio of the highest to the lowest resolvable frequency, 
of over 600,000. However, as shown in Sect.  4.5 in the fre-
quency domain, this value is limited by multiple other fac-
tors like noise, spatial resolution, and the variance of the 
power spectral density estimation (Beresh 2021) and will 
be evaluated based on the experimental results. For PIV 
processing, a correlation-based multi-pass algorithm with 
a window overlap of 75% was used. The final four passes at 
the smallest interrogation window size w were performed 
with a Gaussian weighting. This ensures better spatial reso-
lution as the local information around the IW centroid is 
weighted higher and is commonly used in state-of-the-art 
PIV codes. The vectors were subsequently validated using 
the universal outlier detection method of Westerweel and 
Scarano (2005) using a 5 × 5 median filter kernel. No addi-
tional denoising (as proposed by Oxlade et al. (2012) for 
TR-PIV spectra measurement) was performed to sincerely 
assess the quality of the PIV data set for further analysis.

Table 2  Operating points and 
hardware used for the TR-PIV 
investigations of the near-nozzle 
region in the turbulent jet

Configuration A B C

Bulk flow velocity u
b

55 m/s 55 m/s 100 m/s
Gas temperature T 295 K 295 K 295 K
Reynolds number Re 10,000 10,000 18,200
Camera system SA-X2 SA-X2 HPV-2
Repetition rate f 200 kHz 400 kHz 500 kHz

Number of vector fields N 294,226 1,242,298 101
Lens configuration Sigma 105 mm, f/2.8 Sigma 180 mm, f/3.5 Sigma 180 mm, f/3.5
Extension tube – – 80 mm
Pixel resolution 34.03 μm/px 19.60 μm/px 34.22 μm/px
Interrogation window length w 24 px 16 px, 24 px, 32 px, 48 px 24 px
Active sensor size 256 px × 152 px 128 px × 72 px 312 px × 260 px
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4  Results and discussion

4.1  Assessment of raw particle images

As an initial step of analysis, the data quality of the raw 
images is assessed. Figure 4 shows representative single-
shot particle images and their associated computed vector 
fields for every configuration. Recordings obtained with 
the SA-X2 CMOS camera show clearly distinguishable 
spherical particle shapes with sufficient signal-to-noise 
ratio to reliably compute a vector field. The single-shot 
raw images of the HPV-2 CCD in situ storage camera 
(Fig. 4e) were obtained at a similar pixel resolution than 
those at 200 kHz of the SA-X2 but could only be properly 
processed when defocussing the image slightly such that 
single particles have merged into a continuous structure. 
This was necessary as the large pixel size of the HPV-2 
( 66.3 μm × 66.3 μm ) is mainly needed for storage gates, 
which limits the ratio of the photoactive area to the entire 
pixel area (also referred to as fill factor) to only 0.6%. 
This poses a problem to accurate imaging of small-scale 
structures as it was reported by Rossi et al. (2014) for the 
same camera chip model. When small moving structures 
like particles are imaged in focus at the given magnifi-
cation, the particle image does not span more than one 
pixel and even disappears completely when a particle posi-
tion between two neighboring photoactive CCD areas is 
imaged. Subsequently, the particle image flashes and dis-
appears as particles are moving from frame to frame which 
can only be avoided by defocusing the image slightly. Still, 
the mean correlation value of the PIV processing was 
0.84 for the adjusted imaging system of the HPV-2, which 

underlines the validity of the data for an ultra-high-speed 
flow analysis. It can be expected that the next generation 
of in situ storage cameras with smaller pixel pitch values 
based on CMOS technology can further improve the met-
rological performance of such a setup when high repeti-
tion rates are preferred over the amount of consecutively 
recorded frames (Suzuki et al. 2020).

It should be noted that at a repetition rate of 1MHz , the 
PIV system was capable of capturing images with sufficient 
signal-to-noise ratio such that PIV processing would have 
been possible. However, due to the large pixel size and hence 
poor spatial resolution of the ISIS-CCD chip in combina-
tion with the limited flow rates dictated by the maximum 
throughput of the used seeder, all particle shifts were below 
2 px such that the dynamic range of the computed vector 
field was poor.

4.2  Peak locking

A common systematic error introduced in PIV measure-
ments is peak locking (Michaelis et al. 2016). This effect is 
relevant when the Mie scattering signal of a single particle is 
imaged smaller than one pixel, leading to a loss of sub-pixel 
accuracy resulting in preferential particle displacements to 
integer multiples of the imaged pixel resolution. Figure 5 
displays the velocity histograms of the entire field of view 
of all vector fields of one measurement in units of pixel 
displacements together with the associated modulo plots 
for the two worst-resolved camera configurations. For the 
HPV-2, a total of 808 vector fields from eight camera bursts 
are included. Instead of comparing the velocity histograms 
at a fixed point, the display of velocities within the entire 
camera frame increases the amount of data points for the 
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Fig. 4  Instantaneous snapshots of PIV raw images and their corresponding processed vector fields for all measurement configurations
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HPV-2 in comparison to the high amount of consecutively 
recorded vector fields of the SA-X2 CMOS camera. Hence, 
as the measurements encompass different fields of view, the 
histograms contain a wide range of velocities depending on 
their position within the jet (i.e., lower velocities in the shear 
layer and higher velocities in the centerline region of the 
potential core). As is apparent, the distributions show no 
clear sign of a preferential displacement toward integer mul-
tiples, demonstrating the negligible effect of peak locking 
for all presented measurements. Previously conducted high-
speed TR-PIV measurements by Wernet (2007) ( 25 kHz ) 
and Beresh et al. (2018) ( 400 kHz ) both had to mitigate the 
effect of peak locking through the use of either special PIV 
processing algorithms or diffusion filters to spread out the 
particle image over several pixels. In this investigation, no 
additional filtering or post-processing was necessary as the 
pixel magnification was high enough to image particle scat-
tering images larger than 1.5 pixels on average.

4.3  Measurement uncertainty and turbulence 
statistics measurement

Apart from the systematic errors introduced by peak locking, 
PIV measurements suffer from additional sources of uncer-
tainty, whose quantification is important to reach accurate 
estimations of the local turbulence statistics. Generally, the 
measurement of statistical moments does not require time-
resolved PIV but is usually performed using low-speed DP-
PIV systems with statistically independent single shots of the 
flow field (as recently exemplified by Scharnowski et al. (2019) 
in a high-speed wind tunnel). However, as has been pointed 

out by Willert (2015) for the example of wall-bounded flows, 
TR-PIV offers the capability of efficiently extracting statistical 
measurements and quantities, which require a time series of 
the flow field like temporal correlations and spectra from the 
same measurement. For the CMOS camera, the large number 
of samples (in the case of 400 kHz over 1.2 mio. consecutively 
recorded vectors) is made possible by the continuously pulsing 
fiber laser and is solely limited by the on-board memory size 
of the camera. It should be noted, however, that the effective 
number of statistically independent samples Ne is lower and 
will be computed using the temporal autocorrelation of fluc-
tuating velocities in Sect.  4.4.

As the camera noise level is increased substantially for 
measurements at repetition rates of several 100 kHz compared 
to the full frame operation at max. 12.5 kHz , the following sec-
tion explores the PIV measurement uncertainty with respect 
to the size of the chosen interrogation window at a fixed posi-
tion on the jet centerline and how the turbulence level and 
higher-order statistics are affected by the spatial filtering effect 
associated with an increase in the interrogation window size.

For the streamwise velocity component u, the turbulence 
level is computed by the ratio of the standard deviation �u , also 
referred to as the root-mean-square of the velocity fluctuations √
⟨u′2⟩ , and the mean velocity ⟨u⟩ as is shown in Equation (1).

Generally, all measurement systems introduce errors to 
instantaneously measured velocities, whereby the apparent 
standard deviation of the measured velocity distribution �u,m 

(1)Tuu =
�u

⟨u⟩ =

√
⟨u�2⟩
⟨u⟩
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highlighting the suppression of peak locking of the presented PIV 
measurements
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is a superposition of the true velocity fluctuations caused 
by turbulent motion of the flow �u,turb and the measurement 
error �u,err and can be expressed as Equation (2).

This relationship implies that accurate turbulence level 
measurements should be conducted such that the error vari-
ance �2

u,err
 is small compared to the actual fluctuations �2

u,turb
 . 

Otherwise, it is necessary to quantify the measurement error 
reliably such that the true velocity fluctuations �2

u,turb
 can be 

extracted from the measured standard deviation of the veloc-
ity fluctuations. As the true error variance �2

u,err
 is unknown, 

it will be approximated by the mean-square of the uncer-
tainty of instantaneous velocities �2

Uu
 which holds true for 

accurate uncertainty quantification methods as the number 
of independent observations approaches infinity (Sciacch-
itano et al. 2015; Sciacchitano and Wieneke 2016).

In the literature, several methods have been proposed to 
directly determine the measurement uncertainty from PIV 
recordings as was collaboratively explored by Sciacchitano 
et al. (2015). Alternatively, Scharnowski et al. (2019) have 
presented a method with which the measurement uncertainty 
and turbulence level can be extracted simultaneously through 
a variation in the particle shift �x by altering the inter-frame 
time �t of a DP-PIV system. Although this method is prom-
ising for accurate turbulence level measurements using DP-
PIV systems, it has drawbacks with regard to the presented 
TR-PIV measurements in this study: a variation in the inter-
frame time is not feasible for ultra-high repetition rates as 
a further decrease in �t simultaneously increases the meas-
urement uncertainty due to an increase in camera noise at 
higher recording speeds and a decreased signal-to-noise ratio 
due to a decrease in the laser pulse energy resulting in a 
lower Mie scattering intensity of individual tracer particles. 

(2)�2
u,m

= �2
u,turb

+ �2
u,err

≈ �2
u,turb

+ �2
Uu

Therefore, the correlation statistics (CS) method of Wie-
neke (2015) was chosen to quantify the random uncertainty 
of the PIV measurements discussed within this study. As 
current uncertainty quantification methods including CS 
do not account for the error bias introduced through peak 
locking (Sciacchitano et al. 2015), the prevention of small 
particle images resulting in distorted velocity histograms 
as discussed in Sect.  4.2 is an important prerequisite for a 
reliable quantification of the random error.

To exemplify a turbulence level correction based on the 
uncertainty estimation, configurations A and B including 
measurements at 400 kHz and 200 kHz with varying inter-
rogation window sizes are used in the following analysis at 
a fixed position of x = 1.2D on the centerline. For configura-
tion B, Fig. 6a shows the distribution of the instantaneous 
uncertainty of the streamwise velocity Uu both in units of 
meters per second and pixel shifts per image pair.

The uncertainty distributions reveal that an increase in 
the interrogation window size lowers the uncertainty (also 
expressed as the mean uncertainty ⟨Uu⟩ in Table 3). The 
uncertainty from the CS method takes the individual con-
tribution of each pixel within the IW to the correlation cal-
culation into account. Thus, as the IW size is increased, 
a larger number of particles is included in the correlation 
computation which mitigates the influence of noise that is 
overemphasized for smaller IW sizes and leads to an overall 
lower uncertainty value. Hence, a higher spatial resolution 
comes at the cost of higher individual velocity measurement 
uncertainties. This is especially evident when comparing 
the largest and smallest IW sizes in Fig. 6a. However, when 
observing the uncertainties for IW lengths of 24 px and 
32 px, both distributions show similar uncertainties. This 
discontinuity from the previously identified trend might be 
explained when observing the distribution of the correlation 
values in Fig. 6b. As the IW size increases, the correlation 
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Fig. 6  a Uncertainty distribution of the streamwise velocity component. b Correlation value distribution for different interrogation window sizes 
at 400 kHz
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values for the PIV vector calculation decrease, which is con-
trary to the trend of the uncertainty distributions. A reason 
for this could be the inhomogeneous nature of the turbu-
lent shear flow in which these particles move: although the 
number of particles per IW increases with w, additionally 
included particles are differently positioned in the inhomo-
geneous flow field and therefore behave differently, lower-
ing the correlation value. Besides, Westerweel (2008) has 
presented a theoretical analysis of how gradients within the 
correlation window correlation window lower the peak cor-
relation values. Hence, for an increase in the IW size from 
24 px and 32 px, the correlation values are decreased, which 
outweighs the decreased amount of noise in the correlation 
calculation for the uncertainty calculation.

As shown in Table 3, the mean absolute uncertainty 
ranges between 0.14 px and 0.16 px, which is equal to mean 
relative uncertainties between 1.63% and 2% of individually 
measured velocities. For the correction of the streamwise 
turbulence level, the ratio of the variance of the measure-
ment uncertainty and the measured variance of the velocity 
fluctuations �2

Uu

∕�2

u,m
 provides a measure of the amount of 

uncertainty contained in the measured velocity fluctuations. 
For the measurements taken at 400 kHz , this ratio increases 
as the IW size decreases, which results in a higher relative 
correction of the turbulence level from the measured value 
Tuu,m to the corrected value Tuu,corr . At 200 kHz , an addi-
tional temporal filtering of the turbulent fluctuations results 
in a significantly smaller measured turbulence level, which 
translates into an increased ratio between measurement 
uncertainty and measured fluctuations. The results of the 
corrected turbulence levels finally show that as the repetition 
rate is increased and the IW size is decreased, the extent of 
temporal and spatial filtering of turbulent structures 
decreases leading to higher measured turbulence levels. The 
measured turbulence levels are similar to previously con-
ducted measurements of the exit conditions of turbulent jets 
performed by Papadopoulos and Pitts (1998) ( ≈ 4% at 
x∕D = 0.16 ), Xu and Antonia (2002) (4%), and Mi et al. 

(2001) ( ≈ 3% at x∕D = 0.05 ) which used velocity measure-
ments based on hot wire anemometry. Given that the meas-
urements presented in Table 3 are located further down-
stream at x∕D = 1.2 , a slightly increased value to the 
literature references is reasonable.

Two additional rows in Table 3 show results for ellipti-
cally weighted interrogation windows with weighting factors 
wx × wy of 32 px × 16 px (axially aligned) and 16 px × 32 px 
(radially aligned). As both IWs have the same size, they 
should include a similar amount of noise. Still, the uncer-
tainty of u of the radially aligned IW is on average higher 
than that of the axially aligned IW, further explaining the 
trends observed in Fig. 6 based on the inclusion of differ-
ently moving particles in the inhomogeneous flow as inter-
rogation windows are increased in sized radially. It is inter-
esting to note that �2

Uu

∕�2

u,m
 for the axially aligned elliptically 

weighted IW is even lower than that of the square window 
of size w = 48 px , underlining the additional benefit of IWs 
with adapted shapes in shear flows.

The increasing measured turbulence level with decreasing 
IW size can be directly seen from the widths of the veloc-
ity histograms of configuration B in Fig. 7. Apart from the 
width of the distribution, which is associated with the stand-
ard deviation or magnitude of measured velocity fluctua-
tions, it can be observed that the shape of the distribution 
functions are affected by a change of IW size, too. Namely, 
the smaller the size of the IW is set, the larger is the devia-
tion of the skewness S and kurtosis K from the Gaussian ref-
erence values of S = 0 and K = 3 as is shown in Table 4. A 
similar trend is observed for elliptically weighted IWs with 
different orientations but equal size: the axially aligned IW 
displays a stronger departure from a Gaussian distribution 
than the radially aligned counterpart. Interestingly, former 
investigations in the exit region of a turbulent pipe jet have 
shown similar values to those measured with the small-
est IW size of 16 px: Figure 1 of Papadopoulos and Pitts 
(1998) shows a measured skewness of –0.5 and a kurtosis 
of 3.4 at the jet exit (read from plot) and distributions of 

Table 3  Uncertainty 
quantification based on the 
method of Wieneke (2015) and 
subsequent correction of the 
streamwise turbulence level for 
400 kHz and 200 kHz at 1.2D 
(centerline). The last 2 data 
rows show results for elliptically 
weighted IW with weighting 
factors wx × wy for an IW length 
of w = 32 px

f IW length w ⟨Uu⟩
⟨
U

u

u

⟩
�2

Uu

�2
u,m

Tuu,m Tuu,corr

400 kHz 16 px / 313.5 μm 0.158 px / 1.236 m/s 2.00% 2.41% 5.86% 5.78%
400 kHz 24 px / 470.3 μm 0.1386 px / 1.087 m/s 1.75% 1.50% 5.45% 5.41%
400 kHz 32 px / 624.1 μm 0.1396 px / 1.094 m/s 1.76% 1.49% 4.95% 4.91%
400 kHz 48 px / 940.6 μm 0.129 px / 1.009 m/s 1.63% 1.42% 4.09% 4.06%
200 kHz 24 px / 816.6 μm 0.137 px / 1.070 m/s 1.64% 2.67% 3.42% 3.38%

IW weights wx × wy

400 kHz 32 px × 16 px 0.1392 px / 1.091 m/s 1.76% 1.37% 5.11% 5.08%
400 kHz 16 px × 32 px 0.143 px / 1.124 m/s 1.82% 1.74% 4.83% 4.79%
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the scalar fluctuations show similar values in Fig. 21 of Mi 
et al. (2001). Both experiments were conducted with wire 
probes, which were smaller than the majority of turbulent 
structures of the respective flows and only minimally fil-
tered the measured quantities spatially. It can therefore be 
concluded that the larger the IW size is chosen, the higher 
will be the low-pass filtering effect resulting in a closer-
to-Gaussian distribution shape quantified by higher-order 
statistics such as skewness and kurtosis.

To conclude, in an inhomogeneous flow as discussed 
herein, an increase in the IW size results in more particles 
being taken into account during vector calculations that are 
further away from the centerline and therefore exhibit differ-
ent conditions in the shear flow of the turbulent jet. Filtering 
over a multitude of such differently moving particles results 
in a distribution closer to a normal distribution, suppressing 
the underlying probability distribution of turbulence struc-
tures. Similar to the measurement of turbulence intensities, 
the effect of spatial filtering of the IW needs to be considered 
when computing higher-order statistics in turbulent shear 
flows.

4.4  Measurement of turbulent scales using 
autocorrelations

Apart from the statistical analysis performed in Sect.  4.3, the 
high imaging rate and large sample size of the presented PIV 

data sets enable a high-resolution analysis of velocity time 
series for correlations and power spectral density estimates. 
As the repetition rate is increased to 400 kHz for the highest 
temporal dynamic range, an IW length of 16 px only yields 32 
vectors to be extracted along the axial coordinate (128 px win-
dow length with 75% IW overlap), limiting the spatial dynamic 
range. Therefore, this postage-stamp approach (Beresh et al. 
2018) serves as a promising tool to extract temporally resolved 
data but lacks at providing simultaneous spatial information 
over larger spatial displacements.

First, the longitudinal integral turbulent scales are extracted 
at a planar spatial position � = (x, y) based on the Eulerian 
autocorrelation function

where the spatial lag in two dimensions is denoted by 
� = (�, �) and the temporal lag is expressed by � . From this 
definition as the most general form of a space–time correla-
tion in the Eulerian sense, the temporal autocorrelation can 
be calculated by setting � = � , whereas the spatial autocorre-
lation is computed along the axial direction using � = (�, 0) 
and � = 0 . Figure 8a shows the results of the temporal 
autocorrelation at a position of x = 1.2D on the centerline 
( y = 0D ) and Fig. 8b displays the spatial autocorrelation at 
a position of x = 0.9D on the centerline ( y = 0D ), such that 

(3)�uu(�, �, �) =
⟨u�(�, t) u�(� + �, t + �)⟩

√
⟨u�2(�, t)⟩ ⟨u�2(� + �, t + �)⟩
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Fig. 7  Histograms of fluctuating velocities u′ (a) and v′ (b) for different interrogation window sizes at 400 kHz

Table 4  Skewness and kurtosis 
of the velocity fluctuations for 
400 kHz at 1.2D (centerline)

f IW length w Skewness Su Kurtosis Ku Skewness Sv Kurtosis Kv

400 kHz 16 px / 313.5 μm −0.43 3.38 −0.010 3.32
400 kHz 24 px / 470.3 μm −0.40 3.30 −0.010 3.26
400 kHz 32 px / 624.1 μm −0.35 3.25 −0.002 3.22
400 kHz 48 px / 940.6 μm −0.25 3.14 −0.002 3.16

IW weights wx × wy

400 kHz 32 px × 16 px −0.38 3.25 −0.003 3.20
400 kHz 16 px × 32 px −0.31 3.24 −0.002 3.23
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the full field of view of the 400 kHz measurements (until 
x = 1.6D ) is encompassed by the spatial lag.

For both the spatial and temporal autocorrelations, 
a decrease in the IW size leads to an earlier decorrela-
tion of the turbulent fluctuations. This observation can be 
explained by two superimposed effects. First, larger IW 
sizes lead to increased spatial filtering of small turbulent 
structures. These smaller structures will however decay 
quicker (according to the energy cascade) and are therefore 
not taken into account leading to an increased value of 
the correlation coefficient compared to smaller interroga-
tion windows, which resolve smaller turbulent structures. 
Second, velocity vectors calculated within smaller inter-
rogation windows are computed at higher noise levels, as 
less particles contribute to the overall correlation calcula-
tion. Consequently, a correlation of noisier velocity signals 
leads to a decreased value of the correlation coefficient as 
both the temporal and spatial lag increase (Nobach 2015).

Based on the correlation functions calculated, the inte-
gral scales (Eqs. (4) and (5)) are listed in Table 5. For 
the temporal autocorrelation, the computation of the inte-
gral time scale Tuu is realized by numerically integrating 
the correlation function until the first zero-crossing using 
the trapezoidal rule. Due to the limited spatial range, the 
integral length scale Luu is only evaluated for the smallest 
IW of 16 px by integrating over all available data points. 
The correlation value at the highest spatial lag is 0.028 
and therefore close to the zero-crossing such that the left 
out area under the correlation curve is small and the com-
puted integral length scale is slightly underestimated. As 
the computed values show, an accurate measurement of the 
integral time scale requires high repetition rates (beyond 
200 kHz to at least acquire 10 samples before the zero-
crossing), which has been previously only achieved by 
pulse-burst lasers at significantly lower amounts of con-
secutively recorded samples (Miller et al. 2016).

Additionally, the effective number of statistically independ-
ent samples Ne can be computed using Equation (6), where Tt 
is the total observation time of the time-resolved measurement 
(Sciacchitano and Wieneke 2016). For an IW size of 16 px, Ne 
is 137,831, showing that even though the temporal autocorre-
lation function is well-resolved, a large number of statistically 
independent samples for the robust computation of statistical 
moments remain.

To put the measurements of statistical quantities 
into perspective, the standard measurement uncer-
tainty of the mean axial velocity can be computed as 
U⟨u⟩ = �u∕

√
Ne = 0.01m/s  (Sciacchitano and Wieneke 

2016). This small value truly shows the advantage of a 
TR-PIV measurement equipped with a continuously puls-
ing laser in combination with a large on-board memory of 
the camera to achieve a high value of Ne. In comparison to 
state-of-the-art low-speed PIV systems, it should be con-
cluded that despite the lower amounts of Ne of these systems 

(4)Tuu =∫
∞

0

�uu(�) d�

(5)Luu =∫
∞

0

�uu(�) d�

(6)Ne =
(N − 1) ��

2 Tuu
=

Tt

2 Tuu
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Fig. 8  Longitudinal autocorrelation functions of the streamwise velocity component �uu from 400 kHz TR-PIV. a Temporal autocorrelation at a 
fixed position of x = 1.2D . b Spatial autocorrelation along the centerline at x = 0.9D

Table 5  Longitudinal integral time scale at x = 1.2D and length scale 
at x = 0.9D (downstream) for 400 kHz TR-PIV measurements

f IW length w Tuu Luu

400 kHz 16 px / 313.5 μm 11.3 μs 623 μm

400 kHz 24 px / 470.3 μm 12.9 μs

400 kHz 32 px / 624.1 μm 13.7 μs

400 kHz 48 px / 940.6 μm 15.3 μs
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(typically around 1000), they still offer superior spatial 
resolution and lower measurement noise leading to lower 
uncertainties of individually measured vectors. For instance, 
Scharnowski et al. (2019) report a value of ⟨Uu⟩ = 0.05 px 
for an interrogation window length of 16 px compared to 
our measured value at the same IW size of ⟨Uu⟩ = 0.16 px.

Based on the calculation of the integral scales, further 
characteristic turbulent scales can be determined. In iso-
tropic turbulence, the Taylor microscale is defined as

where the dissipation rate of turbulent kinectic energy is 
given by � and the kinematic viscosity is denoted by � . A 
direct experimental determination of the Taylor microscale 
without the need of assuming isotropic turbulence requires 
a highly resolved measurement of the transverse autocorre-
lation Rvv , at which an osculating parabola is fitted, whose 
zero-crossing determines � (Pope 2012). Due to the limited 
spatial resolution of the given measurements, this direct 
approach is unfortunately not feasible and equation (7) will 
be used instead. The smallest dissipative length scale is the 
Kolmogorov length scale �k , which is given by equation (8).

As is apparent from the definitions of � and �k , the dissipa-
tion rate of turbulent kinectic energy � is required for the 
computation of both values. The determination of � is, how-
ever, strongly affected by a limited spatial resolution, as � 
is defined through the gradient tensor of fluctuating veloci-
ties, instead of the velocity fluctuations themselves (Pope 
2012). A number of investigations have developed methods 
to improve the accuracy of dissipation rate measurements 
from PIV to extract � from, e.g., curve fitting of energy spec-
tra (Xu and Chen 2013) or using a large-eddy approach to 
correct for the filtering of the IW size (Bertens et al. 2015), 
but the results of these methods are dependent on the indi-
vidual flow boundary conditions and further assumptions. 
Hence, we will employ a simple dimensional analysis to 
roughly estimate the turbulent dissipation rate using the inte-
gral length scale Luu and the standard deviation of the axial 
velocity component �u (Batchelor 1953):

Unfortunately, as discussed by Burattini et  al. (2005), 
the constant C� is dependent on the boundary conditions 
of the flow and can not be assumed to be a universal con-
stant. Available data in the literature ranges from values of 
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C� = 0.5–2.5 depending on flow type and turbulent Reynolds 
numbers (Burattini et al. 2005), which is why we estimate 
C� as unity in Equation (9). This approach at least guaran-
tees an estimation of the order of magnitude of the derived 
turbulent scales. The results of the estimation of turbulent 
scales are 199 μm for the Taylor microscale and 15 μm for the 
Kolmogorov scale. The spatial resolutions of the PIV system 
estimated to be around 314 μm for the smallest IW size is in 
the order of the Taylor microscale and much larger than the 
Kolmogorov length.

4.5  Power spectral density estimation

Turbulence spectra provide detailed knowledge on the scales 
through which turbulent kinetic energy is transported in 
the energy cascade. Therefore, they offer the capability to 
compare differently resolved PIV measurements and their 
low-pass filtering characteristics on the small-scale portion 
of the turbulent structures. Their computation from time-
resolved data is usually performed by a periodogram, which 
represents the Fourier transform of the biased estimate of 
the temporal autocorrelation. As 1242 298 consecutive 
time-resolved samples could be obtained at a repetition rate 
of 400 kHz , a periodogram spanning a frequency range of 
0.32 Hz to 200 kHz (given by the sampling theorem) could 
theoretically be computed. However, the variance of the 
periodogram does not approach zero as the number of sam-
ples N is increased, making the periodogram an inconsistent 
estimate of the power spectrum (Hayes 1996). The widely 
used method of Welch solves this issue by intruducing a 
windowing scheme, such that the time series is separated 
into smaller overlapping portions for which a periodogram 
is computed. Subsequently, the individually computed peri-
odograms are averaged, which results in a variance of zero as 
N approaches infinity, leading to a consistent estimate of the 
power spectrum (Welch 1967). Thus, a lower variance of the 
power spectral density is achieved by effectively lowering 
the spectral resolution, which is determined by the amount 
of samples in each window. This underlines the need for 
large amounts of continuously recorded velocity samples 
enabled by the fiber laser system to achieve low-variance 
high-resolution power spectrum estimates.

Figure 9 displays the temporal power spectral density 
estimations calculated using Welch’s method on the center-
line of the potential core at an axial distance of x = 1.2D . 
The signal was divided into portions of 6200 consecutive 
velocity samples and the overlap was chosen to be 50%. A 
Hann window function was applied to each periodogram 
calculation to minimize spectral leakage occuring during 
the discrete Fourier transform of the data sets. The chosen 
parameters lead to an increase in the minimally resolvable 
frequency to 64 Hz, which is still much lower than the rel-
evant frequency scales of the turbulence decay.
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The power spectral density curves all start to decay 
around a frequency of 10 kHz , marking the onset of the iner-
tial subrange. This again shows that repetition rates beyond 
100 kHz are necessary to capture large amounts of the turbu-
lence decay. However, the maximum resolvable frequency is 
not only dependent on the sampling rate but also on several 
other factors:

– The spatial filtering of the finite interrogation window 
size also translates into a temporal filter through the 
convection of particles with the mean streamwise veloc-
ity ⟨u⟩ . According to the sampling theorem and Taylor’s 
hypothesis, the highest resolvable frequency through 
spatial filtering is computed through ⟨u⟩∕(2w) and high-
lighted by dashed lines for each IW size in Fig. 9. Beyond 
this limit, all curves but the smallest IW size of 16 px 
show a steeper slope of decay due to the spatial low-
pass filtering, which seems to be the main limiting factor 
of the highest resolvable frequency for the given flow 
configuration and TR-PIV system. It is however interest-
ing to note that the curves are already slightly separated 
before reaching the respective resolution limits. This 
behavior could be the result of the shear flow charac-
teristics (similar to the changes observed in the velocity 
histograms) or the increased amount of noise for smaller 
IW sizes that increases the amplitude of the power spec-
tral density.

– The frequency response of tracer particles is another fac-
tor that determines the maximum resolvable frequency of 
turbulent fluctuations. Following the analysis of Melling 
(1997), the used DEHS particles with a mean diameter 
of 0.5 μm have a response time �p of 0.8 μm , which is 
calculated as �pd2p∕(18�) . This can be used to derive the 
ratio between the kinetic energies of the particle velocity 
fluctuations and the fluid velocity fluctuations for high 
density ratios between particles and fluid as 

 This ratio gradually decreases with the sampling fre-
quency f such that a ratio of 0.5 (as suggested by Mei 
(1996)) is reached at a frequency of 190 kHz . Beresh 
et al. (2020) argues that this ratio can be further low-
ered to still resolve smaller velocity fluctuations as these 
contain a smaller amount of kinetic energy than large 
scales which is supported by in situ measurements of 
the particle response time. Hence, the particle response 
should not be the limiting factor in the presented TR-PIV 
measurements in this work.

– As was already observed earlier, velocity time series 
calculated from smaller IW sizes are subject to higher 
amounts of noise, which adds to the overall spectral den-
sity estimation. Although the spatial low-pass filtering 
effect is less pronounced for smaller interrogation win-
dows, the amplitude of the high-frequency noise floor 
is increased compared to larger IW lengths. Again, the 
trade-off between noise (or uncertainty of velocity meas-
urements) and spatial resolution is apparent and has to be 
considered when performing turbulence analysis using 
PIV data.

  It should be noted that multi-frame correlation algo-
rithms could decrease the high-frequency correlation 
noise level as was recently assessed (Beresh et al. 2021). 
However, the particle shift per image pair of the pre-
sented measurements at 400 kHz was too large such that a 
multi-frame correlation algorithm could not improve the 
noise level of the high-frequency content of the measure-
ments.

The results show that several factors have to be considered 
when assessing the temporal dynamic range of spectral 
density estimations. Despite these limitations however, the 
continuously pulsing fiber laser architecture enables unprec-
edented amounts of consecutively recorded samples at 
similar repetition rates to pulse-burst laser systems (Beresh 
et al. 2018; Miller et al. 2016) enabling a detailed analysis 
of small-scale turbulent flow structures.

4.6  Space–time correlations and applicability 
of Taylor’s hypothesis

Due to the decreased amount of active pixels of the CMOS 
camera at high repetition rates, the computation of spatial 
spectra relies on the transformation of temporal to spatial 
quantities. This is classically performed using Taylor’s 
hypothesis of frozen turbulence (Taylor 1938), which 
relies on the assumption that turbulent structures are con-
vected by the mean velocity such that a straightforward 
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Fig. 9  Temporal power spectral density estimation from 400 kHz TR-
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transformation of temporal to spatial frequencies is per-
formed as � = f∕⟨u⟩ . This hypothesis is, however, only 
applicable in flows with low turbulence levels and is 
known to fail in free shear flows (Pope 2012; Del Álamo 
and Jiménez 2009). One option to experimentally test the 
applicability of Taylor’s hypothesis is an analysis of the 
space–time correlation �uu(�, �) (Wallace 2014; He et al. 
2017). As TR-PIV offers the extraction of space–time cor-
relations from a single measurement (Wernet 2007), it has 
been recently applied to analyze the deviations from Tay-
lor’s hypothesis in the intermediate regions of a turbulent 
jet at a repetition rate of 100 kHz (Roy et al. 2021). It is 
therefore interesting to test if a deviation is observable on 
the centerline of the potential core, which shows a much 
lower turbulence level ( Tuu ≈ 5% ) than the fully developed 
region of the turbulent jet ( Tuu ≈ 25% ) (Xu and Antonia 
2002; Mi et al. 2001). Although the spatial extent of the 
TR-PIV measurements of this work is fairly limited, a cal-
culation of the space–time correlation �uu(�, �) according 
to equation (3) at moderate spatials lags is possible and 
was performed for both 200 kHz and 400 kHz as is shown 
in Fig. 10.

The isocorrelations, which are displayed by filled con-
tours, represent elongated ellipses, as both numerical and 
experimental investigations of turbulent shear flows have 
shown before (Wernet 2007; Wallace 2014; Del Álamo and 
Jiménez 2009). If Taylor’s hypothesis would hold true, the 
isocorrelation contours were straight lines, whose slope rep-
resent the convection velocity with which turbulent struc-
tures are transported through the flow field (Zhao and He 
2009; He et al. 2017). In the limited field of view of the 
400 kHz measurements in Fig. 10b, this assumption is met 
with minor deviations. However, due to the decay of turbu-
lence, the value of the correlation decreases from 1 at zero 
temporal and spatial lag as turbulent structures are convected 
downstream. The space–time correlations at 200 kHz in 
Fig. 10a provide a more complete view of the isocorrelation 

shapes, which become more asymmetric as the spatial and 
temporal lags increase.

A direct measure of this deviation can be given by com-
paring the convection of fluid elements by the mean axial 
velocity ⟨u⟩ (dashed line) with the location of the correlation 
peak over several time lags (circles) in Fig. 10. It should be 
noted that the change in mean velocity over spatial lags was 
taken into account when calculating the convection of fluid 
elements. While the convection of turbulent structures is 
initially matching the mean velocity of the flow field, it devi-
ates significantly at large lags. The decreased axial turbulent 
convection speed on the centerline is in parts a direct con-
sequence of the local magnitude and direction of turbulent 
fluctuations, as fluid elements, which are radially transported 
away from the centerline through fluctuations are subject 
to lower mean velocities and will hence be convected more 
slowly in the axial direction. Further detailed investigations 
are, however, necessary to quantify the contributions of dif-
ferent influences to this phenomenon, especially considering 
the coupling between Eulerian and Lagrangian space–time 
correlations (He et al. 2017; Viggiano et al. 2021). While 
the differences are much smaller than those observed in the 
intermediate region by Roy et al. (2021), they show that a 
high-resolution TR-PIV system equipped with a fiber laser 
is capable of reliably measuring deviations from Taylor’s 
hypothesis in a region of relatively low turbulence intensity.

5  Conclusion

The application of a Yb:YAG fiber laser for ultra-high-speed 
time-resolved particle image velocimetry was demonstrated 
in the potential core of a turbulent round jet. The system 
provides sufficient pulse energy and excellent beam profile 
characteristics at repetition rates up to 1 MHz for the veloci-
metry of highly transient turbulent flows. Two different high-
speed cameras, a CMOS and an in situ storage CCD camera, 
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were employed to demonstrate turbulence measurements at 
repetition rates up to 500 kHz.

The continuously pulsing laser enables the recording 
of large time series, which can be used to derive statisti-
cal quantities of turbulence, space–time correlations, and 
turbulence spectra. The quality of the PIV recordings was 
assessed in terms of their spatial resolution and measure-
ment uncertainty, whose dependence on the interrogation 
window size was quantified. The computation of turbulent 
scales was demonstrated at a repetition rate of 400 kHz , 
which was necessary to resolve the autocorrelations reason-
ably well. The influence of the interrogation window size on 
the power spectral density was investigated, which showed 
that the spatial resolution was the limiting factor of the fre-
quency resolution of the presented TR-PIV measurements. 
Finally, space–time correlations revealed the deviations from 
Taylor’s hypothesis of frozen turbulence through a compari-
son of the convection velocity of the correlation peak with 
the mean axial flow velocity.

The demonstrated measurements show that the recent 
development of pulsed fiber laser technology can provide 
new insights into turbulent flows at a compact footprint and 
high flexibility. Future high-speed PIV investigations will 
strongly benefit from this advancement as unprecedented 
temporal dynamic ranges are possible, which challenge 
existing laser solutions for high-speed flow velocimetry.
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