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increasing FST is known to increase skin friction and to 
enhance heat transfer (Hancock and Bradshaw 1989; Blair 
1983). However, a large number of previous studies focused 
on the correlation between the increase of skin friction and 
heat transfer with FST. Hancock and Bradshaw (1989) 
showed that the effect of FST in the turbulent boundary 
layer does not only depend on the turbulence intensity level 
but on a characteristic scale in the FST, which they defined 
as the dissipation length scale. However, skin-friction 
coefficients were deduced from logarithmic plots on the 
assumption that the universal logarithmic law also applies 
in the presence of FST. Thole and Bogard (1996) performed 
extensive research on FST levels up to 20% and presented 
boundary layer statistics that confirmed the validity of the 
logarithmic law in the mean profiles of the boundary layer 
for high turbulence levels by comparing direct measure-
ments of total shear stress with values obtained using a 
Clauser fit to the log region. Similarly, Stefes and Fernholz 
(2004) compared skin-friction data obtained from oil-film 
interferometry (OFI), wall hot wire, and Preston tube at 
relatively high Reynolds numbers and FST levels up to 
13%, showing that all skin-friction data points lied within 
an error band of approximately 6% on Cf .

Traditional indirect pressure-based methods, such as the 
Preston tube, rely on the law of the wall and suffer from 
limitations arising from its intrusive nature. Velocity pro-
file-based methods such as Clauser chart are also of limited 
applicability, since they also assume the existence of the law 
of the wall and require the knowledge of its extent and con-
stants beforehand. Contrarily, Rodríguez-López et al. (2015) 
proposed to leave these constants free to adopt the value that 
best fits the data. In addition, this method does not require to 
prescribe the extent of the logarithmic layer (which can vary 
under FST conditions, see Dogan et al. 2016) and allows a 
certain uncertainty in the wall-probe initial position.

Abstract This experimental investigation deals with the 
influence of free-stream turbulence (FST) produced by an 
active grid on the skin friction of a zero-pressure-gradient 
turbulent boundary layer. Wall shear stress is obtained by 
oil-film interferometry. In addition, hot-wire anemometry 
was performed to obtain wall-normal profiles of streamwise 
velocity. This enables the skin friction to be deduced from 
the mean profile. Both methods show remarkable agree-
ment for every test case. Although skin friction is shown to 
increase with FST, the trend with Reynolds number is found 
to be similar to cases without FST. Furthermore, once the 
change in the friction velocity is accounted for, the self-
similarity of the logarithmic region and below (i.e. law of 
the wall) appears to hold for all FST cases investigated.

1 Introduction

Free-stream turbulence (FST) exists above most of turbulent 
boundary layers (TBLs) encountered in natural and indus-
trial environments (Sharp et al. 2009). Therefore, under-
standing how turbulent boundary layers respond to FST 
is of primary importance. For a turbulent boundary layer, 
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Therefore, when the validity of the universal laws are 
questioned, an unobtrusive, accurate, and direct measure-
ment technique to determine the wall shear stress is neces-
sary. Several methods such as wall hot wire, OFI, and float-
ing element balance have been used during last decades for 
this purpose. For a comprehensive review of the available 
shear stress measurement techniques, the reader is directed 
to Fernholz et al. (1996) and  Naughton and Sheplak (2002).

Of these available methods, OFI technique is used in 
this study to obtain direct measure of the wall shear stress. 
This technique is based exclusively on the thinning rate of a 
thin oil film and the forces acting on the film as flow passes 
over it. It only requires calibration between image space and 
physical space and can be used to obtain the wall shear stress 
without any knowledge or assumptions about the flow field. 
This technique was first introduced by Tanner and Blows 
(1976), who developed a simple relationship to measure 
shear stress using the thin oil-film equation developed by 
Squire (1961). Image-based technique, here, is one of the 

several variations from the original form proposed by Tanner 
and Blows (1976).

2  Measurement method and experimental setup

The experiments were performed at various free-stream 
velocities U∞, in an open-circuit suction-type wind tunnel 
located at the University of Southampton. FST ranging from 
approximately 2–13% was generated by an active grid. TBL 
transition was promoted by the addition of a trip wire at the 
leading edge of the flat plate where the TBL develops. The 
details of the experimental setup and motor schemes of the 
active grid can be found in Dogan et al. (2016). The super-
script + will denote quantities normalised with the friction 
velocity U�, and the kinematic viscosity �, as for instance in 
the wall-normal coordinate y+ = yU�∕�, or the mean stream-
wise velocity U+ = U∕U�. The details of the 28 different test 
cases are summarized in Table 1.

Table 1  Experimental conditions for the 28 test cases

Note that �� = �∕UOFI

�
 and the Clauser length scale Δ = 𝛿⋆UOFI

𝜏
∕U∞, where �∗ is the displacement thickness

U∞ (m/s) Re� �� (μm) COFI

f
× 103 CrmFIT

f
× 103 � (%) Δ  (mm) FST (%) E1 × 103 Symbols

4.5 1115 77.3 4.26 4.27 0.29 132.1 2.4 11.04 □
6.0 1670 59.2 3.97 4.12 3.66 138.1 2.4 9.91 □
7.6 1390 45.9 4.01 4.11 2.42 101.7 2.5 5.47 □
10.0 1751 35.4 3.96 3.85 −2.77 88.6 2.5 4.48 □
11.1 2254 32.7 3.81 3.70 −2.97 101.7 2.5 6.46 □
5.3 2674 66.7 3.85 3.91 1.61 217.8 7.2 3.44 ◊
5.4 2907 65.4 3.82 3.71 −2.90 228.7 6.9 4.20 ◊
6.9 3457 51.8 3.78 3.68 −2.62 200.1 7.5 3.59 ◊
7.0 3393 51.3 3.79 3.70 −2.16 197.3 7.3 3.73 ◊
7.0 3516 52.3 3.69 3.68 −0.10 213.8 7.5 3.40 ◊
9.3 4267 39.2 3.68 3.61 −1.92 184.8 7.7 4.47 ◊
12.3 5532 31.9 3.26 3.40 4.30 192.6 8.2 4.59 ◊
12.4 5512 30.8 3.35 3.34 −0.38 189.5 8.4 2.66 ◊
13.9 5821 28.6 3.17 3.36 5.84 184.1 8.5 3.17 ◊
4.2 2380 79.1 4.44 4.31 −3.03 182.0 10.2 8.36 ○
4.3 2395 78.4 4.32 4.20 −2.78 202.5 10.6 7.99 ○
4.5 2593 75.1 4.23 4.08 −3.59 218.5 10.6 10.55 ○
5.5 3015 61.5 4.30 4.05 −5.90 185.9 10.8 7.05 ○
6.0 3414 60.8 3.72 3.89 4.46 207.5 11.2 7.59 ○
6.2 4101 58.7 3.68 3.78 2.76 228.6 11.1 6.99 ○
7.8 4764 47.1 3.62 3.70 2.03 225.6 11.7 5.77 ○
8.0 3941 44.2 3.96 3.85 −2.64 176.9 11.8 6.14 ○
8.5 5294 43.0 3.73 3.64 −2.31 227.1 11.7 7.61 ○
8.7 5111 42.0 3.64 3.61 −0.81 219.1 11.9 7.99 ○
9.8 5251 36.7 3.89 3.67 −5.85 182.8 12.4 5.72 ○
10.5 5481 35.9 3.55 3.59 1.06 199.5 11.9 5.82 ○
10.8 5220 34.2 3.64 3.66 0.39 186.3 12.8 5.09 ○
11.4 6125 33.5 3.50 3.49 −0.16 200.2 12.6 7.57 ○
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Figure 1 shows an outline of the experimental setup. OFI 
was used to obtain localised quantitative measurements of 
skin-friction velocity, while a single hot-wire traversed the 
turbulent boundary layer up to the free stream. This study 
combines the merits of these two measurement techniques 
to compare the skin-friction coefficient (Cf = 2U2

�
∕U2

∞
) 

obtained from a fitting to the mean velocity profile with a 
direct and independent measurement technique such as OFI. 
Furthermore, results are compared with Preston tube meas-
urements from Dogan et al. (2016) conducted under similar 
flow conditions.

The flat plate was equipped with a slot of 20 × 20 cm 
located at x∕M = 42 downstream of the active grid (of mesh 
size M = 81 mm), where a flat glass plate was fitted. The oil 
(Dow Corning 200) was spread in a film with a spanwise size 
of 3 cm along the first quarter of the chord of the glass plate 
before starting the wind tunnel, so that the oil drop had suf-
ficient space to develop into a thin film within the glass sur-
face. The camera and the light source were mounted outside 
of the wind tunnel test section and the relative angle between 
them was recorded. The light source used was a low-pressure 

sodium vapour lamp with a central wavelength of approxi-
mately 590 nm. An optical diffuser was placed in front of the 
light source to provide uniform illumination for the camera 
field of view. The camera used was a CDD3240M mono-
chrome camera from Thorlabs. The lens adapted to the cam-
era was a Nikon AF Micro NIKKOR 200 mm f/4D, which 
gave a field of view of approximately 2.5 cm2. A square grid 
calibration plate was used before each wind tunnel run to 
determine pixel-to-mm ratio. The camera was set to record 
images at 1fps to obtain an accurate evolution of the thinning 
rate of the oil film. The oil viscosity coefficient (�) depends 
on temperature and plays a relevant role in the determination 
of U�. In this study, the air temperature variation during the 
OFI experiments was of the order of 0.1 °C. Therefore, the 
oil was assumed to be at the same temperature as the air flow 
inside the test section of the wind tunnel, and its viscosity 
was corrected accordingly.

Figure  2 shows two sample interferogram images 
elapsed 300s in time. An initial estimation of the distance 
between fringes was obtained through Fourier analysis. 
Then, using this result as initial guess, a sine function 

Fig. 1  Schematic of the test 
section illustrating hot-wire and 
oil-film-interferometry setup

Fig. 2  Sample interferogram images, time elapsed between the two images is 300 s. The thin oil film is spread by the action of a turbulent 
boundary later under FST
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was fitted to the pixel intensity function, so that the least-
square error was minimized. Doing so, the resolution 
limitation inherent to the discrete Fourier transform was 
avoided. This is an alternative method to the use of Hilbert 
transform functions as proposed in Chauhan et al. (2010). 
A minimum of 300 images were processed for each U� 
measurement.

The two main causes of error associated with the OFI 
technique are the contamination of the oil film with dust 
and the uncertainty in the oil properties. The presence of 
dust acts as noise in the periodic pattern, but also changes 
the shape of the fringe pattern. This has the effect of chang-
ing the dominant wavelength from the analysis of the power 
spectrum and, therefore, the measured shear stress. This 
error was minimized by ensuring the absence of dust in 
the last image processed for every run. Oil properties as 
a function of temperature were accounted for as proposed 
in Zilliac (1996). Oil viscosity was also obtained through 
rheometer test. The largest difference between these tests 
and the expression in Zilliac (1996) is found to be less than 
0.9% in the kinematic viscosity of the oil.

A single 5 μm tungsten wire soldered to the copper-
plated prongs of a 55P05 Dantec Dynamics anemometer 
was used to determine the wall-normal profiles of the 
streamwise velocity. The hot wire was operated using a 
DANTEC Streamline Pro CTA with an overheat ratio of 
0.8. The motion along the wall-normal direction was carried 
through a traverse system. Boundary layer profile of each run 
involved measurements of 38 wall-normal locations, each 
was acquired for 3–5 min, depending on the FST and free-
stream velocity, and were sampled at a rate of 20kHz. The 
hot wire was calibrated before and after each experiment.

The friction velocity, U�, can also be determined by fitting 
a composite profile (U+

comp
) to the streamwise mean velocity, 

U. This is performed following the methodology proposed 
by Rodríguez-López et al. (2015) in which we find the set of 
5 parameters which best fit the data. These parameters are: 
U�, the uncertainty in the initial wall-probe relative position, 
the von Kármán constant �, the TBL thickness �, and the 
wake parameter Π. Whereas the original method considered 
the exponential wake (Chauhan et al. 2009) for the outer 
region, in the present work, we have modified the wake 
description following Hancock and Bradshaw (1989) to 
account for the effect of free-stream turbulence. The viscous, 
buffer, and logarithmic regions are described by the Musker 
(1979) velocity profile, such that the whole velocity descrip-
tion is given by

where

(1)U+
comp

= U+
Musker

(
y+, �

)
+

1

�


( y
�
,Π

)

(2) = (1 + 6Π)(y∕�)2 − (1 + 4Π)(y∕�)3 ,

i m p l y i n g  t h a t  �U+∕�y+|y+=�+ = 0 . 
N o t e  a l s o  t h a t  U+

Musker
(y+ → 0) → y+  a n d 

U+
Musker

(y+ → ∞) → log(y+)∕� + B, thus recovering the 
viscous and logarithmic layers for small and large enough 
wall-normal locations respectively. The residual to be mini-
mised is taken to be

where the ⟨⋅⟩ operator represents averaging across the differ-
ent wall-normal locations. This provides a larger weighting 
to points located close to the wall where most of the infor-
mation about the skin friction is contained. For a deeper 
discussion on the influence of the weighting, the reader is 
referred to Rodríguez-López et al. (2015) and Kendall and 
Koochesfahani (2008). Despite this method was originally 
validated for naturally-growing TBLs, it has been shown to 
perform adequately under disrupted conditions (Rodríguez-
López et al. 2016, 2017). In this case, the ability for the fit 
to recover the correct value of U� will be assessed based on 
� = 100 × (CFIT

f
− COFI

f
)∕COFI

f
.

3  Results

3.1  Reynolds dependence and self‑similarity

For the case of a smooth-wall zero-pressure-gradient bound-
ary layer without FST, the skin-friction coefficient can be 
estimated as a function of Reynolds number based on the 
momentum thickness, Re� = �U∞∕�, through semi-empiri-
cal relations (see Nagib et al. 2007). This relation is shown 
in Fig. 5 as a solid line. Previous studies have reported an 
increase in TBL skin friction under FST (Blair 1983; Han-
cock and Bradshaw 1989; Stefes and Fernholz 2004; Dogan 
et al. 2016). Figure 3 confirms this trend with increasing 
FST. Interestingly, we also show that the trend with Reyn-
olds number is maintained under the influence of FST which 
is accounted for by a change in the offset parameter C which 
is a function of the FST level.

Similarly, Fig. 4 shows the same data plotted against the 
FST level. An increase in Cf  is observed for the largest Re� 
when the FST changes from mid to high levels (i.e. from ≈8 
to ≈12%). Analogously, for cases with a similar FST level, Cf  
decreases as a consequence of the increase in Re� as shown 
by the arrows in Fig. 4. Furthermore, overall agreement is 
shown with the results obtained by Dogan et al. (2016) using 
Preston tubes for similar flow conditions.

The fact that the trend followed by Cf  as a function of 
Re� is similar to that of a naturally growing TBL under a 
laminar free stream, along with previous results (Hancock 
and Bradshaw 1989; Dogan et al. 2016), suggests that the 

(3)E1 =
⟨|||U

+ − U+
comp

|||∕U
+
comp

⟩
,
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inner region of the TBL may remain self-similar under inner 
scaling. Moreover, it provides a further argument for the 
extrapolation of U� from the mean velocity profile (which 
requires the existence of a logarithmic region).

Figure 5 shows the inner-scaled mean velocity profile 
for all the cases, as summarised in Table 1. For clarity, the 
velocity profiles are separated in three different plots cor-
responding to the low,- mid-, and high-intensity FST cases. 
Two main conclusions can be extracted from Fig. 5: (1) the 
existence of a well-defined inner and logarithmic regions 

shows unequivocally that—once the change in the friction 
velocity is accounted for, the self-similarity of the logarith-
mic region and below holds for FST cases—(2) the fitting 
process described above can reflect the physics of the flow 
both in the inner and outer layers. In fact, note that the wake 
region clearly differs from that expected in cases without 
FST, where a positive wake (U+ > log(y+)∕𝜅 + B in the 
wake region) is encountered; in contrast, the present cases 
present a negative departure. This implies that exponential 
wakes such as those described in Chauhan et al. (2009) can-
not be used for TBLs developing under FST. Nevertheless, 
polynomial descriptions such as those proposed by Hancock 
and Bradshaw (1989) and summarised in Eq. 2 adequately 
fit the velocity profiles.

3.2  Fitting results

The self-similarity of the velocity profiles has been shown in 
Sect. 3.1. Figure 5 has also shown that the method proposed 
by Rodríguez-López et al. (2015) can satisfactory describe 
the mean velocity. Despite the main aim of the fit to obtain 
an estimate of U�, it additionally provides further insight 
into the value of �, �, and Π which will be discussed below.

Note that an accurate description of the wake (as shown in 
Fig. 5) presents two main advantages: it enables us to obtain 
� and Π from the fitting process and it removes the need for 
an explicit prescription of the limits of the logarithmic layer, 
which could both normally be encountered as challenges 
under FST conditions (Dogan et al. 2016). Nevertheless, note 
that the wake’s analytical description is different from that 
used by Dogan et al. (2016) so a straightforward comparison 
between their value of Π and the present ones is not possible. 
However, the tendency of Π to become more negative for 
increasingly larger FST is also captured, as shown in Fig. 6.

Despite � is not prescribed a priori in the optimisation; 
the values obtained from the fitting process are within rea-
sonable limits (0.32 ≤ � ≤ 0.41) of those appearing in the 
literature. Furthermore, larger values are consistently found 
for larger FST levels, as shown in Fig. 6. In fact, for larger 
FST levels � reported is closer to the recently proposed esti-
mate of 0.39 (Marusic et al. 2013). A possible interpretation 
is that the presence of FST suppresses the outer influence 
(or the influence of intermittency) on the logarithmic region 
and, therefore, perhaps exhibits a value that is closer to the 
value obtained using high Reynolds number data even at 
lower Reynolds numbers. In other words, the intermittency 
in the outer region of a natural TBL may imply a smaller 
value of � for low-Reynolds flows. Should this intermittency 
be suppressed (by means of increasing Re and hence scale 
separation or, alternatively, by the presence of FST), � would 
resemble that of a high Re experiment. This would also be 
consistent with the smaller value presented by the low level 
FST cases (black squares in Fig. 6).

Fig. 3  Skin-friction coefficient, Cf , obtained from OFI as a function 
of Re�; squares represent low turbulence intensity cases, diamonds 
mid turbulence intensity cases, and circles high turbulence intensity 
cases. Also plotted the modified Coles–Fernholz (Nagib et al. 2007) 
relationship for natural TBL (solid line) and fits to low (dotted line), 
mid (dashed line), and high (dot-dashed line) FST levels

Fig. 4  Comparison between the skin-friction coefficient obtained 
from OFI (empty symbols), Preston tube by Dogan et al. (2016) (filled 
symbols), and mean-profile fitting (×) techniques for similar flow con-
ditions in the mid and high ranges of FST. The direction of the arrow 
represents the increase in Re�
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Finally, Fig. 6 also shows the relationship between � 
obtained from the fitting process and an integral description 
of the TBL thickness such as Clauser’s Δ = 𝛿⋆UOFI

𝜏
∕U∞. It 

is clear that for mid- and high levels of FST, there is a clear 

relationship between these two definitions independent of 
Reynolds number. This implies that either of them can be 
employed for outer scaling of the velocity profiles. However, 
note that Δ depends on U� and U∞, both of them difficult to 
estimate in the present experiment, whereas � is determined 
independently of it.

A note of caution is required for the low level of FST 
cases. These are obtained by means of leaving the active grid 
installed but with its wings statically located parallel to the 
flow, such that the blockage ratio is minimum. This gener-
ates very low FST levels (c.f. Table 1) but with high inte-
gral length scale. This may present important implications in 
the interaction with the TBL (also discussed in Dogan et al. 
2016); hence, the values of �, �, and Π may be taken with 
caution for these cases.

Fig. 5  Empty symbols (given in Table 1) represent the experimental inner-normalised mean velocity profile for low-, mid-, and high-intensity 
FST cases from left to right, respectively. The solid lines represent the fit to the mean profiles following Rodríguez-López et al. (2015)

Fig. 6  Values of Π, Δ∕� and � obtained by the fitting procedure for 
the 28 test cases summarised in Table 1

Fig. 7  Comparison between the skin-friction coefficient Cf , obtained 
from OFI and mean-profile fitting following Rodríguez-López et  al. 
(2015). The symbols are explained in Fig.  3. The lines represent 
COFI

f
= Cf  (solid) with 2% (dashed) and 5% (dot-dashed) margins
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3.3  Cf  estimation

Apart from the descriptive values presented in Sect. 3.2, the 
main advantage of the fitting proposed by Rodríguez-López 
et al. (2015) is the ability to extrapolate the skin friction 
from the velocity profile. A comparison between the values 
of Cf  obtained by mean-profile fitting and OFI is shown in 
Fig. 7 for all the cases of the study. The two methods seem 
to provide consistent estimations of Cf  within a 5% margin. 
More importantly, there seems to be no bias in any of the 
methods. Using � = 100 × (Cf − COFI

f
)∕COFI

f
 as the relative 

error between the two methods. There is a negligible mean 
error (bias) of only 0.5% whereas the standard deviation of 
the 28 cases is 3.1%. Note that this dispersion accounts for 
possible uncertainties both in the OFI technique (camera 
angle, temperature, dust, etc.) and in the fitting process.

In fact, note that the dispersion of the results is uniform 
for the different levels of FST. More importantly, � does not 
depend on E1 (which measures the goodness of the fit) as can 
be seen by the values in Table 1. Note that both low and high 
FST cases present a slightly worse fit (larger E1) which does 
not get reflected in a worse estimation of Cf ,  as shown in 
Fig. 7. This robustness is significantly relevant when dealing 
with experimental measurements, since the noise inherent to 
any experiment may imply a worse fit which may not neces-
sarily result in a worse estimation of Cf .

4  Conclusions

Skin friction has been measured under FST conditions, 
showing that the inner and logarithmic regions remain self-
similar once the correct value of U� is obtained. Cf  seems to 
follow a similar trend with Re� but increasing in a constant 
level with increasing FST. Analogously, � determined by 
mean-profile fitting is closer to the high Reynolds number 
value in the presence of high FST. In addition, results from 
OFI and mean-profile fitting show a remarkable agreement 
free of any bias. Therefore, future studies should be able to 
use the fitting process proposed here to determine not just 
the skin-friction velocity but also other integral quantities 
such as the boundary layer thickness and the wake strength.
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