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smooth surfaces. Where this was the case, the coupled flow 
and heat transfer measurements were able to identify miss-
ing velocity field characteristics.

List of symbols
Ax	� Cross-sectional area (m2)
cp	� Specific heat capacity (J/kg/K)
Dh	� Hydraulic diameter (m)
e	� Rib height (m)
k	� Thermal conductivity (W/m/K)
P	� Pressure (Pa)
p	� Rib pitch (m)
Nu	� Nusselt number 

(

hDh
k

)

q̇	� Heat flux (W/m2)
Re	� Reynolds number 

(

ρuDh
µ

)

T	� Temperature (K)
t	� Time (s)
u	� Gas velocity (m/s)

Greek
α	� Rib angle (◦)
µ	� Viscosity (Pa s)
ρ	� Density (kg/m3)

Abbreviations
AR	� Aspect ratio (width/height)
CFD	� Computational fluid dynamics
HTC, h	� Heat transfer coefficient (W/m2/K)

1  Introduction

High-pressure turbine blades and vanes require cooling 
using colder gas bled from the compressor to decrease 
metal temperatures. Common methods include external 

Abstract  This paper reports an experimental and numeri-
cal study of the development and coupling of aerodynamic 
flows and heat transfer within a model ribbed internal cool-
ing passage to provide insight into the development of sec-
ondary flows. Static instrumentation was installed at the 
end of a long smooth passage and used to measure local 
flow features in a series of experiments where ribs were 
incrementally added upstream. This improves test turna-
round time and allows higher-resolution heat transfer coef-
ficient distributions to be captured, using a hybrid transient 
liquid crystal technique. A composite heat transfer coef-
ficient distribution for a 12-rib-pitch passage is reported: 
notably the behaviour is dominated by the development 
of the secondary flow in the passage throughout. Both the 
aerodynamic and heat transfer test data were compared to 
numerical simulations developed using a commercial com-
putational fluid dynamics solver. By conducting a number 
of simulations it was possible to interrogate the validity of 
the underlying assumptions of the experimental strategy; 
their validity is discussed. The results capture the develop-
ing size and strength of the vortical structures in second-
ary flow. The local flow field was shown to be strongly 
coupled to the enhancement of heat transfer coefficient. 
Comparison of the experimental and numerical data gener-
ally shows excellent agreement in the level of heat transfer 
coefficient predicted, though the numerical simulations fail 
to capture some local enhancement on both the ribbed and 
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film cooling, internal impingement cooling and rib-turbu-
lated cooling. The engine designer must trade-off improved 
efficiency and specific power of the engine achieved 
through higher combustor exit temperatures against the 
potential reduction in component life. Care must be taken 
to minimise the mass flow rate of coolant used as it reduces 
the potential enthalpy change available for thrust genera-
tion (Saha and Acharaya 2011). Inefficient use of coolant 
can limit the maximum efficiency that can be achieved 
(Horlock et al. 2001). Rib-turbulated cooling is commonly 
applied by designers in the mid-chord region of turbine 
blades. Higher heat transfer coefficients are achieved by 
placing a ridge, or rib, angled to the bulk direction of the 
flow. This disrupts the incoming boundary layer causing a 
small separation behind the rib. Downstream, the boundary 
layer restarts resulting in a higher heat transfer. Mixing is 
enhanced by interaction of the secondary flows, induced by 
the inclined ribs, and the mainstream flow, while local tur-
bulence increases mixing in the weak areas of the ribs.

Flow development is commonly ignored in the litera-
ture and more commonly is assumed to reach a steady, 
fully developed state (Lau et al. 1991; Liou et al. 1993). 
However, a considerable length of internal cooling pas-
sages is in fact in the initial developing region (typically 
up to half the span). Fully developed assumptions have 
allowed comprehensive empirical correlations to be cre-
ated and used in cooling designs to approximate the wall 
heat transfer (Han et al. 1989, 2000). With numerical cal-
culations routinely used in design and optimisation, engi-
neers need to verify simulations across the full passage. 
Thus, further data are required for verification and under-
standing of this process.

There have been numerous studies of the heat transfer of 
ribbed turbulated passages and others on the detailed aero-
dynamics (e.g. Han et al. 1989, 2000; Tanda 2010). How-
ever, only a few have explicitly linked the aerodynamics 
within the passage to the spatial distributions of heat trans-
fer coefficient (Rau et  al. 1998; Casarsa and Arts 2005; 
Arts 2006). Some (Casarsa and Arts 2005; Iacovides and 
Launder 2007) discuss the importance of combined aerody-
namic and heat transfer data. For true numerical code vali-
dation, combined studies are required to fully understand 
why discrepancies are occurring, and where detailed flow 
features are not captured. Such detail is required to provide 
robust codes suitable for automated optimisation of design.

This paper introduces an experimental methodology to 
combine aerodynamic measurements and spatial measure-
ments of heat transfer at various stages of flow development 
and allow rapid reconfiguration of rib/passage parameters. 
Results are presented for a Reynolds number of 100,000, 
based on smooth passage hydraulic diameter, in a rib-
turbulated passage with a 1:2 aspect ratio. Accompanying 
numerical simulations are compared to the experimental 

measurements and provide insight into where the numerical 
models fail to fully capture the turbulent/physical processes 
correctly in the calculations.

2 � Experimental rig and passage design

The premise of the experimental rig was to allow combined 
aerodynamic and heat transfer testing at different stages of 
secondary flow development. The rig design allows differ-
ent rib geometry properties (e/Dh, angle, p/e, etc.) to be 
rapidly altered. The experimental passage was approxi-
mately 20 times engine scale and allows aerodynamic 
measurements to be taken using a blockage-resistant four-
hole probe. This large scale also allowed for high spatial 
resolution heat transfer data to be gathered by applying the 
transient liquid crystal technique. The cooling passage is 
simplified to a rectangular geometry, Fig. 1.

The test section is installed in a low-speed wind tun-
nel to model a ribbed cooling passage. The tunnel has an 
atmospheric intake and is driven by an axial fan at exit. 
Flow is conditioned at the entrance to the tunnel using 
a 10:1 area contraction, and small-scale turbulence is 
removed through the inclusion of a heater mesh upstream 
of the test section. There is a 500  ×  150  ×  150  mm 
square section passage between the heater mesh and flow 
contraction; this is shortened in Fig. 1. The rig is instru-
mented with an aerodynamic probe driven by a traverse 
mechanism. A multiple liquid crystal coating is applied 
over the final three rib pitches at the exit of the test 

Fig. 1   Rig layout. Clockwise from top: top view of passage; passage 
cross section; schematic layout of test section. Not to scale



Exp Fluids (2017) 58:5	

1 3

Page 3 of 15  5

section where pairs of ribs are permanently fixed to the 
walls of the passage. By adding ribs upstream of these in 
each subsequent test, measurements can be made for any 
streamwise position in the passage. When only a single 
rib is in place, there is a 1500 mm upstream flow develop-
ment length, significantly larger than the traditional rule 
of 10Dh (Kreith and Boehm 2000). After this first rib the 
boundary layer profile on the ribbed walls and leading 
edge was significantly altered by the presence of the ribs; 
this was observed in our simulations. The engine-repre-
sentative regions of heat transfer from each test were then 
combined to form a full heat transfer coefficient distribu-
tion for the entire passage length (up to the 12 rib pitches 
investigated).

This new method for fast, combined aerodynamic and 
heat transfer experimental work has some advantages 
over existing techniques. The primary advantage is that 
geometric adjustments can be undertaken quickly, allow-
ing multiple geometries to be tested experimentally: 
however, the area investigated is not reinstrumented mak-
ing the technique faster. The resolution of heat transfer 
coefficient is high, because of the small area recorded in 
each test: experimental work undertaken for this paper 
recorded data at 3.7 times (suction surface) and 2.1 times 
(leading edge) resolutions typical for traditional full pas-
sage testing (Ryley et al. 2013). This significantly higher 
resolution has substantial advantages, including more reli-
able processing and improved viewing in areas of high 
heat flux gradient.

Another key advantage is that the super-scaling of the 
model allowed aerodynamic measurements to be taken 
using a large blockage-resistant probe. By increasing num-
bers of ribs in subsequent experiments multiple cross-sec-
tional velocity distributions are measured, which was not 
possible non-invasively in previous experimental work. 
These cross sections of the developing flow have been 
essential in providing explanation of the development of 
the flow and the differences seen between experimental and 
numerically simulated heat transfer.

2.1 � Ribbed passage

The test section (Fig.  1) has a rectangular cross section, 
with an aspect ratio of 1:2 (width/height). The cross section 
is of dimension 75 ×  150 mm and length 1400 mm. The 
hydraulic diameter (Dh) is 100 mm. Ribs are spaced alter-
nately at half-pitch intervals on the narrower surfaces, in 
parallel planes. The ribs are 6 × 6 mm square sections and 
53 mm in length, spanning the middle half of the passage. 
The ribbed passage geometry is: rib spacing P/e = 10, 
blockage ratio e/Dh = 6.0% and rib angle α = 45◦ to the 
streamwise direction.

2.2 � Validation of rig layout

A series of numerical simulations were undertaken to dem-
onstrate that fixing the position of the aerodynamic instru-
mentation and building upstream features was equivalent to 
taking measurements at different cross sections along a fixed 
passage with the same number of upstream ribs. These were 
undertaken using a simulation methodology and with similar 
mesh properties to those fully described below (Sect. 4).

Two comparisons are made, shown in Fig.  2, in order 
to assess the influence of ribs installed downstream of the 
measurement plane. In cases 1 and 2 a single rib is installed 
upstream of the measurement plane; in cases 3 and 4, 11 
ribs (four shown, plus seven unseen) are upstream of the 
measurement plane. The differences case 1 to 2 and 3 to 4 
are the presence of two rib sets downstream of the measure-
ment plane. In Figs. 3 and 4, the upper row shows maps of 
pitch (vertical) angle and the lower row maps of yaw (hori-
zontal) angle for both the cases compared, and the absolute 
difference between cases.

Comparisons are made only for the top half of the passage 
for the reasons detailed below. The pitch angle distribution 
in this region was reasonably similar in cases 1 and 2, with 
83% of the cross-sectional area showing a difference of <±1◦ 
and 96% <±3◦. The yaw angle shows slightly smaller differ-
ences: 88% of the cross-sectional lay <±1◦ and 95% <±3◦.

For cases 3 and 4 the effect of the absence of down-
stream ribs on the pitch angle is more pronounced; 68% of 
the passage cross-sectional area now had <±1◦ difference 
and 97% <±3◦. The match between yaw angle was again 
better than for pitch; 84% of the passage showing <±1◦ 
difference and 97% <±3◦.

The conclusion drawn was that the upstream potential 
field caused by the extra downstream ribs in cases 2 and 4 

Fig. 2   Rib configurations used for rig validation. The solid (red) rib 
lies immediately upstream of the measurement plane
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was small in the upper half of the passage. The lower half 
of the passage is discounted as the plane necessarily crosses 
through a rib, causing non-representative features in these 
regions in the figures from cases 2 and 4 that would not 
exist experimentally.

3 � Experimental test strategy

Two tests were undertaken for each configuration of ribs 
installed (relating to increasingly developed flow in the 

passage). In both cases tests were run at a target engine-
representative Reynolds number of 100,000.

3.1 � Aerodynamic tests

The first test was an aerodynamic test, employing a four-
hole pyramid probe which was slowly traversed across the 
passage measurement plane. The measurement plane was 
divided into a 3 ×  3 mm grid of points at which aerody-
namic data were measured. Aerodynamic tests were run 
with an unheated mainstream.

3.2 � Four‑hole pyramid probe

The four-hole probe mounted on a traverse mechanism used 
to measure pressures at discrete points within the flow at a 
fixed cross section of the passage is shown in Fig. 6. The pyr-
amid probe design allows the pitch and yaw to be measured 
in addition to the dynamic head and total pressure (Main 

Fig. 3   Pitch and yaw angle distributions at defined cross section (as 
shown in Fig. 2), cases 1 and 2. Directions defined in Fig. 5

Fig. 4   Pitch and yaw angle distributions at defined cross section (as 
shown in Fig. 2), cases 3 and 4. Directions defined in Fig. 5

Fig. 5   Aerodynamic pitch and yaw directions

Fig. 6   Four-hole probe used for aerodynamic measurements (Kwan 
2011)
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et al. 1996; Tsang and Oldfield 1996). When aligned with the 
streamwise direction and facing upstream, the central hole 
measures the stagnation pressure when the flow was fully 
streamwise. The three peripheral holes measured a combina-
tion of static and dynamic pressure. The sharp edges to the 
peripheral faces caused the flow to separate, making Reyn-
olds effects negligible over the range of flow velocities inves-
tigated. Due to the low Mach number (>0.05) compressible 
effects of the probe were considered negligible.

Probe pressures were used to calculate non-dimensional 
pitch, yaw and dynamic head coefficients using Eqs. 1–4. A 
calibration of the probe (Fig. 7) was carried out at known 
pitch and yaw angles from −30◦ to +30◦ in both axes. This 
allowed the relationship between angles and coefficients 
to be calculated as 2-D maps. By calculating the pitch 
and yaw coefficients from measured data a reverse lookup 
could then be achieved.

(1)Cpitch =
Pb −

1
2
(Pc + Pd)

Pa − Pmean

(2)Cyaw =
Pc − Pd

Pa − Pmean

(3)Cdyn =
Pdyn

Pa − Pmean

(4)Pmean =
Pa + Pb + Pc

3

All pressure transducer signals were recorded by Meas-
urement Computing CIO-DAS082/16 16-bit analogue to 
digital data acquisition board, which provided a pressure 
resolution of 0.19  Pa for the 0–50 mbar (Sensortecnics 
HCXM050D6V) transducers used to measure the static 
pressure tappings and 0.076 Pa for the 0–20 mbar trans-
ducer (Sensortecnics HCXM020D6V) used for the total 
tapping. Transducer accuracies were ±5.92 and ±0.88 Pa, 
respectively. This data acquisition board and the stepper 
motor controller board were installed on the same com-
puter. The software which automated the traverse mech-
anism for the four-hole pyramid probe and data acqui-
sition board was developed in the National Instrument 
LabVIEW 7.1 environment. Sufficient time was allowed 
for four-hole pyramid probe pressure measurements to 
become steady at each grid point: 5 s for the motion of the 
traverse, 1 s for pressure settling time within the four-hole 
pyramid probe and a 2.5-s sampling period. During each 
sampling period 156 samples were taken and averaged to 
produce a single data point. The sampling time period is 
significantly larger than that of any unsteadiness in the 
flow; hence, it is assumed that sampling will integrate the 
unsteadiness.

The standard deviation (SD) in the four-hole pyramid 
probe pressure measurements (Pa, Pb, Pc, and Pd) was 
evaluated from the 156 measurements in a constant flow 
condition (11.57 m/s) and was 1.88, 5.90, 5.68 and 5.69 Pa, 
respectively. As the processing uses differential voltages 
through a common A/D converter, it is not necessary to con-
sider bias errors. The fluctuation in pressure measurements 
resulted in a 95% confidence interval for velocity magni-
tude measurement of range 0.40 m/s (SD = 0.20m/s ). This 
relates to an uncertainty of ≈0.25◦ in both pitch and yaw 
and a maximum uncertainty of ≈0.5◦ at the most extreme 
angles of attack (after Kline and McClintock 1953).

Aerodynamic tests were undertaken with 3, 6, 9 and 12 
pairs of ribs. For each the measurement was perpendicu-
lar to the mainstream flow and situated directly furthest 
downstream rib. The traverse mechanism and probe body 
are downstream of the main experiment (Fig. 1). The probe 
was traversed in 3 mm steps in both directions across the 
measurement plane. Pressure data were taken to within 
10 mm of the trailing edge sidewall of the passage, as pre-
liminary numerical simulations showed that velocity gradi-
ents were low in this area. Reynolds number was calculated 
using the dynamic head measured in the settling length of 
the passage which did not contain ribs.

3.3 � Heat transfer tests

The second test at each position was a transient heat transfer 
test. Initial conditions were isothermal throughout. Flow was 
drawn through the intake and heater mesh, which produced 

Fig. 7   Map of aerodynamic calibration. Labelled values within the 
plot indicate coefficient contour values
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a rapid change in gas temperature. Consecutive tests added 
an increasing number ribs upstream of the instrumented 
ribs.Heat transfer testing was undertaken with 3–12 pairs of 
ribs. A 30µm coating of a mixture of three narrow-band (full 
activation over 1 ◦C) crystals, and black ink was applied to 
the suction surface and leading edge of the instrumented area 
(most downstream 3 rib pairs). Three crystals (nominally dis-
playing peak intensity at 35, 40 and 45 ◦C) provide informa-
tion across the full range of expected surface temperatures, 
reducing uncertainty in the overall heat transfer coefficient 
distribution. The black ink reduces transmitted light, which 
improves the reflection characteristics. Two LED warm 
white strip lights were used to illuminate the rig, and a digi-
tal camcorder (Panasonic NV-D527, 720 × 576 resolution, 
frame rate 25 Hz) used to record the crystal activation, with 
the leading edge reflected in a mirror. Spatial resolutions of 
4.8 and 2.1 pixels/mm2 were achieved on the top (ribbed) 
and side (smooth) surfaces, respectively. The difference is 
due to the sidewall being reflected in a mirror to allow a sin-
gle camera to capture both surfaces simultaneously. Black-
out material was used around the passage in order to remove 
reflections from external sources of light. Three hollow brass 
ribs were permanently attached to this area of the surface to 
allow the hybrid rib technique to be used (Wang 1991).

A single gas K-type thermocouple at 12  Hz is used to 
record the driving gas temperature at the passage centreline 
at the streamwise position shown in Fig.  12. As ten indi-
vidual tests are performed, this is equivalent to simultane-
ously measuring the temperature at ten points in the full 
passage. The gas temperature was increased in three steps 
during a single test. The response of the liquid crystal was 
captured by video camera. Processing of raw experimental 
data was carried out using semi-automated in-house soft-
ware (McGilvray and Gillespie 2011). Material properties 
used are detailed in Table 1.

3.4 � Transient liquid crystal technique

The transient liquid crystal technique makes use of the tem-
perature-dependent ability of liquid crystals to selectively 

reflect circularly polarised light to accurately determine 
the spatially resolved heat transfer coefficient distribution 
on a surface. Here the flow is established under ambient 
conditions, and the rig allowed to come to isothermal con-
ditions. At the start of the test the incoming gas tempera-
ture is increased rapidly. The velocity through the heater is 
8.1 m/s leading to a temperature time constant of 0.016s. 
The temperature rise at the surface over the full field of 
interest is then captured by recording a video of the test 
surface. The colour and changing intensity can both be 
related to the surface temperature. The surface temperature 
history is uniquely related to a surface heat transfer coef-
ficient. To calculate spatially resolved heat transfer coeffi-
cients, the 1-D heat equation is solved for a semi-infinite 
flat plate initially at isothermal conditions and subject to a 
convective heat load at its top surface. This analysis is suffi-
cient, provided Eqs. 5 and 6 are satisfied (Schultz and Jones 
1973). In the tests conducted the large-scale, low-speed and 
stepped input gas temperature ensures that the heat flux 
gradients are low on the floor of the ribbed passages and 
the smooth sidewalls. It is only on the ribs where there is 
substantial 3-D conduction that the technique cannot be 
applied; the hybrid technique described below is employed.

The input gas temperature, which is captured at 12 Hz 
through a 16-bit A/D card, is filtered to remove noise and 
is then modelled as a time separated series of ramps (still at 
12 Hz). The analytical solution of surface temperature rise 
in response to a ramp in gas temperature for an arbitrary 
heat transfer coefficient is known (Ireland and Jones 2000), 
and a predicted surface temperature history can then be cre-
ated by the superposition of the time offset ramp solutions 
assuming constant HTC at any surface location. As the 
same matrix of surface temperature × HTC × time is used 
in the processing of all pixel locations in each rib pitch, this 

(5)
∂2q

∂y2
≪

ρcp

k

q

2t

(6)
∂2q

∂z2
≪

ρcp

k

q

2t

Table 1   Material properties and uncertainties used in processing and uncertainty analysis of experimental heat transfer coefficient distributions

Property Nominal value Relative uncertainty Absolute uncertainty

Perspex thermal product (W/m2/s0.5/K) 569 ±5.1% ±29

Perspex thermal conductivity (W/m/K) 0.19 ±0.5% ±0.0095

Brass thermal conductivity (W/m/K) 109 ±5% ±5.5

Brass density (kg/m3) 8490 ±0.5% ±420

Uncertainties

Time (s) ±0.04

Temperature (K) ±0.3

Uncertainty due to liquid crystal thickness (%) 1.5–4.0
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process is computationally inexpensive and so no down-
sampling of the initial gas temperature history is required.

The green intensity signal of the liquid crystal coating is 
monitored during the test, and this can be correlated with 
the surface temperature using an in  situ calibration, per-
formed using non-invasive surface thermocouples. This 
allowed the calibration to be done with the same configu-
ration of lights and angles as were used during the experi-
mental testing. Uncertainty in the calibration was evaluated 
due to uncoupled errors in individual measurement quanti-
ties, as described below. This was then used in the global 
error calculation.

During each test, the gas temperature is increased in a 
number of near step rises (see Fig.  8). This ensures acti-
vation of liquid crystals at well-conditioned points in time 
for all HTC levels. From the analytical solution, surface 
temperature histories are generated across the full range 
of expected heat transfer coefficients, converted to green 
intensity and a global minimisation is used to extract HTC 
at each pixel location. A spatially resolved map of heat 
transfer coefficient was then produced and transformed to 
Nusselt number to eliminate the effect of changes in gas 
conductivity between tests. A mean value of thermal con-
ductivity of air, 0.0279 W/m/K, was applied at all points 
and all tests to generate the Reynolds number; this intro-
duced insignificant error into the calculation.

The hybrid rib technique (McGilvray and Gillespie 
2011), using a lumped heat capacity method, is used to cal-
culate heat transfer through the ribs. Hollow ribs were used 
to ensure a sufficiently low Biot number (<0.02), which 
allows a lumped capacitance model to be used.

A perturbation method (Kline and McClintock 1953) 
was again used to evaluate uncertainty in the heat transfer 
coefficients reported. Errors were assumed to be independ-
ent and of equal probability. Heat transfer experimental 
uncertainties are shown in Table 1. Total heat transfer coef-
ficient uncertainties were found to be 5.7–7.1%.

4 � Numerical calculation set‑up

The mesh was generated using ANSYS ICEM 14.5 from 
the experimental geometry, comprising the initial square 
settling length, 2:1 (horizontal) contraction and 1:2 AR 
ribbed passage, Fig. 9. The mesh type upon generation was 
unstructured tetrahedral octree. A grid independence study 
was carried out to assess the effects of (1) cell size and (2) 
the tetrahedral to hexahedral conversion. The cross-sectional 
velocities were assessed at measurement planes behind 
the first and last (twelfth) ribs. Grid sizes were 3.73  M, 
5.91 M and 8.81 M cells for the coarse, medium and fine 
grids, respectively. The medium and fine grids had regions 
of higher mesh density around the ribs, as shown in Fig. 9. 
A comparison between three grids is shown in Fig.  10. It 
can be seen that the contours of velocity for the medium and 
fine grids are extremely similar; hence, it was chosen to use 
the medium grid sizing in the heat transfer grid convergence 
index study below. For the medium and fine grids, a neg-
ligibly small difference was also seen in the same velocity 
contours for the tetrahedral to hexahedral conversion.

A grid convergence index (GCI) study (Roach 1994) 
was carried out on three meshes, only varying the number 
of prism layers (the initial volume mesh was kept as gener-
ated above). GCI is calculated

where here Fs is a factor of safety (=1.25), f is a solution 
functional, r is the grid refinement ratio, and p the order of 
convergence, calculated as

where we have used an average value r = rav between 
the three grids/two refinements (as the two values are 
extremely close). The grid convergence index gives an 
uncertainty due to mesh sizing. An extrapolated value of 
the functional at zero grid spacing fh=0 is calculated from

Area-averaged exit temperature from the domain and 
integral heat flux from the leading edge were assessed, and 

(7)GCI (%) = Fs

ffine − fmedium

ffine
/
(

rp − 1
)

× 100

(8)p = ln

(

fcoarse − fmedium

fmedium − ffine

)

/ ln (r)

(9)fh=0
∼= ffine +

ffine − fmedium

rp − 1

Fig. 8   Experimental gas and projected surface temperature profiles 
for differing heat transfer coefficients. Symbols indicate time at which 
35, 40, 45 ◦

C crystals activate for each projected surface temperature 
history
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the results are summarised in Table 2. Temperature values 
showed lower uncertainty than the integral heat flux, with 
both functions showing small values of GCI on the fine 
grid. This fine grid, used for the simulations below, had 
8.08 M cells/3.53 M nodes, with a highly resolved bound-
ary layer (24 prism layers, re = 1.2, δ1 = 5.1µm ). The ‘tet 

to hex’ conversion was run following the generation on the 
boundary layer mesh to reduce the computational expense.

Numerical calculations were performed using ANSYS 
FLUENT 14.5 for calculations and CFD-Post 14.5 for data 
extraction. Generation of the Nusselt number distributions 
was done using MATLAB R2013a. Low Reynolds number, 
steady calculations were run using the two-equation realis-
able k − ǫ model with enhanced wall treatment. The real-
isable k − ǫ model was chosen due to its widespread use 
in industrial practice and its better performance against the 
k − ω SST turbulence model for predictions of heat trans-
fer in ribbed cooling passages in previous publications 
(McGilvray et al. 2013; Pearce 2015). Simulations carried 
out with k − ω SST and the Reynolds stress turbulence 
models showed −5.2 and +1.1% difference, respectively, 
in integral heat flux over the domain respectively when 
compared to the realisable k − ǫ simulation. The most sig-
nificant differences were with the k − ω SST model, on the 
ribbed walls (−6.9%) and trailing edge (−12.4%) in com-
parison to the realisable k − ǫ simulation.

Gas density was calculated from the ideal gas equation; 
specific heat capacity, conductivity and viscosity were cal-
culated from piecewise interpolation of profiles against 
gas temperature. Spatial discretisation was Green–Gauss 
node-based for gradient, standard for pressure and second-
order upwind for density, momentum, turbulence kinetic 
energy, dissipation rate of the turbulence kinetic energy 

Table 2   Summary of grid 
convergence index study

Area-averaged exit temperature and integral heat flux from the leading edge were assessed. Tout,h=0 and 
QLE,h=0 represent the projected values as the grid spacing tends to zero

Mesh No. of cells (M) r (rav) Tout (K) p GCI (%) Tout,h=0 QLE (W) GCI (%) QLE,h=0

Coarse 3.85 1.45 (1.45) 314.89 1.67 0.12 – 191.88 10.01 –

Medium 5.59 – 315.15 – – – 179.56 – –

Fine 8.07 1.44 (1.45) 315.29 1.67 0.06 315.31 177.57 1.63 175.25

Fig. 9   Computational domain of experimental geometry, showing 
initial square settling length, 2:1 (horizontal) contraction and ribbed 
passage. Rib surfaces highlighted, and areas of increased mesh den-

sity (max cell size/Dh = 0.02 around ribs indicated. Rest of 1:2 AR 
passage also at an increased mesh density (max cell size/Dh = 0.04). 
Simulation has 12 pairs of ribs, as below. Flow right to left

Fig. 10   In-plane/cross-sectional velocities (m/s) for three grid densi-
ties. Top row: vertical velocity (positive up). Bottom row: horizontal 
velocity (positive left). Same orientation as Fig. 11
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and energy. A coupled pressure–velocity scheme was used. 
Convergence was obtained for all simulations with residual 
levels below 10−4 for continuity, and below 10−7 momen-
tum, energy and turbulence properties. A constant mass 
flow rate was set at the inlet plane, with specified turbu-
lence intensity, and length scale from hydraulic diameter. 
Aerodynamic simulations were carried out at isothermal 
conditions; the heat transfer simulations with all wall tem-
peratures held at 300 K and inlet driving gas temperature at 
320 K.

5 � Aerodynamic results

Experimental aerodynamic data are presented as plots of 
pitch and yaw in Fig. 11a–d where experiments are com-
pared to numerical predictions. Pitch and yaw angles are 
shown as defined in Fig. 12 The figures show pitch angle 
(vertical) on the left two maps and yaw angle (horizontal) 
on the right two maps. The same experimental data are 
used to form the vector plots seen in the combined aerody-
namic and heat transfer images in Fig. 15.

Similar and expected trends in the development of the 
cross-passage secondary flow are seen in both the experi-
mental and numerical data. Secondary flow vortices are 
seen in all maps and can be tracked as the development 
of four main features in pitch and yaw. Flow at large pitch 
angles was seen along the leading edge (left-hand verti-
cal edge), moving vertically from near the corners towards 
the centre of this edge. Strong negative yaw is seen in the 
centre of the passage, becoming less pronounced moving 
horizontally towards the trailing edge. Along the trailing 
edge the flow moves from the centre towards the pressure 
and suction surfaces (ribbed surfaces). Finally the second-
ary flow close to the pressure and suction surfaces is char-
acterised by positive yaw, returning this flow towards the 
leading edge of the passage. This main feature is barely 
apparent downstream of three rib pairs, with the centre 
of rotation close to the junctions of the leading edge and 
ribbed surfaces. As the flow develops, the centre of rota-
tion moves onto the centreline of the passage, horizontally, 
and approximately equidistant from the ribbed end walls. 
The flow field is clearly close to being fully developed in 
Fig. 11c, d. Not easily visible in these angle plots but seen 
in the vector plots in Fig.  15 is a reduction in secondary 
flow magnitude with the addition of three rib pairs (from 
9 to 12 pairs). Here it is speculated that the development 
of the secondary flow across the full passage leads to 
enhanced mixing and CFD studies show that a periodic 
strengthening and decay of the flow secondary flow field 
then ensues.

It is well established (Han et al. 2000) that ribs arranged 
in a parallel as opposed to cross-direction configuration set 

up secondary flows within the flow in the form of counter-
rotating vortices so it is unsurprising that these are clearly 
seen in the experimental data; flow driven onto the lead-
ing edge by the ribs, then towards the centre of the lead-
ing edge, from there it was swept towards the trailing edge 
as a cross-flow. Other smaller features are also visible. A 

Fig. 11   Experimental and simulation data for increasing numbers of 
ribs (3, 6, 9, 12 pairs). Left pair of each plot: pitch angle. Right pair 
of each plot: yaw angle. Edges of each plot (relative position within 
blade): top: suction surface; right: trailing edge; bottom: pressure sur-
face; left: leading edge. a 3 pairs of ribs. b 6 pairs of ribs. c 9 pairs of 
ribs. d 12 pairs of ribs
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pair of vortices develops in the corners of the leading edge, 
downstream of the end of each rib. These rotate in the same 
direction as the main secondary vortex in each half of the 
passage.

6 � Heat transfer results

Beginning with three fixed pairs of brass ribs, each con-
secutive test was conducted with an upstream pair of ribs 
upstream to allow the secondary flow field to develop. Raw 
experimental data were processed as previously described, 
and then specific areas from each experiment were normal-
ised and combined in sequence with data from other tests 
to form a single spatial map of heat transfer coefficient dis-
tribution built from small, high-resolution sections.

Normalisation of consecutive experiments was under-
taken to allow concatenation of data. A single test gathered 
data from an area around three ribs (equivalent to ribs 1–2–3 
in the first test and 10–11–12 in last) for both the suction 
surface and leading edge. The data of interest were always 
taken to surround the middle rib of each test; in particu-
lar, the final rib data were excluded to ensure the reattach-
ment of flow to the ribbed surface was accurately captured. 
An area representing the repeating rib unit was defined for 
the purposes of normalisation, shown on the experimental 
data in Fig. 12. A check could be made of the consistency 
of the data by comparing the middle rib distribution from 
one spatial position test to the furthest upstream rib in the 
next test (with an additional rib added). Where there were 
slight discrepancies seen test to test (area-averaged differ-
ences of 8.4% on the ribbed surface and 5.8% on the smooth 
surface), linear scaling was applied to match the average 

Nusselt number over equivalent ribs. These differences can 
be linked to variations in conditions test to test and slight 
differences in the area of pixels selected for processing from 
each experimental video. The data of interest surround-
ing the middle rib were then extracted and concatenated 
in series to form a spatial Nusselt number map for the full 
passage. Note that because the ribs are staggered on either 
side of the passage, a diagonal discrepancy is seen across 
the leading edge surface. This arises from the use of a single 
centreline driving gas temperature over the entirety of each 
rib pitch in the generation of the heat transfer coefficient/
Nusselt number. When averaged, this is typical of the meth-
odology used in analyses by engine designers.

The experimental concatenated map of Nusselt number 
is presented in Fig. 13. This gives a clear indication of the 
development of the heat transfer distribution as number of 
ribs is increased (equivalent to the flow entering and mov-
ing along the passage).

Similar heat transfer features to those described in the 
open literature are seen in the experimental data. On the 
ribbed wall, high areas of Nusselt number around the 
upstream corner of the rib due to the generation of a horse-
shoe vortex as the oncoming turn around the rib. The main-
stream flow passing over the ribs reattachs downstream 
causing triangular regions of high Nusselt number between 
them. Finally, on the floor of the passage in proximity to 
the downstream corner of the rib an additional enhance-
ment in Nusselt number is seen. This is associated with a 
rolled up vortex travelling along the angled rib which then 
scrubs the passage floor in this location.

The secondary flow induced clearly runs up onto the 
leading edge of the cooling passage. Here the increased 
velocity and thinned boundary layer promote high heat 
transfer. As expected from the aerodynamic measurements, 
this feature strengthens moving along the passage, plateau-
ing as the flow becomes fully developed and then slightly 
decreasing in extent.

While the highest Nusselt number would be expected at 
the entrance of a smooth passage, here precisely the oppo-
site is observed, and the average Nusselt number for the suc-
tion surface and leading edge against axial position, shown 
in Fig. 14, is found to be 1.4–1.5 times higher at the 12th 
rib pair than for the first, averaging across the ribbed and 
smooth wall. It is clear that the flow develops substantially 
over the first 5–6 rib pitches. The difference in level of Nus-
selt number is stark and emphasises the importance of fully 
characterising the distribution in the developing flow region.

The results of a CFD simulation of the entire passage are 
included for comparison. Nusselt number is calculated by 
Eq. 10, where x is the streamwise position.

(10)Nu(x,y,z) =
q̇(x,y,z)Dh

k
(

Tgas(x) − Twall
)

Fig. 12   Areas used in normalisation method of experimental data
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Again the pronounced discontinuity in Nu level at the 
passage exit is caused by discrete steps in driving gas 
temperature. The CFD illustrates that the level of Nusselt 
number is similar on the opposing ribbed wall for this sta-
tionary passage, while the other smooth wall has substan-
tially lower Nusselt number as it is not subject to the sec-
ondary flow wash generated by the parallel rows of ribs. 
To make a more direct comparison to the experimental 
data the simulation Nusselt number distribution was cal-
culated for each strip (as in the experiment) based on the 
centreline gas temperature at the same distance upstream 
of the rib pitch of interest, exactly as done for the experi-
mental data, Fig. 12. This can be seen in the bottom plot of 
Fig. 13. This figure indicates that the gas centreline tem-
perature stays fairly constant up until the ninth rib pitch, 
where it starts to fall significantly, followed by a small 
recovery at the twelfth rib. This is an accurate prediction of 
the physical trend seen in experiments instrumented with 

Fig. 13   Top experimental Nus-
selt number distribution (suction 
surface and leading edge only). 
Middle simulation Nusselt num-
ber distribution (all surfaces). 
Bottom gas temperature profile 
from simulation, showed as 
continuous (blue), and as sam-
pled to match the experimental 
method (stepped, red)

Fig. 14   Circumferentially averaged Nusselt number against axial 
position for suction surface and leading edge
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a full distribution of streamwise centreline thermocouples 
(McGilvray et  al. 2013). Whereas the flow has been los-
ing driving potential continuously along the passage, the 
nature of developing secondary flow—the upper and lower 
passage vortices—has the effect of rolling the lower cool-
ing potential flow into two regions above and below the 
centreline, but driving the higher cooling potential flow 
near the centreline towards the sidewall, thus driving 
the cooling process. When the vortices have grown such 
that they occupy the entire cooling passage, lower cool-
ing potential flow must exist at the centreline. This flow 
is swept across the passage from leading to trailing edge, 
driving the sudden and progressive drop in centreline gas 
temperature (4  K from the original driving gas tempera-
ture difference of 20 K). The mixing of the vortices has the 
effect of weakening their structure, and rate of temperature 
drop becomes less pronounced. In the steady numerical 
calculations two features account for the poorer match to 
the experimental data in this area. First the CFD mesh is 
optimised to capture near wall viscous effects; thus, impor-
tant mixing events near the centre of the passage, which in 
any case are likely to be highly unsteady, are not well cap-
tured by the mid-passage-resolved mesh. Sensible mesh 
refinement, however, did not improve this substantially. 
Second, in the current methodology where there has been 
a one pitch offset in the location of the gas thermocouple 
relative to most of the solution, the solution is very sen-
sitive to the position at which the centreline temperature 
first begins to drop, and this leads to large, discrete pitch 
to pitch variation in this region, over-predicting the HTC 
in areas of increasing temperature and under-predicting 
where the temperature is dropping. It is the segregation of 
colder flow into the secondary flow structures upstream of 
the 9th rib that contributes to a remarkably constant cen-
treline temperature in that region, and this in turn leads to 
excellent agreement between the experimental HTCs and 
CFD predictions. While the HTC could be formed based 
on the local adiabatic wall temperature to great effect, 
this would be of little value to an engine designer whose 
predictive capabilities generally depend on conducting an 
energy balance along a cooling passage in the absence of 
known profiles in the cooling flow.

6.1 � Experimental to numerical simulation comparisons

A qualitative comparison between the experimental and 
numerical simulation data shows that the main heat trans-
fer features are picked up and the level of Nusselt number 
is of the same order. The circumferentially averaged values 
are presented in Fig.  14. The simulated results are particu-
larly good for the first 9–10 rib pitches, where the simulated 
Nu vales are on average only 7.6% above the experimental. 
Rib pitches 11 and 12 show a significant deviation between 

experimental and simulation data, the latter predicting an 
average Nu 50.9% higher than seen in the experiments. The 
simulation over-predicts Nusselt numbers by 17% on average.

If the continuous centreline gas temperature profile is 
used, rather than the interpolated profile method, a signifi-
cant discrepancy between experimental and CFD Nusselt 
number maps still exists, though the discontinuities disap-
pear. This indicates that use of the centreline gas tempera-
ture for the calculation of HTC may not be the most appro-
priate value, though this is the standard practice within 
the field. Gillespie et  al. (1994) discuss using mixed bulk 
temperatures for the calculation of HTC as a more useful, 
accurate and comparable way of defining HTC.

The experimental difficulties with taking spatially quan-
tified measurements of mixed bulk temperature (mass flux 
averaged temperature, Eq.  11) could be solved by using 
the passage build up technique described in this paper. 
To gather spatially resolved temperature measurements, 
a coarse grid of fine wire, cross sectional across the pas-
sage just downstream of the aerodynamic measurement 
plane, would be used to hold an array of thermocouples. 
Streamwise velocity and static pressure are calculated from 
the aerodynamic measurements. Density can be calculated 
from the combination of the data sets. Specific heat capac-
ity is either correlated against temperature or assumed con-
stant for an individual cross section.

7 � 3‑D combination plots

In Fig. 15 the experimental aerodynamic and experimental 
Nusselt number data are shown combined at the four aero-
dynamic measurement planes (behind the 3rd–6th–9th–
12th rib pairs). Now the aerodynamic data are presented 
in the form of vector plots, showing in-plane directions 
and magnitude of these velocities, allowing their magni-
tude to be better understood. The vector plots are scaled to 
the same base value for both experimental and numerical. 
The Nusselt number scale is shown in Fig. 13. These plots 
clearly indicate the fluid dynamical secondary flow features 
within the bulk flow, but importantly also where the numer-
ical simulation is not able to correctly capture the phys-
ics. We can show that the simulations as carried out using 
industry standard practices and models, while able to pro-
duce superficially similar heat transfer distributions, are not 
in fact really capturing the true aerodynamic mechanisms 
by which the secondary flow drives the heat transfer distri-
bution observed. This helps explain the substantial differ-
ences seen in the last two ribs in Fig. 14.

The combination of aerodynamic and heat transfer 
data clearly shows the dominant effect of the secondary 

(11)Tm,b =

∫

ρucpTdAx
∫

ρUcpdAx
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flow features in promoting regions of high heat transfer. 
High heat transfer is seen where the flow impinges onto 
passage walls, causing a thin thermal boundary layer. Sig-
nificantly lower heat transfer is observed in regions where 
flow moves parallel to, or away from the walls (in the 
cross-sectional plane). The salient aerodynamic and heat 
transfer features are well matched spatially. In particular in 
the experimental data (top row of plots) on the suction sur-
face (top surface of each plot) the two regions of high heat 
transfer in the middle where impingement is seen, and on 
the leading edge (right side) the small regions of high heat 
transfer at the extremities where impingement is again 
seen. Also the region of low heat transfer in the middle of 
the leading edge, where the flow is seen to move parallel 
to or away from the surface.

The significance of small secondary flow features can be 
seen most easily in the case of nine pairs of ribs. Here the 
small additional corner vortex causes impingement of flow 
onto the leading edge sidewall and onto a region immedi-
ately downstream of the back corner of the rib. These gen-
erate high heat transfer. The flow separation from the centre 
of the leading edge is associated with lower heat transfer. 
The secondary flow field seen for 9 and 12 pairs of ribs 
is very similar in structure. Note that only a small area of 
HTC data was available for the experimental 12 ribs case, 
hence the short axial distance in the plot.

These combination plots demonstrate that even for the 
first nine ribs, where matching between the experimental 
and simulated Nusselt number distributions is very good, 
the turbulence modelling is not fully capturing the physics 

Fig. 15   Three-dimensional combination plots showing aerodynamic cross sections with Nusselt number distribution. The cross section is shown 
at the most upstream point of each image. Top row experimental. Bottom row numerical simulations. Scale as Fig. 13
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of the secondary flows. This is primarily as the simulation 
shows a single pair of counter-rotating vortices in the pas-
sage, whereas the experimental data show the development 
of a second pair of vortices in the passage from six ribs pairs 
onwards. It appears to be these features that drive the flare of 
high heat transfer seen on the leading edge sidewall (marked 
‘A’ on experimental nine-rib case, Fig.  15). Experimental 
data show the flare being comprised of two parts a small, 
high Nusselt number core, surrounded by a larger, lower 
Nusselt number outer region. The 3-D combination plots 
show a strong correlation between the location of the smaller 
corner vortices and the spots of higher heat transfer in the 
leading edge flares. This differs from the simulation data, 
where the majority of the sidewall flare is at a high level, and 
notably the angle of the flare is more aligned with the main-
stream flow in the experiment. The simulation aerodynamic 
data show no evidence of the smaller vortices, but rather a 
large sweeping flow from the rib onto the leading edge. This 
suggests that the level of mixing of this flow with the main-
stream is lower and it penetrates further across the passage.

The feature marked as ‘B’ on the same plot is driven 
by a complex set of interaction of vortices in the passage 
near to the rib and is simply absent from the simulated 
data. While numerically the Nusselt number values are 
superficially similar, the mechanisms by which these fea-
tures are formed are not correctly modelled in parts the 
steady RANS CFD, and there must therefore be some risk 
in extending the modelling to conditions which cannot be 
validated. This underlines the importance of combining the 
aerodynamic and heat transfer data when validating numer-
ical modelling.

8 � Conclusions

An experimental technique has been developed and applied 
to allow rapid, detailed aerodynamic and heat transfer meas-
urements to be taken in a stationary internal cooling passage 
with an arbitrary distribution of ribbed turbulators. The mod-
ified approach, where the geometry is progressively built, 
has been shown to generate full surface Nusselt number and 
allow non-invasive secondary flow field distributions to be 
measured with high resolution. The inherent error introduced 
by this strategy was explored numerically and data excluded 
from analysis appropriately where there are not sufficient 
geometric features to ensure representative flow.

These data show clear links between small secondary 
flow features and local Nusselt number enhancement on 
the passage surface. It has been demonstrated that a full 
passage Nusselt number map at high resolution can be 
formed using a piecewise approach, and that heat transfer 
from developing flow at the passage entrance on a smooth 
wall is 1.4–1.5 times higher at the last (12th) rib than at 

entry. Enhancement on the ribbed wall is similar; however, 
a peak is found after five rib pitches (again approximately 
1.5 times the level at the passage entrance); however, this 
drops to 1.4 towards the passage exit. The implications of 
this distribution are not clear as the driving gas temperature 
also drops form the entrance of the passage.

The data have been used for the validation of CFD 
employing industry best practice meshing and solution 
strategies. While generally the CFD models the system 
well, some key flow features responsible for local heat 
transfer enhancement in real engine cooling geometries, 
where ribs may not span the full passage, are missed. The 
3-D plots combining aerodynamic cross-sectional vector 
plots with spatially resolved surface Nusselt number maps 
are then used to investigate the differences between the 
Nusselt number distributions in these regions. The whole 
passage Nusselt number was over-predicted by 17% on the 
experimentally measured surfaces.
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