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Abstract
In this study, we present the results of theoretical calculations concerning heat exchange in materials subjected to laser 
irradiation, with particular emphasis on Z-scan experiments. Using explicit difference methods, we model the temperature 
distribution in three-dimensional samples of various sizes, such as [4 × 4 × 2] mm, [5 × 5 × 2] mm, and [6 × 6 × 2] mm. The 
simulations encompass two different types of pulsed lasers with durations of 10 (ns) and 100 (ps), adjusting laser parameters 
to achieve a peak irradiance intensity of 5 GW/cm2 . The temperature distribution in samples, denoted as T(x, y, z, t), is com-
puted using a novel laser heat source model specifically designed for this problem. The computational program Z-lambda 
enables not only the simulation of thermal processes during the Z-scan experiment but also post-experiment analysis. The 
development of this software was one of the main objectives of this study. The results indicate that the thermal analysis of 
Z-scan experiments requires consideration of factors such as laser pulse duration, laser repetition time, sample geometry, and 
heat exchange between the studied material and the surroundings. Especially in the Z-scan technique, controlling thermal 
parameters before the experiment is crucial for obtaining precise and reproducible results. It is noteworthy that sample heating 
during the experiment can significantly influence charge carrier density, subsequently affecting the parameters of nonlinear 
optics (NLO). Tools like the Z-lambda program allow for the optimization of laser parameters, minimizing sample heating, 
and reducing the thermal impact on NLO parameters.

1  Introduction

The complexity of the processes taking place during the 
interaction of the material with the laser radiation makes 
work on this topic a challenge for scientists both in experi-
mental and theoretical fields. Therefore, the main goal of the 
research is not only to characterize and understand the basic 
processes of structural changes occurring in solids under 
the influence of strong radiation beams and use this knowl-
edge to design optoelectronic devices, but also to calculate 

appropriate parameters, such as fluency thresholds and tem-
perature distribution in the material as a function of time. 
This is important for applications, e.g. for optical elements 
for a new generation of radiation sources. In view of the 
above, scientists’ research focuses not only on the analysis 
of the interaction between the material and the laser beam, 
but also on the related heat transfer from the laser to the 
material. Analytical and numerical models already exist in 
the scientific literature that focus on this process, allowing 
for a more complete understanding of both thermal and non-
thermal procedures and the prediction of the outcome of 
these interactions [1–5].

There are also papers in the literature that present a tran-
sient temperature profile for a solid-state laser amplification 
system powered by a laser pump [6, 7]. Such generalized 
models can significantly affect the design process of laser 
systems and the prediction of window degradation in optical 
materials. In addition, the optical path description is directly 
applicable to thermal lens spectrometry, allowing correlation 
of the optical path change with the thermo-optical properties 
of solid materials.

In the case of a nonlinear optics experiment, especially in 
the context of the Z-scan technique, precise evaluation and 
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control of the thermal parameters of the sample prior to the 
experiment play a key role in achieving accurate and repro-
ducible results. It is worth realizing that during a Z-scan 
experiment, when the sample is subjected to pulsed laser 
illumination, material heating can occur. This process can 
significantly affect the distribution of charge carrier densi-
ties, which in turn has a direct impact on the parameters 
of nonlinear optics (NLO). It should also be noted that the 
third-order nonlinear susceptibility is strongly dependent on 
temperature. An increase in temperature can lead to a change 
in the microscopic structure of the material, which affects 
the distributions of electron and photon energy densities, 
directly influencing the �3 value. Thanks to tools such as the 
Z-lambda program and the analyses performed with it, it is 
possible to determine the optimal laser parameters, such as 
pulse power, pulse frequency and pulse duration. Optimiza-
tion of these parameters makes it possible to avoid excessive 
heating of the sample during the experiment and minimize 
thermal effects on the parameters of nonlinear optics.

However, the literature data show that analytical solving 
of heat transfer problems, with the exception of a few 
simplified cases, may be very difficult. In addition, analytical 
solutions are illustrative, but ineffective in many cases, 
presenting practical applications, especially in anisotropic 
materials and objects with complex configurations. 
Therefore, numerical methods are becoming more and 
more widespread, which is due to the very rapid increase 
in computational capabilities of modern computers, which 
now makes it possible to solve complex three-dimensional 
thermal research problems in a short time. Then, traditional 
numerical techniques such as finite difference (FDM), finite 
volume methods (FVM), finite element methods (FEM) 
and boundary element methods (BEM) are effective and 
repeatedly applied, and the development and application of 
new numerical methods represent important contribution 
in this area [8–12]. The numerical scheme based on the 
finite difference method is proposed in this article and has 
been used to analyze the heat propagation in solids under 
laser radiation. Such a procedure allowed to determine the 
temperature value at discrete spatial and temporal points. 
The three-dimensional model presented in the article was 
subjected to simulation of the heating process generated by 
the laser, followed by an analysis of the cooling process, 
taking into account both radiation and heat dissipation. 
Moreover the numerical procedures of the software are also 
discussed. The created program is a cross-platform tool 
that works on terminal of operating systems such as Linux, 
macOS and Windows. The article is organized as follows: 
Sect.  2.1 gives theoretical issues related to transverse 
electric and magnetic wave propagating in the free space, 
the law of heat conduction and information about applied 
numerical calculation. In particular, it is discussed in detail 
the finite differential element method for heat transfer and 

introduced new absorptive profile function proper for applied 
calculations. Section 3.1 presents calculations and results. 
A case study on heat transfer characteristics in a sample 
subjected to intense nano- and pico-second laser irradiation 
is also presented here. In the Sect. 3.3, we delve into the 
thermal effects observed during the Z-scan experiment, 
focusing on PbOGeO2 2 %Yb, 0.5%Tm, 1.0% Si material. Our 
analysis includes a detailed exploration of the heat transfer 
propagation dynamics within the tested materials, shedding 
light on the interplay between laser irradiation and thermal 
responses. Additionally, the section explores the influence of 
thermal conductivity at the thermocouple-material contact 
point on the overall temperature distribution within the 
sample. This section also verifies the accuracy of theoretical 
calculations performed using the Z-lambda software with 
experimental data. Conclusions are summarized in Sect. 4.

2 � Theory

2.1 � Transverse electric and magnetic wave 
propagating in the free space

Theoretical consideration will be based on the lowest-order 
transverse electric and magnetic (TEM00 ) wave propagation 
in free space. The distribution of the electric field for the 
TEM00 is described as follows [13, 14]:

The above equation consists the three factors. The first is 
related to the amplitude of the electric field while the beam 
propagates along the z axis. Amplitude of the electric field 
term is the function of the coordinates x and y which can be 
expressed by the radial coordinate given by r2 = x2 + y2 . The 
j is the imaginary unit. The equation below represents the 
laser beam radius along z coordinate:

where �0 is the beam waist, �0 is the wavelength and n is the 
refractive index. At the distance from the z = 0 point in the 
propagation direction the longitudinal and the radial phase 
factor change. The longitudinal phase factor is described 
by the second term of the equation while the radial phase 
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factor is expressed by the last term. Here k� = 2�n∕�0 is the 
wavenumber and R(z) is given by:

When considering thermal issues, it is convenient to derive 
the dependence of the spatial distribution of power (W/m3 ) 
or energy (J/m3 ) of laser light. Taking into account the linear 
and non-linear absorption of laser light, the energy trans-
ferred to the material can be calculated. On this basis the 
calculation of the temperature distribution T(x, y, z, t) can 
be done. The Z-scan experiment uses both CW and pulsed 
lasers with specific radiation power and energy per pulse. 
Knowing the geometry of the laser beam and in particular 
the divergence angle, beam waist �0 and wavelength �0 , we 
can obtain the irradiance I0 for the focal point z0 . The electric 
field E0 of such radiation at point z0 can be calculated using 
the Poynting vector [15, 16]:

in above equation the B is E/c and the time-averaged magni-
tude of the Poynting vector for a laser radiation is given by:

As E
2
= (1∕2)E2

0
 , therefore the electric field E0 is given by:

The total power crossing the plane xy along the z axis can 
be expressed by:

where � = 376.7(Ω) is the wave impedance of the plane 
waves for the free space. More precisely the wave imped-
ance can be given as follows:

where �0 is premeability constant and �0 = 1∕(4�k0) is the 
vacuum permittivity.

2.2 � Z‑scan experiment

Nonlinear optical properties play a crucial role in various 
applications, including laser technology, photonic devices, 
and material science. The Z-scan experiment offers a powerful 
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means to characterize these properties, providing insights into 
how a material responds to varying light intensity. The sche-
matic illustration of the apparatus was presented in the Fig. 1. 
The diagram depicts a laser emitting a Gaussian beam, denoted 
by the solid blue line. The experimental setup includes two 
photodetectors, PD1 and PD2, responsible for recording the 
intensity values I0 and I, respectively. The system also com-
prises a sample, a beamsplitter (BS), an aperture (A), and a 
transmission plot.

This technique employs a focused Gaussian beam to assess 
the light transmittance of the examined sample. The sample’s 
position is adjusted concerning the focal plane of a field lens, 
positioned at z = 0 . The measurement is conducted away from 
the focus ( −z ), where the transmittance remains relatively con-
stant. Subsequently, the sample is displaced towards the focus 
and then to the position +z . In the case of a material exhib-
iting positive nonlinearity ( n2 > 0 ), the T(z) results initially 
depict a valley, followed by a peak. Conversely, for a sample 
with n2 < 0 , the results show the opposite pattern-first a peak 
and then a valley. During self-focusing phenomena, the beam 
becomes collimated by the sample, causing beam narrowing at 
the aperture and leading to an increase in the measured trans-
mittance. Conversely, in the case of self-defocusing, the beam 
broadens at the aperture, resulting in a decrease in transmit-
tance. The scanning process concludes when the transmittance 
returns to a linear behavior. Based on Eqs. (9) and 10 we can 
obtain the real and imaginary parts of the third order nonlinear 
optical susceptibility which can be expressed:

where � is the two photon absorption, n2 is the nonlinear 
refractive index—both values are obtained directly based on 
the Z-scan experiment, �0 = 8.85 × 10−12 (F/m) represents 
electric permittivity, c = 3 × 108 (m/s) is the speed of light, 
n0 is the refractive index and � is the wavelength. The role 
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Fig. 1   Schematic representation of the Z-scan configuration
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length of the sample in a Z-scan experiment is fundamental, 
as it directly affects measurement characteristics. We assume 
that the thickness has been precisely chosen, allowing us to 
neglect possible changes in the diameter of the laser beam 
inside the sample caused by diffraction or nonlinear refrac-
tion. In the context of linear diffraction, we assume that 
length of the sample L << z0 , while the criterion for non-
linear refraction assumes a material thickness L << z0∕Δq0 . 
The z0 is the Rayleigh length defined by:

where �0 is the laser’s beam waist and � is the laser’s beam 
wavelength. In the scientific work dedicated to the theory 
of Z-scan as described by Mansoor Sheik-Bahae et al. [17], 
it was stated that the second criterion is satisfied when Δq 
is small. In the case of the first condition, based on experi-
mental studies, a more restrictive condition L < z0 was 
assumed. According to this assumption, the amplitude 

√

I 
and the phase q of the laser radiation as a function of z′ are 
determined by the following pair of equations:

In these equations, �(I) determines the linear and nonlin-
ear absorption conditions, and z′ specifies the penetration 
depth of the sample by laser radiation. The � coefficient can 
be determined by finding a relation between the theoretical 
curve described by the equation below to the experimental 
results [16, 18]:

In the equation above, q0 and z0 represents:

where q0 is a parameter obtained by fitting the theoreti-
cal curve to the experimental scan, L is the sample length, 
and z0 corresponds to the Rayleigh range. In the equations 
above, z represents the sample position with respect to the 
focal point. Negative values of z indicate that the sample is 
positioned between the focusing lens and the beam waist at 
focus, while positive values of z indicate that the sample is 
located between the focal point and the detector. The laser’s 
beam waist radius is defined by �0 , and the intensity of the 
incident beam at the focal point and the sample thickness 
are denoted respectively by I0 and L. The transmission curve 
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obtained by scanning with the close aperture mode can be 
approximated as follows:

In the above equation, x = z∕z0 and Δq0 are the induced 
phase distortion of the laser Gaussian beam after being 
passed through the sample. When the curve described in 
Eq. (16) is symmetrical and possess the characteristic peak 
and valley, we can be calculate phase distortion Δq0 the 
subsequent nonlinear refractive index n2 using the equation 
below:

where S is the fraction transmitted by the aperture.

2.3 � The law of heat conduction

The thermal conductivity, is described by the Fourier law, 
which for the Cartesian coordinate system in a three-dimen-
sional space can be expressed as follows [19–21]:

where T is the temperature (K), � is the material density (kg 
⋅ m −3 ), t is the time (s), �x , �y and �z are the thermal con-
ductivity (W ⋅ m −1⋅K−1 ) in the orthogonal system with the 
following coordinates: x,y and z (m). The heat generation in 
the volume is expressed by the function Q(x, y, z, t) . In this 
paper, we consider a hexahedral sample that is heated by 
laser radiation. The heat accumulated in the sample will be 
released into the environment by radiative and convective 
heat losses which are expressed as follows [19, 22]:

In both equations the TA is the surface temperature (K) 
and the Ta is the ambient temperature. The coefficient � in 
Eq. (20) represents the emissivity of the material and surface 
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type, � is the Stefan–Boltzmann constant. In the Eq. (21), h 
is the heat transfer coefficient.

2.4 � Volumetric heat model

To date, many models of laser heat sources Q(x, y, z, t) have 
been developed for numerical simulations of heat distribu-
tion. In [23], the authors compared eight different models 
of other researchers for laser powder-bed fusion additive 
manufacturing. Models of laser heat sources normally take 
into account both the shape of the laser beam cross-section 
and the change in the intensity of laser light during material 
penetration. The heat model should contain all relevant fac-
tors that occur during a particular experimental case. In the 
Z-scan experiment, the laser light has a circular Gaussian 
distribution and the laser beam is only partially absorbed by 
the material [16, 24]. Therefore, the laser heat source model 
(LHSM) used in this paper will include the absorption, 
transmission and reflection coefficient of the material [25] 
and space geometry of the laser beam used for the Z-scan 
experiment. In the case of time-spatial geometry of the laser, 
the present model will describe a Gaussian laser beam for 
both continuous and pulsed light. Nevertheless, the calcu-
lations presented in the experimental section of this paper 
will use only pulsed lasers. The proposed three-dimensional 
model of the laser heat source used in Eq. (19) has the fol-
lowing form [23]:

where zc = z − 1∕2SL + zD—is the coordinate related to z 
position of the sample, SL represents the sample’s length 
position and the laser penetration depth is given by zD . The 
P(t) function has a Gaussian distribution with FWHM equal 
to the pulse duration. Finally the proposed absorptive profile 
function is given as follow [26]:

where �ht is the effective thermal absorptivity of the laser 
light, R� and T� represent reflection coefficient and the 
light transmission of the material at laser wavelength � , 
respectively.

2.5 � Explicit difference method

Let’s consider a hexahedral sample illuminated by laser light 
propagating along the Z axis. We assume that the sample’s 
length SL is less than z0 . The temperature distribution will be 
determined by the function T(x, y, z, t). Calculations will be 
made using the explicit difference method. The dimension 
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of the sample are SH , SW and SL and represent height, width 
and length respectively.

The sample is divided into control volumes, where 
the size of the single node is: Δx = SW∕N  , Δy = SH∕O 
and Δz = SL∕P . The N, O and P are the number of con-
trol nodes into which the sample was divided. The integer 
indexes i,j and k are related to the physical position of the 
node by the following dependencies x = i ⋅ Δx , y = j ⋅ Δy 
and z = k ⋅ Δz where i ∈ (−N∕2,N∕2) , j ∈ (−O∕2,O∕2) and 
k ∈ (−N∕2,N∕2) respectively. The heat balance for three 
dimensional internal mesh can be expressed as follows [22, 
27–29]:

Approximating the derivative with the forward difference 
quotient, the temperature of a given node with indices i, j, k 
at the next time step � + 1 is as follows [29]:

where �x = aΔt∕Δx2 , �y = aΔt∕Δy2 and �z = aΔt∕Δy2 and 
a = �∕�ct (m2/s) is a temperature equalization coefficient. 
As we can see, the temperature of a node (i, j, k) located 
in a three-dimensional mesh at time (� + 1) can be calcu-
lated from the temperature T� of neighboring nodes, where 
the integer � is a time index related to time by the relation 
t = �Δt.

In the calculation the Robin boundary condition (third 
type boundary condition) are applied. Therefore, if the heat 
transfer is calculated for the nodes that are situated at the 
corner or at the wall of the samples, the heat balance have 
to take into account radiative and convective heat losses in 
accordance with Eqs. (20) and (21). The heat transfer of 
that nodes are more complicated and three separate equa-
tions should be evaluated for vertices, edges and faces. As 
we can see in the Fig. 2, those nodes are localized at six 
faces, twelve edges. For a better explanation, let the faces 
have the following names: front, back, left, right, upper and 
lower. Similarly the names of the edges will be upper-front, 
upper-back, upper-right, upper-left, left-front, left-back, 
right-front, right-back, lower-front, lower-back, lower-right 
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and lower-left. In addition of nodes localized at the faces and 
edges, there are the singles nodes localized at each vertices 
also. The heat balance for nodes located at the faces, specifi-
cally at the front face in this case, is as follows [29]:

From the above equation, the temperature of a node located 
on the face at time � + 1 is calculated according to the 
following relationship:

where �cf =
(

hfΔz
)

∕� , �rf =
(

�f�Δz
)

∕� and TAf  are the 
ambient temperatures in the front of the sample. The 
equations for the other faces have the same forms and they 
only differ by the coefficients related to geometry. The heat 
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balance of nodes positioned at the edge should consider the 
ambient temperature, thermal conductivity, and emissivity 
of the two adjacent faces. This is crucial for thermal 
simulations to achieve greater accuracy. For instance, the 
samples are placed in the environment without a holder; 
however, the holder actually secures the sample with at least 
two bars. In this case, the thermal parameters differ from 
those at nodes surrounded by air. In Fig. 3, we observe that 
the node is positioned on the edge along the X axis, and 
two different faces are in contact with neighboring nodes, 
which is accounted for in the heat balance. In this scenario, 
these are the lower and front faces of the sample. The heat 
balance for the other eleven edges is similar and includes 
other thermal coefficients specified for the position of the 
considered edge. The temperature for the time step � + 1 of 
the node placed on the edge can be calculated as follows:

The coefficients presented in the equation above, �x , �y , and 
�z , are the same as those introduced in Eq. (25). The � coef-
ficients with subscripts c and r are associated with convec-
tive and radiative heat transfer, respectively. The subscript 
of � indicates the direction in which the nodes are in contact 
with heat transfer. Similarly, the subscripts of T refer to the 
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Fig. 2   The figure illustrates 
the distribution of selected 
nodes along the coordinate axes 
X, Y, Z in three-dimensional 
space. The example depicts 
a sample with dimensions 
SW = SH = SL = 1 mm, 
divided into N = O = P = 5 
nodes. Each individual 
node has dimensions 
Δx = Δy = Δz = 0.2 mm. 
Depending on the indices 
i, j, k indicating a particular 
node, its physical position in 
three-dimensional space can be 
precisely determined
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ambient temperature on the specific side of the sample. In 
the scenario described by Eq. (28), the nodes are in contact 
with the area on the front of the sample—along the Z axis 
( �cz , �rz , TAz ) and with the area on the lower face of the sam-
ple—along the Y axis ( �cy , �ry , TAy).

As is shown in the Fig. 3, the node at the corner has three 
neighbors. Each vertex of the cubic sample is in contact with 
three areas. In most of the cases, the ambient temperature 
of the surrounding space is equal TAx = TAy = TAz = TA such 
as the heat transfer coefficients hx = hy = hz = h and the 
emissivity coefficients �x = �y = �z = � . But in some cases, 
applying all or some different coefficients will be necessary. 
For example polishing and/or dulling of the selected sample 
faces affect on the surface emissivity. Similarly, the sample 
mounting system also influences the aforementioned thermal 
coefficients. As previously mentioned, the temperature of 
the node belonging to the vertex is calculated according to 
the equation:

The temperatures at time step � + 1 are determined based on 
Eqs. (25), (27)–(29). The specific equation used depends on 
the node’s position in the three-dimensional mesh. Internal 
nodes exchange heat with their neighbors, while outer nodes 
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additionally exchange heat with the surrounding environ-
ment. As previously demonstrated, the z-lambda software 
employs the aforementioned equations to compute the tem-
perature of glass under the influence of laser light in the 
Z-scan experiment.

3 � Results and discussion

3.1 � Thermal effects with varying pulse durations

In this section of the paper, we will present the results of 
numerical calculations in which glass samples are exposed 
to lasers with pulse durations of 10 ns and 100 ps. The calcu-
lations simulate the conditions in which a hexahedral sample 
moves along the Z axis at a constant velocity vs from the 
point −z to the +z . In this area, the sample is illuminated by 
pulsed laser light with a frequency of fr and pulse duration 
of � . Depending on the position of the sample in the Z axis, 
the diameter of the laser beam changes according to Eq. (2). 
The beam waist is at z = 0 spot and the laser irradiance 
assumes the highest value of I0 . When the sample reach’s 
the +z point, the laser stops generating the pulses and the 
calculations are continued. During this time, the examined 
sample cools down and exchanges the heat previously gained 
by the laser to the environment. The calculations were made 
using the z-lambda software—which was specifically written 
for the purposes of the calculations presented in this article.

The software can be accessed at reference [30], while a 
comprehensive description of its utilization is delineated in 
the article denoted by reference [29]. The calculation were 
carried out for the glass samples whose physical param-
eters are presented in Table 1. The selected parameters of 
the examined materials are typical and are close to those 
of the wide group of tellurium glasses. The three glasses 
of various dimensions were selected for calculations [ SW 
x SH x SL ]: [4 × 4 × 2] mm, [5 × 5 × 2] mm and [6 × 6 × 
2] mm. The heat maps of the front faces depicting the heat 

Fig. 3   3D model of the sample 
and its space coordinates. Left 
figure—bulk sample with heat 
maps on the faces, right fig-
ure—heat maps of the internal 
surfaces: (x, y, 0), (x, 0, z) and 
(0, y, z)
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induced in the sample by the first pulse at z = −0.025 (m) 
are illustrated in the Fig. 4. Parameters describing the Z−
scan experiment are summarized in the Table 1. Both lasers 
with short pulse durations were used in the analyses. All 
these lasers operated with a repetition frequency of fr = 10 
(Hz), and the pulse energy was selected so that the maxi-
mum power density at z = 0 was I0 = 5 (GW/cm2 ). Each 
of the three samples was exposed to nano- and pico-second 
laser beam. Fourier’s law is a widely used principle in heat 

transfer theory that states that heat flow through a material 
is proportional to the temperature gradient. This law is based 
on the assumption of steady state heat transfer and thermal 
equilibrium in the material. When these conditions are met, 
the rate of heat transfer can be described using the Eq. (19). 
In the case of nanosecond and pico-second lasers, the heat 
transfer still occurs over a relatively short period of time, but 
may still have sufficient time to reach thermal equilibrium. 
Under such conditions, Fourier’s law may be preserved and 

Table 1   Physical parameters of 
the sample and the environment 
assumed in calculations

Parameter Unit Value

Density (kg/m3) 2200
Specific heat capacity (J ⋅ kg−1⋅ K −1) 745
Thermal conductivity (W ⋅ m −1⋅K−1) 1.38
Sample’s initial temperature (K) 298.150
Ambient temperature around the sample (K) 298.150
The film coefficient boundary condition (all faces) (W ⋅ m −2⋅K−1) 5.0
Surface emissivity (all faces) (1) 0.95
Light transmission at the used laser wavelength (1) 0.55
Reflectance coefficient at the used laser wavelength (1) 0.05
Sample’s thermal laser beam absorptivity (1) 0.25
Samples dimensions (W × H × D) (mm) 4 × 4 × 2, 5 × 

5 × 2, 6 × 6 
× 2

Z-scan range—the distance between −z and +z (mm) 50
Sample’s velocity (mm ⋅ s −1) 1.0
Laser wavelength (nm) 532
Beam radius at z = 0 (μm) 25.0
Beam irradiance at z = 0 (GW ⋅ cm−2

) 5
Laser pulses repetition (Hz) 10
Laser pulse duration 1 (ns) 10
Laser pulse energy 1 (J) 9.81748 × 10

−4

Laser pulse duration 2 (ps) 100
Laser pulse energy 2 (J) 9.81748 × 10

−6

Fig. 4   Heat maps of the exam-
ined samples [4 × 4 × 2, 5 × 5 × 
2, 6 × 6 × 2] after the first pulse 
of the 100ps laser
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provide an accurate description of the heat transfer process. 
However, the applicability of Fourier’s law in any given sce-
nario depends on the specific conditions, such as the mate-
rial properties, energy and duration of the laser pulse, and 
the temperature range involved. The sample’s velocity dur-
ing the Z-scan experiment was set to 1 (mm/s). Therefore, 
the Z-scan experiment was modeled for the first 50 (s), and 
the total simulation time of heat propagation in the sample 
was set to 180 (s).

The amount of heat accumulated by individual samples 
during the simulation is presented in Fig. 5.

The red line shows the amount of heat transferred to the 
material using a nanosecond laser, the green line refers to 
the simulations in which the pico-second laser was used. 
The shapes of all the curves are similar and at the first 50 s 
the heating of the samples is observed due to laser radiation. 
After this time we observe the cooling of the material attrib-
uted to the large spread of energy supplied to the samples by 
the individual lasers, and so the axis representing the value 
of the heat gained by the material was presented in Fig. 5 on 
a logarithmic scale. Different laser pulse energies had to be 
selected due to the previously assumed power density value 
of I0 = 5 (GW/cm2 ) for each different laser. In the case of 
the nanosecond laser, it had to be 0.982 (mJ) and for the 
pico-second laser 9.82 ( μJ)—see Table 1.

Dependence of accumulated heat as a function of time 
for all modeled samples are presented in Fig. 6a, b. Solid, 
dashed and dotted lines refer to samples whose sizes are [4 
× 4 × 2] mm, [5 × 5 × 2] mm and [6 × 6 × 2] mm, respec-
tively. Additionally, these graphs expose areas that more 
accurately show the shape of the curves. These concerns 
the dependence of the accumulated heat during the first and 

last second of laser operation in the Z-scan experiment. By 
analyzing these areas, we can see that thermal energy is 
delivered to the samples gradually. This means that with 
a laser pulse repetition frequency of 10 (Hz), ten steps are 
observed during 1 s. There is no significant difference in the 
amount of heat accumulated by the individual samples dur-
ing the first second. These differences will be shown later. 
Fragments of the curve of stored energy at t = 49.5 (s) +1.0 
(s) for the sample [4 × 4 × 2] mm shows that the absorption 
of the laser pulse is fast, while the release of heat energy 
to the surrounding is slow. This is related to the geometry 
of individual samples. The surface-area-to-volume ratio for 
a sample of [4 × 4 × 2] mm is 2.00, while for materials of 
[5 × 5 × 2] mm and [6 × 6 × 2] mm the ratio is 1.80 and 
1.67, respectively. Therefore, taking into account the above-
mentioned materials with a higher surface to volume ratio, 
heat in a shorter time is released. There may be a situation 
where, after the material is heated to a certain temperature 
and the energy transferred by the pulsed laser per unit time 
is appropriately determined (e.g. by changing the repetition 
of the laser pulses), the heat provided by the laser will be 
equivalent to the heat delivered by the tested material to the 
environment. On the enlarged parts of the graph showing 
the amount of accumulated heat at t = 50 (s) ± 0.5 (s) we 
see that the heat accumulated by the sample between the last 
and the penultimate laser pulse corresponds to the heat that 
the material delivers to the environment and corresponds 
to 5 ⋅ tr , where tr is the time between the laser pulses. In 
Fig. 3 the model of the sample in three-dimensional space is 
shown. The image on the right side of the 3D model shows 
the temperature maps of three perpendicular surfaces in 
the center of the sample and their position with respect to 
the coordinate system. These are (x, y, 0), (x, 0, z), (0, y, z) 
surfaces.

These three surfaces are mutually perpendicular. For the 
modeled material with dimensions [4 × 4 × 2] mm, these 
surfaces are depicted in Fig. 7. This Figure shows the tem-
perature distributions of the material at t = 50 (s), after the 
end of the laser exposure with a pulse duration of 10(ns). 
During this time, the sample has moved away from the −z to 
+z point with a speed of 1 (mm/s) covering a distance of 50 
(mm). At that time, the sample was exposed to laser pulses. 
By analyzing surface temperature distributions, it is pos-
sible to determine the temperature change along individual 
coordinate axes (X, Y, Z). Temperature distribution on the 
surface T(x, y, 0) is symmetrical. Therefore the dependence 
on T(x, 0, 0) and T(y, 0, 0) is the same. The Fig. 8a, b show 
dependence on T(x, 0, 0), T(y, 0, 0) and T(z, 0, 0) for t = 50 
(s) +Δt . Here the Δt time were: 100 (ms), 200 (ms), 300 
(ms), 400 (ms), 500 (ms) and 1000 (ms). The analysis of the 
temperature distribution inside the material shows that the 
sample with dimensions [4 × 4 × 2] mm warms up to higher 
temperatures than those with dimensions of [5 × 5 × 2] mm 

Fig. 5   Thermal energy of the samples transferred by laser radiation. 
The applied color scheme of individual curves is: red—ns laser and 
green—ps laser. Diagram showing the dependence of the thermal 
energy transferred to the samples by the laser radiation as a function 
of time. The curves in the diagram are indicated using the following 
color scheme: red for laser ns and green for laser ps
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and [6 × 6 × 2] mm. This was clearly shown by the results 
of the numerical simulations for all the two different lasers 
used. Obviously, the increase in temperature of the tested 
material is greater for lasers whose pulse duration is longer. 
The reason for this is that the laser energy with a longer 
pulse duration is greater. This allows to keep the power den-
sity assumed in the simulation at the z = 0 point equal to 
I0 = 5 (GW ⋅ cm−2 ). Interestingly, after one second without 
laser radiation, the sample’s center temperature with size 
of [4 × 4 × 2] mm decreases slower with respect to larger 
materials. In the case of glasses irradiated with a nanosecond 

laser, the temperatures at (0, 0, 0) point decreased after 
Δt = 1000 (ms) by ΔT = 0.1481 (K), ΔT = 0.1564 (K) and 
ΔT = 0.1614 (K) for glasses with sizes of [4 × 4 × 2] mm, 
[5 × 5 × 2] mm and [6 × 6 × 2] mm, respectively. Despite 
the higher temperatures inside [4 × 4 × 2] mm sample, the 
thermal energy stored in the entire volume is smaller. A very 
important parameter determining the heat exchange with the 
environment is the relation between the surface size of the 
tested material to its volume. All modeled materials ana-
lyzed in this article have thickness of 2 (mm), while the 
width and height of these materials vary. As it results from 

Fig. 6   Thermal energy of the 
samples irradiated by 10 ns (a) 
and 100 ps (b) pulses of laser 
radiation
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the presented calculations, the geometry of the material 
strongly influences the distribution and propagation of heat 
of the tested material. In the materials studied, the values of 
the surface-to-volume ratio ( SA∕V  ) are higher for materials 
with smaller heights and widths. This has a direct impact on 
the heat exchange with the environment. The sample with the 
smallest size of [4 × 4 × 2] mm gives off heat faster, although 
it is heated to a higher temperature than the samples with 
larger sizes. It should also be noted that all samples, regard-
less the size, receive the same amount of heat from the laser. 
Therefore, the quotient of the absorbed thermal energy of a 
given sample and the volume is the largest for the smallest 
sample. This situation is illustrated in Fig. 9. We can see 
the temperature distribution for the (0, y, z) planes for all 
the three modeled samples. Analyzing the temperature maps 
starting from the left, we can see the results after irradiation 
with the first nanosecond laser pulse. The following figures 
show the temperature distribution at 2.5 (s), 5.0 (s), 7.5 (s) 
and 10.0 (s). We can clearly see that the temperature in the 
central part of the [4 × 4 × 2] mm sample, after 10 (s) from 
the start of the experiment, increased by about 0.5 (K), and 
the temperature of the outer parts increased by more than 0.3 
(K) from t = 0 (s). The changes of the temperature for [5 × 5 
× 2] mm and [6 × 6 × 2] mm samples are definitely smaller. 
The central part of the sample [5 × 5 × 2] mm treated by 
10(ns) pulse duration laser was heated by about 0.35 (K) 
and the [6 × 6 × 2] mm sample by about 0.3 (K). It can 
also be observed that the outer parts of these samples are 
cooler than [4 × 4 × 2] mm sample. A similar temperature 

distribution is observed when the samples are illuminated 
with pico-second (Fig. 8b) laser. The temperature changes 
are of the order of (mK). It should be mentioned that the 
volumes of the samples of the present study are 32, 50 and 
72 (mm3 ). Therefore, the smallest volume sample heats up to 
highest temperatures. This is due to the fact that the smallest 
volume sample receives a greater amount of energy per unit 
volume from a single laser pulse. At the same time, the glass 
with the smallest size delivers more heat to the environment, 
which is related to the SA∕V ratio. The Fig. 10 presents addi-
tional results related to the heat gained by the material under 
nanosecond laser excitation. In this case the [4 × 4 × 2] mm 
sample was used in the numerical simulation. The sample 
was illuminated with a nanosecond laser with a repetition 
frequency of 10, 20, 40, 60, 80 and 100 (Hz). The other 
physical parameters used for the numerical calculations were 
the same as those used in the previous calculations of this 
section. In these calculations, the amount of heat supplied 
to the sample was adjusted by changing the laser repetition 
frequency. On the enlarged fragment of the Fig. 10 a strong 
correlation can be seen between the amount of heat accumu-
lated in the sample and the frequency or type of laser used. 
The known fact is that lasers with shorter pulse duration 
do not cause such strong thermal phenomena as continu-
ous lasers or pulsed lasers with long pulse duration, e.g. of 
the order of ( μs). Moreover, during the examination of the 
materials, especially in the Z-scan experiment, where the 
one single spot of the sample is exposed, an important factor 
that influences heat transfer is not only the pulse duration, 

Fig. 7   Internal heat maps of 
the [4 × 4 × 2] mm sample for 
time t = 1.000 s treated by 10 ns 
pulse duration laser
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but also the material geometry, the ratio of surface area to 
volume, frequency laser repetition, the exposure spot of sam-
ple, or the divergence of the laser beam.

3.2 � Thermal effect for the sample with different 
surface to volume ratio

In this section, we present the thermal effects observed in 
samples with distinct surface-to-volume ratios during the 
Z-scan experiment, where they are exposed to pulsed laser 
irradiation. The calculations provide insights into how vary-
ing surface-to-volume ratios influence the thermal response 
of the samples. The presented graph in Fig. 11a visually 
depicts the theoretical correlation between cumulative 
energy and scan duration, computed using the Z-lambda 

software. The accompanying subfigure table offers addi-
tional details on sample dimensions and their respective 
surface-to-volume ratios. The surface-to-volume ratio is an 
important parameter that affects the efficiency of heat trans-
fer, which can have important consequences for the thermal 
properties of the materials under study. One can visually 
observe dynamic fluctuations in the value of accumulated 
energy during the 150-second scanning experiment along the 
z-axis. Note that the value of cumulative energy increases 
in the initial period from 0 s to 20 s. During this time, the 
sample absorbs and stores heat, which is delivered in the 
form of a laser pulse. In the next 20 s, there is a process 
of heat dissipation by the sample to the environment. The 
process of heat dissipation by the sample to the environment 
is correlated with convection and radiation, represented by 

Fig. 8   The temperature of the 
sample in time t = 50 s +Δt 
where Δt = 100, 200, 300, 
400, 500 and 1000 ms for time 
duration of lasers 10 ns (a) and 
100 ps (b)
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Eqs. (20) and (21). Heat is dissipated most efficiently by the 
sample with the smallest size, which is related to the larger 
contact area with the environment. For small samples, the 
volume-to-area ratio is greater than in larger samples. Since 

thermal conduction mainly occurs through the surface, a 
smaller sample with a larger surface-to-volume ratio is able 
to efficiently dissipate heat to the environment. Describing 
the situation between the 55th and 85th seconds of 11b, there 
is a sharp increase in the accumulated heat in the sample. 
This increase can be attributed to several factors, and the 
key aspect is the diameter of the laser beam. During this 
period of time, the diameter of the laser beam tends to the 
minimum ( �0 ), which means that the size of the area where 
the laser energy is focused is the smallest. At the same time, 
it is said to reach the maximum energy density in a pulse. 
This means that despite the reduction in beam size, inten-
sity of each pulse is at its peak. A laser beam with a smaller 
diameter concentrates more energy in one area, which can 
lead to intense heating of the sample material. The laser’s 
energy density, reaching a maximum, can cause local heat-
ing of the sample, which in turn results in a sharp increase 
in accumulated heat.

Figure 12 presents the theoretical temperature distribution 
for samples differing in the size of the surface on which the 
laser pulses fall. Figure 12a illustrates the morphology of the 
sample surface after the first laser pulse is applied. Regard-
less of the size of the sample, the first pulse has a constant 
diameter, and the temperature distribution inside the sample 
is about 0.4 K in the center and decreases, reaching a value 
of about 0.1 K at the edges. After a few milliseconds, before 
the second laser pulse arrives, the heat provided by the first 
pulse dissipates into the sample. For the sample with the 
smallest size (Fig. 12b), the heat quickly reaches the edges, 
where further cooling occurs. In contrast, for samples hav-
ing larger sizes at the same time, there are areas at the edges 
where the heat has not reached, keeping their temperature 
at about 0.0002 K. Theoretical data shows that by the time 
the second pulse reaches the center of the sample, its tem-
perature will have dropped significantly to about 0.0014 K.

3.3 � Verification of the applied numerical method

In our previous report [31], we demonstrated that PbOGeO2 
glasses with Si nanoparticles can be effectively used to con-
struct optical devices operating at 532 nm. However, the 
effect of temperature on Z scanning experiments was not 
studied in that paper, unlike the one discussed in this arti-
cle. In order to verify the theoretical model proposed in this 
article, it was decided to conduct additional research related 
to heat propagation in the sample using a z-scan experi-
ment. A material consisting of PbOGeO2 doped with 2%Yb, 
0.5%Tm, 1.0%Si, with dimensions of 4.95 (mm) × 6.40 
(mm) × 2.60 (mm), was selected as the sample. The sample 
was placed in the holder shown in the Fig. 13. The figure 
illustrates the placement of the sample in a holder whose 
lower and upper edges terminate in a thermal insulator. The 
thermocouple was precisely placed in the center of the lower 

Fig. 9   Internal heat maps of the samples with dimension of [4 × 4 × 
2] mm (a), [5 × 5 × 2] mm (b) and [6 × 6 × 2] mm (c) irradiated by 
10 ns pulsed laser in time: 2.5 s, 5.0 s, 7.5 s, 10.0 s
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surface of the sample, between the insulator and the center 
of that surface. The other four surfaces were not thermally 
insulated and were in direct contact with the environment. 
In the context of the Z-scan experiment being conducted, 
the temperature measurement process was accomplished by 
placing the entire holder along with the sample and thermo-
couple in a specially prepared thermal chamber. This pro-
cedure was aimed at obtaining an accurate measurement of 
the temperature of the test sample, isolating it from external 
influences and ensuring stable thermal conditions.

The temperature was read using a 24-bit ADC, which 
guaranteed high accuracy and resolution of the measure-
ment. The process of exposing the sample during the Z-scan 
experiment lasted 120 s, after which the temperature of the 
lower surface of the sample continued to be monitored for 
another 180 s. As a result, the temperature of the lower 
surface of the sample was recorded for 300 s. The results 
obtained were the main parameters used in the theoretical 
calculations. Within the framework of the conducted tests, a 
laser with a wavelength of 532 nm was used. The repetition 
rate of laser pulses was set at 10 Hz, while the duration of 
a single pulse was 5 ns. The sample was moved along the 
Z-axis in the range of −25 ≤ z0 ≤ +25 mm. The penetration 
depth, defines the distance within the material at which the 
incident light intensity is attenuated to 1/e of its initial value. 
Considering the absorption of laser light by the glass and its 
thickness, the laser beam penetrates the material throughout 
its thickness. This is evident in Fig. 9, which shows tempera-
ture distributions along the direction of laser light transmis-
sion. If the material had higher absorption, the beam would 
heat the material superficially. A extreme case of such an 
effect is laser ablation, which involves removing part of the 
material using a laser beam. In the case of the Z-scan experi-
ment, it is essential to first ensure the appropriate selection 
of the material thickness L with respect to the Rayleigh 
length. With the assumed laser beam geometry, the Rayleigh 
length is z0 = 8.1 mm, so the condition L < z0 for samples of 

L = 2.60 is satisfied. The second crucial factor is to ensure 
the proper transmission of light through the material so that 
the laser light does not damage the sample due to excessive 
absorption. The total duration of scanning in this range was 
120 s, which made it possible to determine the speed of 
movement of the sample along the Z axis as vz = 0.4167 
(mm/s). The validity of the theoretical calculation was evalu-
ated by comparing the experimental and theoretical tempera-
tures at the central point of the bottom surface of the sample. 
As shown in Fig. 14, the sample rapidly absorbs heat in the 
first 60 s of laser radiation. Subsequent heat accumulation 
continues, although the rate of this process decreases due to 
heat losses associated with radiation and convection. These 
heat losses are particularly noticeable after 120 s, the end 
of the laser. At this point, there is a sharp drop in the ther-
mal energy of the sample. Figure 14 indicating concurrence 
between experimental and theoretical results.

According to theoretical calculations, the maximum 
temperature increase was 0.066 K, while in the case of the 
experiment, the temperature reached 0.055 K. In both cases, 
the maximum temperature was recorded after 120 s, that is, 
after the laser was turned off. After this time, as expected, 
a decrease in temperature was observed, resulting from the 
natural cooling of the sample to ambient temperature.

It is important to emphasize a significant element of the 
theoretical analysis, i.e. the parameter related to the point 
of contact between the thermocouple and the material sur-
face, which determines the higher thermal conductivity 
in this area. The metal thermocouple draws heat from the 
material more efficiently than other areas of the sample. 
This aspect was taken into account in the calculations, 
and the Fig. 15 shows the results of this assumption. This 
image shows the temperature distribution in the (X, 0, Z) 
plane of the sample for 10, 30, 50, 70 and 90 s. It can be 
seen that the thermally isolated upper part of the sample, 
due to its contact with the thermocouple, is cooler than 

Fig. 10   The heat collected by [4 
× 4 × 2] mm sample treated by 
10ns laser with pulse repetition 
20, 40, 60, 80 and 100 (Hz)
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Fig. 11   a Present plots the 
theoretical relationship between 
cumulative energy and the time 
duration of a Z-scan experi-
ment for samples with different 
surface-to-volume ratios. They 
show the dynamic changes in 
the value of accumulated energy 
in the samples during a 150-sec-
ond scanning experiment along 
the z-axis. b Illustrates the 
moment when the samples were 
in the laser focus region during 
the Z-scan experiment
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Fig. 12   Theoretical temperature distributions for samples differing 
in surface area to volume ratio ( SA∕V  ). The volume ( SA∕V  ) cor-
responds to the thermal distribution for the first pulse illumination. 
a Shows the sample immediately after the impact of the laser pulse, 
while figures. b–f Illustrate the heat propagation inside each sample 

moments before the arrival of the second pulse. It is worth noting that 
the sample in b has the smallest dimensions (4.50 mm × 4.90 mm × 
2.09 mm), while f shows the sample with the largest dimensions (6.50 
mm × 4.90 mm × 2.09 mm)
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the lower part of the sample. Again, it is worth noting that 
both the upper and lower surfaces of the sample were ther-
mally insulated, with the difference that the thermocouple 
is on the upper surface of the sample. The conducted tests 

clearly confirm that the proposed theoretical model for 
determining the temperature distribution inside the sam-
ple, tested by the Z-scan method, provides correct results 
and presents the potential of this computational method.

4 � Conclusions

The main purpose of this publication is to analyze the 
thermal phenomena resulting from the interaction of laser 
radiation with materials during a Z-scan experiment. As 
a result of numerical simulations, it was proved that an 
important factor affecting the thermal processes is not only 
the type of laser used and the duration of its pulse, but also 
the spatial geometry of the test sample. The paper quanti-
fies how the geometry and ratio of the material under test 
in a Z-scan experiment affect the amount of heat received 
and delivered by the sample. Materials with higher SA∕V  
ratios heat up to higher temperatures, but absorb less heat 
energy from laser radiation. The temperature distribution 
in materials with smaller sample sizes or volumes [4 × 4 
× 2] mm is more uniform compared to those with larger 
sample sizes [6 × 6 × 2] mm. Moreover, the results showed 
that the [4 × 4 × 2] mm sample achieves a higher internal 
temperature despite the lower thermal energy stored in 
it. Once again, it was confirmed that the key parameter 
determining the heat exchange with the environment is 
the ratio of the size of the surface of the material under 
test to its volume. In addition to these important findings, 
this research has contributed to the development of a new 
software tool. Our open source software enables precise 
simulations of the thermal conditions associated with 
Z-scan experiments, using pulsed lasers with adjustable 
parameters such as pulse duration, laser repetition rate, 
wavelength and beam profile. Moreover, it will enable 
researchers to accurately determine the temperature dis-
tribution in the analyzed material as a function of time. 
This comprehensive understanding of temperature dynam-
ics will make it possible to assess the influence of thermal 
factors on the nonlinear optical parameters obtained in 
Z-scan experiments.

5 � Glossary

Glossary and notations used in the text

Fig. 13   Position of the sample and thermocouple during the Z-scan 
experiment

Fig. 14   The temperature of the bottom sample’s surface, estimated by 
direct measurement (square symbol) and z-lambda theoretical calcu-
lation (solid line)

Fig. 15   Theoretical temperature distribution within PbOGeO
2
 2%Yb, 

0.5%Tm, 1.0%Si sample at time 10 s, 30 s, 50 s, 70 s and 90 s
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Parameter Value Unit

Temperature equalization coefficient a = �∕(� ⋅ ct) (m2
⋅s−1)

Specific heat capacity ct (J ⋅ kg−1⋅ K −1)
Electric field E (V⋅ m −1)
Permittivity constant in free space �

0 (F ⋅ m −1)
Wave impedance � (Ω)
Heat transfer coefficient h (W ⋅ m −2⋅K−1)
Electrostatic force constant k

0
= 1∕4��

0 (N ⋅ m 2⋅ C −2)
Wave number k� (m−1)
Refractive index n (1)
Number of the nodes for numerical 

calculation
Nn,On,Pn (1)

Time t (s)
Power P (W)
Temperature T (K)
Beam radius � (m)
Beam waist �

0
(m)

Thermal conductivity � (W⋅ m −1⋅ K −1)
Wavelength �

0
(m)

Permeability of free space �
0 (N ⋅ A 2)

Material density � (kg ⋅ m −3)
Dimensions of the sample, height, 

width and length
SH , SW , SL (m)

Cartesian coordinates x, y, z, r (m)
Rayleigh length z

0
(m)

Physical constants:
�
0
= 8.854188 × 10

−12 (F ⋅ m −1)
�
0
 = 1.256637 ×10−12 (N ⋅ A 2)

k
0
= 9 × 10

9 (N ⋅ m 2⋅C−2
)
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