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A deep learning masked segmentation alternative to manual
segmentation in biparametric MRI prostate cancer radiomics
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Abstract
Objectives To determine the value of a deep learning masked (DLM) auto-fixed volume of interest (VOI) segmentation method
as an alternative to manual segmentation for radiomics-based diagnosis of clinically significant (CS) prostate cancer (PCa) on
biparametric magnetic resonance imaging (bpMRI).
Materials andmethods This study included a retrospective multi-center dataset of 524 PCa lesions (of which 204 are CS PCa) on
bpMRI. All lesions were both semi-automatically segmented with a DLM auto-fixed VOI method (averaging < 10 s per lesion)
and manually segmented by an expert uroradiologist (averaging 5 min per lesion). The DLM auto-fixed VOI method uses a
spherical VOI (with its center at the location of the lowest apparent diffusion coefficient of the prostate lesion as indicated with a
single mouse click) from which non-prostate voxels are removed using a deep learning–based prostate segmentation algorithm.
Thirteen different DLM auto-fixed VOI diameters (ranging from 6 to 30 mm) were explored. Extracted radiomics data were split
into training and test sets (4:1 ratio). Performance was assessed with receiver operating characteristic (ROC) analysis.
Results In the test set, the area under the ROC curve (AUCs) of the DLM auto-fixed VOI method with a VOI diameter of 18 mm
(0.76 [95% CI: 0.66–0.85]) was significantly higher (p = 0.0198) than that of the manual segmentation method (0.62 [95% CI:
0.52–0.73]).
Conclusions A DLM auto-fixed VOI segmentation can provide a potentially more accurate radiomics diagnosis of CS PCa than
expert manual segmentation while also reducing expert time investment by more than 97%.
Key Points
• Compared to traditional expert-based segmentation, a deep learning mask (DLM) auto-fixed VOI placement is more accurate
at detecting CS PCa.

• Compared to traditional expert-based segmentation, a DLM auto-fixed VOI placement is faster and can result in a 97% time
reduction.

• Applying deep learning to an auto-fixed VOI radiomics approach can be valuable.
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Abbreviations
ADC Apparent diffusion coefficient
AUC Area under the curve

bpMRI Biparametric magnetic resonance imaging
CI Confidence interval
CS Clinically significant
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DLM Deep learning masked
ISUP International Society of Urological Pathology
mpMRI Multiparametric magnetic resonance imaging
PCa Prostate cancer
PI-RADS Prostate imaging-reporting and data system
PSA Prostate-specific antigen
ROC Receiver operating curve
TRUS Transrectal ultrasound
VOI Volume of interest

Introduction

Prostate cancer (PCa) remains the most common cancer
among western males [1]. Multiparametric magnetic reso-
nance imaging (mpMRI) can be useful for the detection of
clinically significant (CS) PCa and its discrimination from
non-significant entities [2]. However, qualitative mpMRI in-
terpretation requires extensive experience [3] and may miss
some significant cancers [2].

Recent studies have shown promising results of
radiomics models for CS PCa diagnosis [4]. The far ma-
jority of the studies on this topic used labor-intensive man-
ual segmentation to extract radiomics features [5].
Moreover, most clinical studies on radiomics used rela-
tively small annotated single-center datasets (n < 300)
[6], which might be related to the time-consuming nature
of manual segmentations. Prostate cancer imaging studies
can have a diverse approach to segmentation. Some do not
require any manual lesion segmentation and instead use or
segment the lesion or different areas (e.g., entire image,
whole gland or prostate zones) with the use of fully auto-
mated deep learning algorithms [7]. Other segmentation
options include semi-automated (combination of manual
and automated) approaches or manual expert-based seg-
mentation [8]. Radiomics mostly involves manual segmen-
tation of a volume of interest (VOI) [5] with the extracted
features giving specific information about the structure
inside the VOI, e.g., the PCa lesion. This allows for the
quantification of tumor phenotypes using imaging bio-
markers which might facilitate the construction of explain-
able AI models. However, manual segmentation is a te-
dious and time-consuming task so a new segmentation
method is required to more rapidly extract radiomics fea-
tures. This will facilitate the execution of larger (multi-
center) studies to improve the diagnostic performance
and generalizability of radiomics models [9–11]. This
might eventually increase the willingness of radiologists
and clinicians to implement an mpMRI–based radiomics
analysis for CS PCA in daily workflows.

In a previous study [12], we showed that radiomics features
extracted from anmpMRI dataset based on a spherical volume
of interest (VOI) placed around the lesion voxel with the

lowest apparent diffusion coefficient (ADC) (“auto-fixed
VOI”) can be a valuable addition to visual assessment in di-
agnosing CS PCa [12]. The auto-fixed VOI can substantially
reduce an expert’s post-processing time because it only re-
quires the selection of the voxel with the visually lowest
ADC value, which can be done in a matter of seconds. Also,
the influence of the radiologist can be reduced if the voxel
with the lowest ADC value is detected quantitatively. With
semi-automated detection, the matrices for texture features
are always centered around the area with the lowest ADC,
consequently normalizing the VOI delineation and feature
calculation. However, the semi-automated sphere place-
ment in the area around the reference point that is indicated
by the expert will occasionally include voxels outside the
prostate, which introduces unwanted information in the
radiomics model (Fig. 1A, B). We propose combining the
auto-fixed VOI method with a deep learning–based seg-
mentation that removes all unwanted voxels from the VOI
that are located outside the prostate (Fig. 1C). Since the
deep learning masked (DLM) auto-fixed VOI is not a pre-
cise delineation of the lesion like a manual segmentation, the
auto-fixed VOI will contain areas with the edge of the lesion
and healthy prostate tissue (i.e., the transition of lesion tissue
to healthy prostate tissue). The edge and healthy tissue infor-
mation could potentially be helpful for radiomics texture and
intensity–based features. Gradient and sharpness of lesion
edges might contain interesting information while the addition
of some healthy tissue allows for minor intensity correction.
We hypothesize that the DLM auto-fixed VOI is faster and
non-inferior to a completely manually segmented VOI in a
bpMRI radiomics model for the diagnosis of CS PCa.

Therefore, the purpose of this study was to determine the
value of a DLM auto-fixed VOI segmentation method as an
alternative to manual segmentation for radiomics-based diag-
nosis of CS PCa on bpMRI.

Materials and methods

Patient data

The patient data for this study (n = 930) consisted of a multi-
center dataset from 9 different medical centers (2 tertiary care
academic institutions, 7 non-academic institutions). All pa-
tients from the 7 non-academic institutions (along with their
MRI, pathological, and all other clinical data) were referred to
the 2 tertiary care academic centers for image-guided biopsy
as part of clinical care. The institutional review board of the 2
tertiary care academic institutions approved this study and
waived the need for informed consent. Detailed description
of settings, scanners, and lesion grading for the 930 patients
in the multi-center dataset can be found in Electronic supple-
mentary material 1.
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Patient characteristics and lesion selection

Lesions from the 930 patients were included if a corresponding
ISUP grade could be established based on available targeted

biopsy (TRUS fusion biopsy, cognitive fusion biopsy, in-bore
MRI targeted) or prostatectomy specimens performed within a
maximum of 6 months after MRI. CS PCa was defined as
International Society of Urological Pathology (ISUP) grade ≥

Fig. 1 AApparent diffusion coefficient map image (3× zoom factor) in a
76-year-old man with a suspicious lesion in the peripheral zone indicated
by the arrow (PI-RADS 4) that proved to be an ISUP grade 2 PCa (based
on MRI-TRUS fusion). B 18-mm auto-fixed VOI placed around the

voxel with the lowest ADC value; due to the location of the lesion, a
large number of voxels outside the prostate are included (red outline). C
Result of auto-fixed VOI combined with deep learning–based segmenta-
tion to remove unwanted voxels outside the prostate

Fig. 2 Patient and lesion selection
flowchart
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2. Lesions were excluded if ISUP grading could only be done
based on non-targeted TRUS biopsy, and when biopsy was
done before MRI. Of the 1151 lesions that were assigned a
PI-RADS score, 524 lesions from 427 patients were eventually
included (Fig. 2). Patient information and details on the biopsy
and grading for the study population can be found in Electronic
supplementary material 2.

DLM auto-fixed VOI: development and optimization

The previously reported auto-fixed VOI method extracts
radiomics features from a bpMRI dataset based on a spherical
VOI placed around the lesion voxel with the lowest ADC [12].
However, this method suffers from the inclusion of voxels
outside the prostate (Fig. 3). To eliminate voxels outside the
prostate, a deep learning algorithm that segments the total pros-
tate was added to limit the auto-fixed VOI to the boundaries of
the prostate. As such, a DLM auto-fixed VOI method for the
extraction of radiomics features was developed. The deep
learning algorithm used the 3D U-Net architecture [13] and
was trained on the open-source multi-site dataset for prostate

MRI segmentation [14] (n = 116). An open-source dataset was
used due to the need for an accurate and tested total prostate
segmentation dataset. The 3D U-Net was trained using
Tensorflow/Keras version 2.2.0 on a 32-GB V100 GPU. The
U-Net was built up of convolutional blocks containing 2 con-
secutive 3D convolution operations with a kernel size of 3 × 3 ×
3, and contained three downsampling and upsampling opera-
tions. Max pooling (3 × 3 × 2) was used to downsample the
image in the contracting pathway of the model, while
upsamplingwas performedwith nearest neighbor interpolation,
also with a kernel size of 3 × 3 × 2. After each lower image
scale, the number of computed filters was doubled, starting at
64 in the initial convolutional block. A maximum of 400
epochs was used with early stopping after 40 epochs if the
validation loss did not improve. Batch size was set to 1 due
to memory restrictions on the GPU. An Adam optimizer [15]
was used with an initial learning rate of 1e−4. No weight decay
was implemented; however, L2 regularization with a factor of
1e−4 was applied to the kernels of each convolutional layer.
The model used T2-weighted images as input which were
resampled to a voxel spacing of 0.5 mm with a slice thickness

Fig. 3 Axial T2-weighted images in a 73-year-old man with a suspicious
lesion in the peripheral zone (PI-RADS 4, mostly based on DWI [third
slice of ADC map containing the lesion attached for reference with a
white cross indicating the single-click voxel with the quantitatively ac-
quired lowest ADC value]) that proved to be an ISUP grade 3 PCa (based
on MRI-TRUS fusion, confirmed by prostatectomy). A T2-weighted

images without any segmentation. B Results of slice-by-slice manual
lesion segmentation by an expert uroradiologist. C Results of 18-mm
auto-fixed VOI lesion segmentation without DLM adjustment. D Deep
learning–based total prostate segmentation. E Results of 18-mm auto-
fixed VOI lesion segmentation with DLM adjustment
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of 3 mm with linear interpolation, and subsequently cropped to
a volume of 135 × 135 × 14. Z-score normalization was applied
to each image, which adjusted each image voxel intensity dis-
tribution to a mean of 0 and standard deviation of 1. Visual
assessment of the prostate segmentations was successful on
10% random sample to validate the correctness of the segmen-
tation of the total prostate (Fig. 4).

The DLM auto-f ixed VOI method al lows the
(uro)radiologist to automatically create a customized VOI by
a single mouse click on the location that visually has the
lowest ADC, a process that generally takes less than 10 s
since the radiologist only has to select the visually lowest
ADC part of the lesion on a single slice. To ensure a con-
sistent selection of the exact voxel with the lowest ADC
(i.e., quantitatively acquiring the voxel with the lowest in-
tensity), automatic hyperbolic VOI centering occurred in
the area around the single mouse click. An algorithm
checked the 3D neighborhood (56-connectivity) of the
mouse click and, if needed, applied automatic repositioning
to the voxel with the lowest ADC value without being af-
fected by single voxel outliers. Due to the relative ease of
visually selecting the area where the lowest ADC voxel
should be located and the following 3D neighborhood
check, a quantitative selection of the correct voxel was
acquired. A sphere is constructed around this voxel and

masked using the total prostate segmentation. A segmenta-
tion quality control was added to ensure that the masking
did not remove the index voxel (lowest ADC finding algo-
rithm) since this voxel is always located inside the lesion
and therefore within the prostate. This quality check was
never triggered confirming the quality of the prostate seg-
mentation algorithm. Figure 3 shows an example of DLM
auto-fixed VOI segmentation. Next, in order to optimize the
size of the fixed diameter of the initial spherical VOI, the
effect of various diameters on the diagnostic performance
of the bpMRI radiomics model was tested. For this purpose,
diameters ranging from 6 to 30 mm with 2-mm increments
were used. The size of these diameters was based on the
previously reported average PCa diameter of 10 mm [16],
and the results of our manual segmentation in the aforemen-
tioned 524 lesions in which the average maximum PCa
diameter proved to be 23 mm.

Manual segmentation

An expert uroradiologist (D.Y., 8 years of experience) manu-
ally segmented all 524 lesions on the axial T2-weighted se-
quence and on the spatially matched axial ADC map accord-
ing to PI-RADS version 2.1 criteria [17]. Using ITK-SNAP
[18], each lesion was segmented on a slice-by-slice basis. The

Fig. 4 Axial T2-weighted images in a 74-year-old man with a suspicious
lesion in the transition zone (PI-RADS 3, mostly based on DWI [third
slice of ADC map containing the lesion attached for reference with a
white cross indicating the single-click voxel with the quantitatively ac-
quired lowest ADC value]) that proved to be non-significant PCa (based
on MRI-TRUS fusion). A T2-weighted images without any

segmentation. B Results of slice-by-slice manual lesion segmentation
by an expert uroradiologist. C Results of 18-mm auto-fixed VOI lesion
segmentation without DLM adjustment. D Deep learning–based total
prostate segmentation. E Results of 18-mm auto-fixed VOI lesion seg-
mentation with DLM adjustment
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total segmentation process was timed to later provide an av-
erage time per segmented lesion. The radiologist was blinded
to all clinical information including pathological results.
Figure 3B shows an example of a manual segmentation.

Radiomics features

Radiomics features were extracted using total VOI–based cal-
culation of the DLM auto-fixed VOIs (with 13 different diam-
eters of the initial spherical VOI) and the manually segmented
VOIs. All sequences included in the bpMRI studies (T2-
weighted, DWI, and ADC) were used for this extraction which
resulted in a total of 14 radiomics datasets based on the same set
of 524 lesions. Each radiomics dataset consisted of 644 differ-
ent features (belonging to 6 different feature groups, 8 for the
manual model) calculated with PyRadiomics v3.0.1 [19]. All
features that were extracted belong to the standard
PyRadiomics set, and their names and descriptions can be
found in the documentation (or website) [19]. The feature
groups consisted of first-order or statistic-based features that
try to distinguish voxel intensity distribution and five texture-
based feature groups: gray-level co-occurrence matrix
(GLCM), gray-level run-length matrix (GLRLM), gray-level
size-zone matrix (GLSZM), gray-level dependence matrix
(GLDM), and the neighboring gray-tone difference matrix
(NGTDM) features. Additionally, the manual segmentation–
based model included the features from the shape-based 2D
and shape-based 3DPyRadiomics groups. Distance to neighbor
specification for the texture matrices was kept to one, and no
weighting was applied meaning the averages of separate matri-
ces were returned. Features were calculated in a forced 2D
extraction since no resampling was applied to the multi-center
dataset and 3D calculation is expected to lead to less robust
features due to anisotropic voxels and large differences in the
slice dimension (z-axis) [20]. The use of forced 2D extraction
and a fixed distance to neighbor of one resulted in a texture
feature (GLCM, GLSZM, GLRLM, NGTDM, GLDM) con-
nectivity of eight. Image-based normalization was applied and
gray levels were discretized in fixed bin levels (bin width 30,
resulting in the number of gray-level bins ranging from 30 to
130) [20]. No PyRadiomics image filters were applied due to
previously proven insufficient impact [12].

Bayesian model optimization

Radiomics feature selection was done using multivariate joint
mutual information maximization [21], and relevant features
were fed to an extreme gradient boosting model [22]. Before
optimization and training of the total feature selection and
model pipeline, the datasets were split into training and test
datasets. A 4:1 training to test ratio was used for each of the 14
datasets (13 DLM, 1 manual). The training dataset consisted

of 419 lesions (155 CS PCa, 264 non-CS), and the test dataset
comprised 105 lesions (49 CS PCa, 56 non-CS). The test
dataset was only used once at the end and kept completely
separate from the training dataset. Feature selection and
hyperparameter optimization were performed using
Bayesian optimization which has shown excellent reproduc-
ibility and to be less susceptible to biased results [23]. Using
Optuna [24], an automated hyperparameter optimization
framework, Bayesian optimization was implemented as a
sequential model-based optimization. The Optuna objec-
tive function consisted of a nested randomized five-times-
repeated k-fold split for feature selection followed by a 10-
fold cross validation of the model hyperparameters and the
optimal number of trees. By optimizing the average area
under the precision-recall curve which resulted from the
10-fold model cross validation, Optuna can iterate to
achieve the best set of features and parameters. Use of the
randomized nested split for joint mutual information max-
imization ensured a robust feature selection. The best-
performing sets of parameters (features selected, model
hyperparameters) for each of the 14 training datasets were
then tested on the test dataset.

Statistical analysis

The diagnostic performance metrics of each of the 14 datasets
were evaluated in the test datasets. Multi-reader, multi-case
analysis (iMRMC, version 4.0.1[25]) was performed on the
DLM auto-fixed-based models and the expert manual
segmentation–based model. When estimating p value, vari-
ances, and confidence intervals, iMRMC accounts for vari-
ability and correlations between models and test cases.
Areas under the receiver operating characteristic curve
(AUCs) were calculated for all of the test results, and 95%
confidence intervals (CI) were estimated. Finally, the best-
performing DLM auto-fixed–based models were compared
to the expert manual segmentation–based model.

Results

3D U-Net development

The total training of the 3D U-Net took 3 h. Weighted cate-
gorical cross-entropy was used as a loss function with an
Adam optimizer, a weight of 0.5 to the background class,
and a weight of 1 for the target class. The trained model
reached a Dice score of 0.9683 on a randomly selected,
held-out validation set of a random set of 10% (train: 105/
valid: 11) of the data.
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Expert manual segmentation

The average time spent on a single manual lesion segmen-
tation was approximately 5 min for the total process (i.e.,
segmenting each slice where the lesion occurs). The
radiomics model based on the expert manual segmenta-
tion (booster: gbtree, boosting rounds: 9, max depth: 3,
features: 31) achieved a test AUC of 0.62 (95% CI: 0.52–
0.73). Test sensitivity and specificity of the expert manual
segmentation was 0.84 (95% CI: 0.73–0.94) and 0.45
(95% CI: 0.32–0.57) at an optimized threshold (0.181).
The final model feature list can be found in Electronic
supplementary material 3.

DLM auto-fixed VOI exploration

Figure 5 shows the diagnostic performance of DLM auto-
fixed VOI bpMRI models for CS PCa, according to 13
different diameters of the initial auto-fixed spherical
VOI. The highest scoring model (18-mm diameter,
booster: gbtree, boosting rounds: 17, max depth: 4, fea-
tures: 22) achieved an AUC of 0.76 (95% CI: 0.66–
0.85) which was significantly higher (p = 0.0198) than that
of the manual segmentation model’s AUC of 0.62 (95% CI:
0.52–0.73). The second best scoring model (16-mm diameter)
achieved an AUC of 0.72 (95% CI: 0.62–0.81) which was not
significantly different (p = 0.051) from the AUC of the manual
segmentation model. Corresponding test sensitivity and speci-
ficity for the best model were 0.76 (95% CI: 0.63–0.86) and
0.71 (95% CI: 0.59–0.84) at an optimized threshold (0.385).
Figure 6 shows the ROC curves of the best DLM model and
the expert manual segmentation–based model. The model fea-
ture list for the 18-mm model can be found in Electronic sup-
plementary material 4.

Discussion

This study showed that our DLM auto-fixed VOI method is
substantially faster than a manual-based method and is more
accurate at diagnosing CS PCa. An initial diameter of 18 mm
for the DLM auto-fixed VOI provided the highest diagnostic
performance. Since the newly developed DLM auto-fixed
VOImethod only requires a single mouse click on the location
that visually has the lowest ADC (which can typically be done
within 10 s) and a complete manual segmentation is consid-
erably more laborious (which typically takes approximately 5
min, > 97% increase compared to auto-fixed), the former is far
more attractive to be used in clinical workflows and studies
with larger datasets.

It can be argued that the DLM auto-fixed VOI model
outperformed the complete manual VOI segmentation model,
because the best-performing initial auto-fixed VOI diameter
(18 mm) could be selected among no less than a total of 13
different diameters in the optimization experiment. Therefore,
it can be asserted that this 18-mm diameter only applies to the
current dataset without generalizability to others. However,
because of the use of a large and diverse multi-center dataset
(MRI data from 9 different medical centers, acquired with 8
different MRI systems [both 1.5 T and 3.0 T] from 2 different
vendors, within a time span of 7 years), this argument seems
not valid. Furthermore, only published standardized radiomics
post-processing (image-based normalization and gray-level
discretization) was used, and no elaborate post-processing or
transformations were performed. Interestingly, a previous
study by Wolters et al [16] reported the average PCa lesion
diameter to be 10 mm. However, since lesions are often not
perfectly spherical and may be elongated in a certain direction
(e.g., the lesion shown in Fig. 3), only VOI diameters larger
than 10 mm are expected to contain the necessary, relevant
lesion information. Based on theory and their formulas, tex-

Fig. 5 Deep learning masked
auto-fixed VOI to extract bpMRI
radiomics features for CS PCa:
comparison of the performance of
13 different initial diameters of
the auto-fixed VOI in the test set,
expressed with AUCs and 95%
confidence intervals (error bars)
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ture features should be better at extracting spatial information
from bigger volumes than a small group or single voxels. This
hypothesis is confirmed by the fact that the 6-mm (smallest
diameter) auto-fixed VOI model used only 2 texture features,
while the 18-mm auto-fixed VOI model used 8 texture fea-
tures out of a total of 11 features. However, when the spherical
VOI diameter is increased too much, the non-relevant regular
prostate tissue information starts to impact performance. This
balance (i.e., more than 10 mm, but not too much) is shown in
Fig. 4 where a performance peak exists around a VOI diameter
of 18 mm, and which diminishes for lower and higher diam-
eters. Finally, the prediction that lesion edge information and
healthy tissue might be helpful for radiomics could further
explain the difference between manual and DLM. Although
hard to prove exactly, besides the significantly better score,
the gradient and sharpness of lesion edges combined with
healthy tissue appear to improve PCa radiomics.

Several previous studies attempted to develop an algorithm
for the diagnosis of CS PCa on MRI using radiomics [4, 26].
However, all of these studies used a manual segmentation or an
automatic segmentation originally based on manual segmenta-
tions as input in their radiomics models [4] which still requires
the time-consuming and tedious task of initially manually
segmenting the lesions. The DLM auto-fixed VOI method is
not limited by the availability of manual segmentations and
allows for a faster analysis. To the best of our knowledge, there
are no other studies that applied a deep learning–based semi-
automatic segmentation technique combined with radiomics
modeling for the diagnosis of CS PCa on mpMRI.
Nevertheless, some comparisons can be made with the study
by Brunese et al [27] that aimed to predict PCa Gleason scores
through a deep neural architecture exploiting a set of radiomics
features. While still based on manual segmentations, Burnese
et al [27] did combine a set of radiomics features with a deep
learning approach to predict Gleason scores. Their approach

and specifically the prediction model had a much larger deep
learning component since our model only contained radiomics
features. This might also be reflected in their accuracy which
averaged around 0.97. However, a much more plausible expla-
nation for this relatively high accuracy in Burnese et al’s study
[27] is the low number of patients (n = 62), no hold-out test set,
and the use of accuracy, which is susceptible to label imbal-
ances [28], without reporting the initial label distribution.
Another study with some overlap with the currently proposed
technique was done by Jing-Wen et al [29]. They developed a
semi-automatic segmentation approach based on deep learning
which was then used to calculate radiomics features. Similar to
the present study, their approach led to a major time reduction
when compared to manual segmentation and also managed to
score higher than the manual-based model. However, the study
by Jing-Wen et al [29] involved dual-energy computed tomog-
raphy in gastric cancer, which differs considerably with the
clinical setting of the present study.

The present study had some limitations. First, 320 of the
524 included lesions were non-CS entities which led to a
minor label imbalance. However, this was accounted for by
introducing a weight factor to the Bayesian optimization with
a parameter space around the sum of the non-CS entities di-
vided by the sum of the CS PCa lesions in the training set.
Additionally, the use of AUC under the precision-recall curve
as optimization metric for the Optuna objective function
solves the remaining label imbalance issues. Second, the cur-
rent dataset consisted of lesions in all prostate zones. Since
radiomics features are significantly different in each zone [30],
future more complex radiomics models, which can use the
new segmentation technique as proposed in this current work,
need to be investigated to account for these differences.
Additionally, the optimization of the DLM diameter was per-
formed for the total dataset and not each separate zone. A
small experiment with the test data split for each zone did

Fig. 6 Test set smoothed ROC
curves for the optimal DLM auto-
fixed VOI model (initial 18–mm
VOI diameter) and the model
based on the expert manually
segmented VOI as input
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not show any differences in model performance in each zone.
However, performance could perhaps improve if correctly
optimized. Nonetheless, the deep learning zonal segmentation
required for this optimization is outside of the scope of the
current work.

In conclusion, a DLM auto-fixed VOI segmentation can
provide a potentially more accurate diagnosis of CS PCa than
expert manual segmentation while also reducing expert time
investment by more than 97%.

Supplementary Information The online version contains supplementary
material available at https://doi.org/10.1007/s00330-022-08712-8.

Funding The authors state that this work has not received any funding.

Declarations

Guarantor The scientific guarantor of this publication is Derya Yaka,
MD PhD.

Conflict of Interest The authors of this manuscript declare no relation-
ships with any companies, whose products or services may be related to
the subject matter of the article.

Statistics and Biometry No complex statistical methods were necessary
for this paper.

Informed Consent Written informed consent was waived by the
Institutional Review Board.

Ethical Approval Institutional Review Board approval was obtained.

Methodology
• retrospective
• experimental
• multi-center study

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long as
you give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes were
made. The images or other third party material in this article are included
in the article's Creative Commons licence, unless indicated otherwise in a
credit line to the material. If material is not included in the article's
Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this
licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Siegel RL, Miller KD, Fuchs HE, Jemal A (2021) Cancer statistics,
2021. CA Cancer J Clin 71:7–33

2. Walker SM, Harmon SA, Sanford T et al (2020) Prospective eval-
uation of PI-RADS. AJR Am J Roentgenol 215:1–6

3. Stolk TT, Jong IJ De, Kwee TC, et al (2019) False positives in
PIRADS ( V2 ) 3 , 4 , and 5 lesions : relationship with reader

experience and zonal location. Abdom Radiol (NY). https://doi.
org/10.1007/s00261-019-01919-2

4. Stanzione A, Gambardella M, Cuocolo R, Ponsiglione A, Romeo
V, ImbriacoM (2020) ProstateMRI radiomics : a systematic review
and radiomic quality score assessment. Eur J Radiol 129

5. Wang F, Preininger A (2019) AI in health: state of the art, chal-
lenges, and future directions. Yearb Med Inform 28:16–26

6. Hesamian MH, Jia W, He X, Kennedy P (2019) Deep learning
techniques for medical image segmentation: achievements and
challenges. J Digit Imaging 32:582–596

7. Saha A, Hosseinzadeh M, Huisman H (2021) End-to-end prostate
cancer detection in bpMRI via 3DCNNs: effects of attention mech-
anisms, clinical priori and decoupled false positive reduction. Med
Image Anal 73:

8. Domachevsky L, Goldberg N, Bernstine H, Nidam M, Groshar D
(2018) Quantitative characterisation of clinically significant intra-
prostatic cancer by prostate-specific membrane antigen (PSMA)
expression and cell density on PSMA-11. Eur Radiol 28:5275–
5283

9. Xu J, Glicksberg BS, Su C, Walker P, Bian J, Wang F (2020)
Federated learning for healthcare informatics. J Healthc
Informatics Res. https://doi.org/10.1007/s41666-020-00082-4

10. Sheller MJ, Edwards B, Reina GA et al (2020) Federated learning
in medicine: facilitating multi-institutional collaborations without
sharing patient data. Sci Rep 10:1–12

11. Tresp V, Marc Overhage J, Bundschus M, Rabizadeh S, Fasching
PA, Yu S (2016) Going digital: a survey on digitalization and large-
scale data analytics in healthcare. Proc IEEE 104:2180–2206

12. Bleker J, Kwee TC, Dierckx RAJO, de Jong IJ, Huisman H, Yakar
D (2020) Multiparametric MRI and auto-fixed volume of interest-
based radiomics signature for clinically significant peripheral zone
prostate cancer. Eur Radiol 30(3):1313–1324. https://doi.org/10.
1007/s00330-019-06488-y

13. Ronneberger O, Fischer P, Brox T (2015) U-Net: Convolutional
networks for biomedical image segmentation ArXiv ID:
1612.07003

14. Liu Q, Dou Q, Yu L, Heng PA (2020) MS-Net: multi-site network
for improving prostate segmentation with heterogeneous MRI data.
IEEE Trans Med Imaging 39:2713–2724

15. Kingma DP, Ba JL (2015) Adam: a method for stochastic optimi-
zation. In: 3rd International Conference on Learning
Representations, ICLR 2015 - Conference Track Proceedings. pp
1–15

16. Wolters T, Roobol MJ, Van Leeuwen PJ et al (2011) A critical
analysis of the tumor volume threshold for clinically insignificant
prostate cancer using a data set of a randomized screening trial. J
Urol 185:121–125

17. Turkbey B, Rosenkrantz AB, Haider MA et al (2019) Prostate
Imaging Reporting and Data System Version 2.1: 2019 Update of
Prostate Imaging Reporting and Data System Version 2. Eur Urol
76:340–351

18. Yushkevich PA, Piven J, Hazlett HC et al (2006) User-guided
3D active contour segmentation of anatomical structures: signif-
icantly improved efficiency and reliability. Neuroimage 31:
1116–1128

19. Van Griethuysen JJM, Fedorov A, Parmar C et al (2017)
Computational radiomics system to decode the radiographic phe-
notype. Cancer Res 77:e104–e107

20. Zwanenburg A (2020) The image biomarker standardization initia-
tive : standardized quantitative radiomics for high-throughput.
Radiology 1–11

21. Bennasar M, Hicks Y, Setchi R (2015) Feature selection using Joint
Mutual Information Maximisation. Expert Syst Appl 42:8520–
8532

6534 European Radiology (2022) 32:6526–6535

https://doi.org/10.1007/s00330-022-08712-8
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s00261-019-01919-2
https://doi.org/10.1007/s00261-019-01919-2
https://doi.org/10.1007/s41666-020-00082-4
https://doi.org/10.1007/s00330-06488-
https://doi.org/10.1007/s00330-06488-


22. Chen T, Guestrin C (2016) XGBoost: A scalable tree boosting
system. In: Knowledge delivery and data mining. https://doi.org/
10.1145/2939672.2939785

23. Bergstra J, Yamins D, Cox D (2013) Making a science of model
search: hyperparameter optimization in hundreds of dimensions for
vision architectures. In: TProc. of the 30th International Conference
on Machine Learning (ICML 2013). pp I-115 to I–23

24. Akiba T, Sano S, Yanase T, Ohta T, Koyama M (2019)
Optuna: a next-generation hyperparameter optimization frame-
work. Proc ACM SIGKDD Int Conf Knowl Discov Data Min
2623–2631

25. Gallas BD, BandosA, Samuelson FW,Wagner RF (2009)A frame-
work for random-effects ROC analysis: biases with the bootstrap
and other variance estimators. Commun Stat - Theory Methods 38:
2586–2603

26. Castillo JM, Arif M, Niessen WJ, Schoots IG, Veenland JF (2020)
Automated classification of significant prostate cancer on MRI : a
systematic review on the performance of machine learning applica-
tions. Cancers (Basel) 12:1–13

27. Brunese L, Mercaldo F, Reginelli A, Santone A (2020) Radiomics
for Gleason score detection through deep learning. Sensors (Basel)
20:1–23

28. Branco P, Torgo L, Ribeiro R (2015) A survey of predictive model-
ling under imbalanced distributions. ACM Comput Surv 49:1–50

29. Jing-Wen T, Wang L, Chen Y et al (2020) Predicting chemothera-
peutic response for far-advanced gastric cancer by radiomics with
deep learning semi-automatic segmentation. J Cancer 11:7224–
7236

30. Ginsburg SB, Algohary A, Pahwa S et al (2017) Radiomic features
for prostate cancer detection on MRI differ between the transition
and peripheral zones: preliminary findings from a multi-
institutional study. J Magn Reson Imaging 46:184–193

Publisher’s note Springer Nature remains neutral with regard to jurisdic-
tional claims in published maps and institutional affiliations.

European Radiology (2022) 32:6526–6535 6535

https://doi.org/10.1145/2939672.2939785
https://doi.org/10.1145/2939672.2939785

	A deep learning masked segmentation alternative to manual segmentation in biparametric MRI prostate cancer radiomics
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Abstract
	Introduction
	Materials and methods
	Patient data
	Patient characteristics and lesion selection
	DLM auto-fixed VOI: development and optimization
	Manual segmentation
	Radiomics features
	Bayesian model optimization
	Statistical analysis

	Results
	3D U-Net development
	Expert manual segmentation
	DLM auto-fixed VOI exploration

	Discussion
	References


