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Key Points
• Interest in radiomics and machine learning is steadily increasing and is reflected both in research output and number of
commercially available solutions.

•Currently available commercial products using machine learning are often supported by limited evidence of clinical usefulness
and studies are often of low methodological quality.

• Ethical and regulatory issues remain open and hinder implementation of machine learning software packages in daily clinical
practice.

Interest in radiomics and machine learning (ML) has
grown exponentially over the years within the field of
medical imaging, as demonstrated by the increasing num-
ber of recently published papers [1]. As reported in the
current issue of European Radiology, this trend is also
reflected in the number of commercial products using
ML that are being offered to radiology units. The authors
have presented several issues which may negatively im-
pact the real-world applicability of such software solu-
tions, as well as provide a useful database to guide radi-
ologists in their assessment (www.aiforradiology.com)
[2]. Recently, guidelines to assess commercial ML
solutions (the ECLAIR guidelines) have also been
proposed to help physicians in this task [3]. Among the
reported findings, some are particularly worrisome and

may be the result of deeper issues within ML and
radiomics research in healthcare.

First, there is the question of scientific validation of
CE-marked ML packages which is lacking at best. As
clearly shown by the authors in the results section, even
though already 100 CE-marked AI products are commer-
cially available, only 36 of these products have peer-
reviewed evidence and most demonstrate only lower
levels of efficacy [2]. Studies were almost exclusively
retrospective and did not sufficiently address clinical im-
pact of the ML software, limiting themselves in most
cases to feasibility investigations and isolated perfor-
mance assessment. This finding is in line with the char-
acteristics of radiomics and ML research in general, as
clearly shown by recent systematic reviews using the
Radiomics Quality Score (RQS) to evaluate the method-
ological quality of such investigations. Independently of
the application area (e.g., lung cancer, renal cell carcino-
ma), the average RQS is usually < 25% and often < 10%
[4, 5]. The reasons for this underwhelming situation will
sound familiar, i.e., lack of prospective design, and lack
of robust validation of features, lack of strong model
validation, especially in a multi-institutional setting.
While these limitations can be partly justified by the
need to build up a scientific background to justify future
prospective trials, this does not apply to commercially
available products which have also received approval
for clinical use.

The question of best implementation practices for these
software packages within the information technology
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framework currently available in hospitals is also open.
As reported by the Authors, there is still some uncertainty
regarding the best deployment strategies, and vendors of-
ten offer multiple solutions that may be challenging to
navigate for the physicians. While the current situation
represents an opportunity for companies to act as a mid-
dleman and attenuate the issue, this may also introduce
biases in the availability of ML solutions for radiologists.
A regulated marketplace may ease accessibility for the
user but raise barriers for new players with innovative
solutions, especially if represented by smaller companies.
This trend has been seen elsewhere in software and the
trade-off must be known and accepted by physicians [6].
An interesting, alternative solution to this issue could be
represented by the implementation of a vendor-neutral
infrastructure, as recently proposed by Leiner et al [7].

There are unresolved ethical and regulatory issues tied
to the clinical use of any ML package. For example, eth-
ical questions that are now emerging in other image-based
ML fields will have to be addressed in healthcare as well.
In the domain of facial-recognition software, consent of
data use represents a significant problem and is often
glossed over by companies offering commercial solutions.
This has led recently to heated discussions within the
research community and multiple paper retractions [8].
As physicians, we are well-aware of the need for patient
and ethics board approval for any study, retrospective or
prospective. However, consent must be specific for the
research proposal, and using data from a clinical trial for
the development of commercial solutions may be a chal-
lenging area to navigate. Especially in light of current
European Union regulations and attention to privacy,
there can be no doubts on the consent of subjects whose
exams are used to train ML models which are then includ-
ed in for-profit commercial products. Companies must be
transparent on this point, and no less than full disclosure
should be expected from end-users. Regarding European
Union citizens, it must also be noted that the General Data
Protection Regulation allows the right to erasure based on
simple withdrawal of consent from the subject [9]. The
implications of this possibility should be considered when
purchasing ML software, as the training data could be
modified ex post and model performance could change
consequently. Also, contrary to the USA, in Europe there,
there is no public database available to verify ML soft-
ware certification or the clinical validation on which it
was based. This is compounded by the problem of prod-
uct certifications in different classes according to its risk.
This discrepancy among classes will be overcome and
hopeful ly s impl i f ied when the Medica l Device
Regulation will definitively replace the current Medical
Device Directory. Finally, both in the USA and Europe,
liability when using ML in healthcare remains an open

question from a legislative point of view. This also opens
the door to a lack of clear insurance coverage in cases of
damage caused by erroneous predictions by ML, limiting
the practical usefulness of such software overall [10].

In conclusion, the reviews recently conducted on both
scientific studies as well as commercial products prove
that radiomics and ML are still in their infancy for
healthcare and often not yet ready for use in daily clinical
practice. Current buyers must be aware of the current
state-of-the-art and especially of the numerous, still unre-
solved ethical and validation concerns. They should un-
derstand that they are early adopters, potentially on the
cutting edge of technology but also in part beta testers
for these new solutions.
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