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Abstract 
Automatic wolf pack hunting behavior analysis contributes to the identification of behavioral mechanism and the develop-
ment of bio-swarm intelligence engineering. However, wolf pack hunting commonly involves a complicated background 
and high-speed motion, where the frequent interactions with each other lead to frequent visual occlusion of the individual 
wolves. These difficulties make the automatic analysis of group hunting behavior significantly more challenging. Hence, 
we develop an automatic wolf pack hunting behavior detection scheme appropriate for videos, comprising a four-level 
individual feature map (frame, video, space, and semantic) and a group feature map. We propose a temporal–spatial feature 
fusion-based motion state recognition algorithm appropriate for scale-varied and occlusion-frequent individuals to obtain a 
robust semantic-level feature. Based on this individual feature map, we propose a video-based wolf pack hunting automatic 
behavior detection method. The developed scheme is validated on our Wolf2022 dataset, while the proposed motion state 
recognition and group behavior detection algorithms are further tested through ablation experiments. The results revealed 
that the motion state recognition accuracy reaches 88%, correctly detecting 15 out of 17 group behavior video clips.

Significance statement
It is difficult to fast extract quantitative analysis results of wolf pack hunting behavior from video data. Our research focused 
on the research of the automatic analysis method for wolf pack hunting. Using the proposed method, the statical individual 
and group behavior attributes can be automatically generated from video data, which contributes to the building of a con-
ceptual bridge between the wolf pack hunting behavior and bio-swarm intelligence engineering.

Keywords  Wolf pack hunting behavior · Automatic analysis · Behavior video detection · Motion state recognition

Introduction

Wolves are currently one of the species with the highest suc-
cess rate of group hunting (Mech et al. 2015). Research on 
the useful, quantifiable, robust descriptions and models of 
wolf pack hunting behavior contributes to the identification 
of behavioral mechanism (Cassidy et al. 2015; Dickie et al. 
2016; Schlagel et al. 2017) and provides inspirations such 

as collaborative perception, communication, and decision 
(Zhao et al. 2011; Strandburg-Peshkin et al. 2015), thereby 
promoting the development of swarm intelligence models. 
The description, model, and application of wolf pack hunt-
ing behavior have attracted significant research interest (Esc-
obedo et al. 2014; Duan et al. 2019a, b; Xie et al. 2021). 
Aiming to obtain swarm decision knowledge from wolf 
pack hunting, Duan et al. (2019ab) proposed a target alloca-
tion method based on the wolf behavior mechanism, and 
it effectively solves the problem of unmanned aerial vehi-
cle swarm collaborative target allocation. MacNulty et al. 
(2007) proposed a wolf pack hunting scheme that includes 
search, watch, approach, attack-group, attack-individual, 
and capture. Based on this description, Madden et al. (2010, 
Madden and Arkin 2011) designed a probabilistic graphi-
cal model-based group hunting decision mechanism and 
validated their method using a real group of ground robots. 
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However, this scheme required manually discriminating the 
different hunting behaviors from a larger number of videos 
to generate the state transition probability table. Hence, this 
work imposed huge labor and time costs, and the behavioral 
discrimination accuracy is governed by human subjectivity. 
Therefore, it is meaningful to explore an automatic hunting 
behavior recognition method.

Recording and analyzing animal behavior by utilizing 
modern equipment such as GPS trackers provides adequate 
data for quantitative behavioral research that comprises ani-
mal behavior data acquisition and automatic data analysis. 
Nevertheless, these two parts are often contradictory (Roian 
Egnor and Branson 2016) as high-quality data can be easily 
automatically analyzed by limiting the environmental con-
ditions or adding constraints to the animals, e.g., by con-
structing a controlled laboratory environment. However, a 
laboratory environment can only handle salient problems, 
and therefore it is critical to focus on animal behavior in 
the field since environmental factors, such as light, physical 
space, and temperature, have profound influences on behav-
ior. Considering wolf pack hunting behavior, which involves 
a wide range of physical space and high dynamics, obtaining 
high-quality data in a laboratory environment is unrealistic. 
Besides, wolves’ motion data can be obtained by wolves 
wearing collars, but it is dangerous and easily affects their 
behavior (Hawley et al. 2010). Thus, the videos captured by 
ecologists or media are the primary form of data currently 
used for wolf pack hunting behavior research.

With the rapid development of computer vision technol-
ogy, computer programs and tools have been explored for 
automatically analyzing and recognizing an individual ani-
mal’s motion. For instance, the idTracker (Pérez-Escudero 
et al. 2014) realizes accurate animal tracking in groups 
within a controlled laboratory, even when humans cannot 
distinguish some of them as precisely. Using deep learning 
technology, the toolboxes DeepLabCut (Mathis et al. 2018) 
and DeepPoseKit (Graving et al. 2019) afford automatic ani-
mal pose estimation and achieve appealing results that are 
comparable to human accuracy. Most of the current meth-
ods focus on analyzing the visual characteristics of animal 
groups, while it is still difficult to automatically understand 
the group’s higher-level behaviors. Through automatic 
analyses of wolf pack hunting behavior, it is expected to 
extract statistical data about their behavior and habits, e.g., 
(1) whether wolves have increased hunting success when 
using human-created linear features (Dickie et al. 2016) and 
(2) which individuals in a group may be more likely than 
others to influence conflicts (Cassidy et al. 2015), which 
contributes to our knowledge of group behavior.

When wolf packs are hunting in the field, this typically 
involves a complicated background and high-speed motion. 
In addition, their frequent interaction leads to frequent 
occlusion (i.e., one animal is not visible because it is behind 

another). These difficulties make the automatic recognition 
of group hunting behavior from videos very challenging. 
Focusing on the wolf pack hunting behavior, this paper 
designed a wolf pack hunting behavior feature map descrip-
tion ranging from individual to group maps and proposes a 
complete pipeline for feature map extraction and automatic 
hunting behavior video detection and analyses. The contri-
butions of this paper are summarized as follows:

1.	 Designing a hunting behavior description containing 
individual and group feature maps. The multi-level indi-
vidual feature map indicates the behavior from a single 
frame-to-frame sequence to spatial and semantic motion 
states.

2.	 Proposing a temporal–spatial feature fusion-based indi-
vidual motion state classification method. By integrating 
spatial appearance and temporal motion features, our 
method realizes a robust motion state classification for 
scale-varied and occlusion-frequent individuals.

3.	 Developing a wolf pack hunting behavior video detec-
tion method that exploits individual multi-level feature 
maps to detect wolf pack hunting behavior in videos 
accurately.

4.	 Creating the Wolf2022 dataset for wolf pack hunting 
behavior analysis, which contains multi-class manual 
labels and is available for research on vision detection, 
tracking, motion estimation, and group behavior video 
detection.

Materials and methods

Hunting behavior description

As described in Madden et al. (2010, Madden and Arkin 
2011), a complete hunting process for a wolf pack involves 
six different states, including search, approach, watch, indi-
vidual attack, group attack, and capture. Since the state 
“capture” is more likely a result of hunting, we employ the 
remaining five states as the different group hunting behav-
iors that we aim to recognize automatically. The description 
of the hunting behaviors is shown in Table 1. It should be 

Table 1   The definitions of the five group hunting behaviors

Group hunting behavior Definition

Search Traveling without fixating on and mov-
ing toward the prey

Approach Fixating on and traveling toward the prey
Watch Fixating on the prey while not traveling
Individual attack Running after/lunge at fleeing individual
Group attack Running after/lunge at fleeing group
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noted that single blinded method was used when the behav-
ioral data were analyzed since our study involved focal ani-
mal in the field.

According to the five group hunting behaviors described 
in Table 1, these can further be subdivided into individual 
components, such as static, walk, and run, as illustrated 
in Fig. 1. Static indicates that the individual remains still, 

e.g., is standing or lying down. By employing the behavior 
decomposition model, group behavior can be inferred from 
a combination of individual sub-behaviors.

As illustrated in Fig. 2, we design a wolf pack hunt-
ing automatic behavior detection pipeline comprising 
multi-level individual behavior descriptions and group 
behavior inference. We define a 4-level feature map for 
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Fig. 1   Behavior decomposition from group to individual. For the 
search state, the wolves may be static, walking, and running, and no 
prey appears in video. When the wolf pack watch the prey, the wolves 
should be static, and the prey may be static or walking. During the 

approach, the wolves should be walking, and the prey may be static 
or walking. For the individual/group attack state, the wolves and prey 
should be running

Fig. 2   The wolf pack hunting 
automatic behavior detection 
pipeline, from multi-level 
individual behavior descriptions 
to group behavior inferences. 
The individual behavior map 
includes frame, video, space, 
and semantic feature levels, and 
they can derive from the videos 
in turn. Using the behavior 
feature maps of all individu-
als, the group behavior can be 
inferred, containing the behav-
ior categories and the attributes 
of video clips. Each video clip 
should cover a complete group 
behavior
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the multi-level behavior descriptor, including (1) single 
frame, (2) video, (3) physical space, and (4) semantic 
description. This 4-level behavior feature map realizes the 
representations from the two-dimensional image space to 
time-sequential two-dimensional image space, three-dimen-
sional physical space, and finally semantic space. Based 
on this feature map, some group behavior video clips and 
their attributes, such as the numbers of wolves and prey 
visible in video clips, can be inferred. Next, we describe 
the behavior feature map generation and the group behavior 
inference methods.

Individual behavior multi‑level feature map

The individual behavior multi-level feature map comprises 
a 4-level feature setup: (1) frame-level feature Ff, (2) video-
level feature Fv, (3) space-level feature Fsp, and (4) semantic-
level feature Fse. For an individual i in frame k, the frame-
level feature is defined as

where Ci is the category of the individual i and Boxi denotes 
the image region of individual i. (x, y) is the image position 
of the regional center, and w and h are the region’s pixel 
width and height, respectively.

The video-level feature involves the identification and 
motion in each video individually:

where IDi is the unique identification of individual i and 
MV

i
∶ [vV

x
, vV

y
]
i
 denotes the velocity vector in the video.

The motion within the video cannot reflect the actual 
motion in the physical space when the camera is moving. 

(1)
(
Bi,Ci

)
k

(2)Boxi = [x, y,w, h]i

(3)
(
IDi,M

V
i

)
k

(4)MV
i
= [vV

x
, vV

y
]
i

Hence, we employ space-level features to provide motion 
information in the physical space:

where MP
i
∶ [vP

x
, vP

y
]
i
 is the projection of the actual motion 

velocity in the three-dimensional physical space on the two-
dimensional image plane.

The semantic-level feature gives the sub-behavior cat-
egory MSi including static, walk, and run:

Frame‑level feature Ff

In computer vision, object detection can provide the image 
region and object category within a frame, constituting the 
frame-level feature Ff. To adapt to complex backgrounds, 
variable illumination, and individual scale in the wild, we 
generate Ff by exploiting the neural network-based YOLO-
v4 architecture (Bochkovskiy et al. 2020), which affords 
great robustness and is currently state-of-the-art in object 
detection fields.

Video‑level feature Fv

The identification and motions in the video are obtained 
using video object tracking methods. Such methods require 
an initial object region, which in our application relies on 
the frame-level feature Ff. In this work, we employ the 
DeepSORT (Wojke et al. 2017) algorithm for robust track-
ing results that generate the identification IDi and each 
object’s region in the video. The object’s motion velocity 
MV i per frame is inferred by the difference between the 
object’s regional center in adjacent frames.

(5)
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)
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Fig. 3   The proposed tempo-
ral–spatial feature fusion-based 
motion state recognition archi-
tecture. A temporal feature-
based classifier is designed to 
extract the temporal feature 
MSt, by estimating the velocity. 
In light of the appearance, a 
network is used to generate the 
spatial feature MSs. The final 
motion state, MS, is obtained 
through a weighted sum as 
formula (9)



Behavioral Ecology and Sociobiology (2023) 77:67	

1 3

Page 5 of 11  67

Space‑level feature Fsp

The inference of object motion velocity in the physical 
space relies on the camera’s intrinsic parameters. How-
ever, almost all web documentaries hardly provide the 
corresponding camera parameters. Therefore, we roughly 
estimate MP i by

where [vB
x
, vB

y
]
i
 denotes the background motion velocity.

For each object, its motion velocity [vV
x
, vV

y
]
i
 is obtained 

from its video-level feature. To obtain the actual motion 
velocity relative to the static background, the background 
velocity should be inferred. Optical flow represents the 
instantaneous velocity on the image plane. Hence, first, we 
extract the first frame’s Harris corners (Harris and Stephens 
1988) in the background region, which is determined by 
removing the object regions. Then, we employ the 
Lucas–Kanade algorithm (Lucas and Kanade 1981) to gen-
erate the optical flow vector for these corners in subsequent 
frames. Next, the outliers of these vectors are eliminated, 
and finally, the average of the remaining vectors is regarded 
as the background velocity. Considering that the number of 
corners changes as some may be out-of-view, the corner 
should be re-extracted before generating the optical flow 
vector, if the number of the current corners is below a 
threshold.

Semantic‑level feature Fse

Generally, the motion state (static, walk, and run) is 
directly inferred from the motion velocity in space (tem-
poral feature). However, the motion velocity in the video 
denotes the projection of the motion velocity from space 
into the image plane, losing one dimension of informa-
tion. Therefore, the motion state cannot be accurately 
inferred only from the video’s motion velocity. In addi-
tion to the temporal features, the spatial imaging feature 
can also infer motion states since there are noticeable 
differences in the animals’ posture under three different 
motion states in a single frame. The imaging of animals 

(8)MP
i
= [vV

x
, vV

y
]
i
− [vB

x
, vB

y
]
i

leads to one-dimensional information loss, i.e., a projec-
tion process from the three-dimensional physical space 
into a two-dimensional image plane. Moreover, animal 
body occlusion also reduces posture information. Hence, 
it is difficult to accurately infer the animal’s motion state 
by solely employing the temporal or spatial appearance 
features.

Therefore, we develop a temporal–spatial feature 
fusion-based motion state recognition architecture to 
realize a robust motion state recognition. As illustrated 
in Fig. 3, the proposed pipeline involves two classifiers to 
generate the motion states relying on temporal and spatial 
imaging features.

Setting the velocity range (0–th1, th1–th2) of these 
motion states affords the temporal feature-based classi-
fier to directly categorize the animals’ motion state, MSt, 
according to their velocity within the video. For the spa-
tial imaging feature-based classifier, we build a network 
to classify the animals’ motion state, MSs, by feeding it 
to the network bounding box of each animal. Indeed, the 
network distinguishes different motion states by extract-
ing the feature of an animal’s limb state. Our network’s 
backbone is the ResNet-50 (He et al. 2016) to extract the 
feature map, followed by two fully connected layers and a 
softmax classifier. The final motion state, MS, is obtained 
through a weighted sum as follows:

where rt and rs are dynamic weight parameters. For the 
spatial feature-based module, the details of the appearance 
feature gradually decrease as the individual scale in images 
reduces. Therefore, MSt is theoretically more credible as 

(9)MS = rt ∗ MSt + rs ∗ MSs

Fig. 4   Diagram of the group behavior inference. A filter is first pro-
posed to extract multiple continuous motion state clips for each indi-
vidual, and each clip should only contain the same type of motion 

state. Then, using the continuous motion state clips, a detection mod-
ule is designed to generate the group behavior video clips

Table 2   The behavior map from the sub-behavior of individuals to 
the group behavior

Prey

Wolf Static Walk Run Empty

Static Watch Watch Search/watch
Walk Approach Approach Search/approach
Run Chase Search/chase
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the individual scale increases. On the flipside, the temporal 
feature-based module has more errors as the individual scale 
increases due to the extensive occlusion between individu-
als. Considering the above characteristics, the weight param-
eters are defined as

where s is the pixel area of each animal’s individual bound-
ing box, and sim is the pixel area of the entire image. The 
smax and smin indicate the upper and lower bounds of the 
effective pixel area, respectively, and are set to 1500 and 
10,000 for the images with a 1920 × 1080 resolution, based 
on experience. Finally, rm denotes the maximal weight when 
smin < s < smax and is set to 0.9.

Group behavior feature map

Definition and diagram

The group behavior is the group state that the wolf pack main-
tains over a period. For a video, the group behavior feature 

(10)r
s
=

⎧
⎪⎨⎪⎩

0 s <= smin
s−smin

smax−smin

∗ r
m

smin < s < smax
s−smax

s
im
−smax

∗ (1 − r
m
) + r

m
smax <= s

map comprises several video clips, where each indicates 
a complete group behavior. Therefore, we define the group 
behavior feature map as

where Vi represents the attribute of the group behavior in 
video clip i, n is the number of video clips, BG

i
 is the group 

behavior category, and the start and end time of the video 
clip i is denoted by 

(
Ts
i
, Te

i

)
 . Nw

i
 and Np

i
 are the numbers of 

the wolf and prey, respectively.
The group behavior inference diagram is displayed 

in Fig. 4. First, we build each animal’s frame-by-frame 
motion state vector (indicated by ID in the figure). Then, 
for each animal, several continuous motion states and 
their start and end timestamps in the video are separated 
from the vector using a filter (the detail of the filter is 
described in “Algorithm” section). Finally, from the 
motion state vectors, we generate the group behavior 
video clips {Vi|i = 1, ..., n} , utilizing the group behavior 
video detection model.

(11){Vi|i = 1, ..., n}

(12)Vi = (BG
i
, Ts

i
, Te

i
,Nw

i
,N

p

i
)

Fig. 5   The particular situation 
where wolves and prey do not 
appear in view at the same time 
from beginning to end of a com-
plete group behavior video clip
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Algorithm

Considering the motion state continuity in the video, the 
animals should keep one motion state for several continuous 
frames. Therefore, we build a filter to correct the misrecog-
nition of motion states by extracting the independent clips 
that satisfy two conditions: containing at least m (m = 20) 
frames, and the motion state of all frames is the same. Then, 
we apply a one-dimensional dilation process on each clip, 
i.e., each clip expands p (p = 2) frames forward and back-
ward. Finally, if the clips overlap and have the same motion 
state, we merge them after they undergo a dilation process. 
The clips after merging are used for the subsequent detec-
tion. After the dilation and merging, the outliers of the con-
tinuous motion state should be filtered out.

In our group behavior video detection step, we first seg-
ment multiple video clips satisfying the condition that each 
must be containing at least one complete motion state clip 
of the wolf. Then, we count the number of wolves and prey 
in three different motion states for each clip and consider 
the motion state with the largest number as the motion state 
of the wolf pack and its prey. If the clip does not contain a 

prey’s motion state, it is defined as empty. Besides, if there 
are two motion states with the largest and same number, 
priority is given to run, walk, and static. Finally, accord-
ing to the inference model illustrated in Fig. 1, the behavior 
map from the sub-behavior of the individuals to the group’s 
behavior is reported in Table 2.

Generally, the group behavior should be further 
researched when the prey’s motion state is empty, i.e., the 
clip contains only wolves. Sometimes, the field of view must 
be narrowed to capture more details, prohibiting wolves and 
prey from appearing in the video simultaneously. In this 
case, almost all videos usually stitch the clips containing 
only wolves and only prey, indicating that they are captured 
in the same scene. As shown in Fig. 5, the images are sam-
pled at equal intervals on the video time axis, where the 
left case displays an approach group behavior containing 
two independent motion state clips. The first one only pre-
sents the wolves, and the second only the prey. To deal with 
such situations, when the prey’s current clip motion state is 
empty, we regard the prey motion state based on the neigh-
boring clips. If the neighboring clips do not involve prey, the 
group behavior is identified as a search.

Table 3   Object tracking results 
for the two parts of the test 
set. “Small,” “medium,” and 
“big” represent the number 
of individuals that are “ < 5,” 
“5 ~ 20,” and “ > 20”

Test video Environment Group size Prey Field-of-view Precision

Part 1 Video-1 Beach Medium Aerial 84.2%
Video-2 Forest Big, medium Cervidae Ground 96.0%
Video-3 Tundra Small Aerial 84.2%
Video-4 Tundra Medium Buffalo Aerial 79.1%
Video-5 Swamps Big Cervidae Ground 90.7%

Part 2 Video-6 Tundra Big Buffalo Ground 79.9%
Video-7 Swamps Big, medium Cervidae Ground 85.8%
Video-8 Grassland Big Ground 86.5%

Fig. 6   The motion state rec-
ognition accuracy of spatial, 
temporal, and temporal–spatial 
features-based methods for 
the animals in different scale 
intervals. The horizontal axis 
indicates the pixel area (pixel2) 
of the animal image region
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Data compilation of Wolf2022 dataset

The Wolf2022 dataset comprises 13,100 frames, sampled at 
equal intervals from 13 videos (total 670 min) collected from 
the internet involving wolf pack hunting, and the source of 
these videos could be found in the data availability statement 
at the end of this paper. The dataset involves five scenarios/
habitats, including grassland, swamps, forest, sand beach, 
and tundra, and six hunting states, including search, watch, 
approach, attack on an individual, attack on a group, and 
capture of prey. It provides two types of manual annota-
tion for the tasks of group behavior analysis and individual 
behavior analysis, respectively. For the group behavior, the 
annotation comprising the behavior category, start and end 
time, wolf group size, prey group size, illumination, and 
shooting perspective is provided for each hunting behav-
ior video clip. For the individual behavior, category, image 
index, image region (bounding box), and motion state are 

given for all individuals, in each frame, even if a frame con-
tains a large number of individuals. The individual annota-
tion enables the research of the object detection, tracking, 
and motion analysis. In addition, the video’s attribute, i.e., 
location, environment, group size, prey, and field-of-view, 
is also provided for each video.

Results and discussion

Individual behavior

For the frame, video, and space-level feature extractions, 
we directly employ existing algorithms for their extraction 
(YOLO-v4 for frame-level, DeepSort for video-level, and 
optical flow for space-level), and they all are contributing 
to the semantic-level feature inference. Therefore, this part 
mainly focuses on the performance validation and analysis 

Fig. 7   The motion state recog-
nition accuracy of wolf and grey 
under different occlusion rates, 
defined as formula (13). Sample 
frames with 0%, 30%, 60%, and 
90% occlusion rates are given
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for the temporal-spatial feature fusion-based semantic-
level feature inference module.

Video‑level feature

Since the video-level feature extraction plays a vital 
role in semantic-level feature inference, we first briefly 
present and discuss the object tracking precision. The 
video-level feature is generated using DeepSORT, while 
YOLO-v4 is used for object detection. We train YOLO-
v4 employing about 30% of the images from video-1 
to video-5, constituting the training and validation set. 
The test set comprises two parts: the rest of images of 
video-1 to video-5 and the images from the three other 
videos. According to the tracking accuracy shown in 
Table 3, the average tracking precision of the two parts 
of the test set reaches 86.8% and 84.1%, respectively. 
Although the training set does not contain the images 

from video-6 to video-8, the tracking precision of the 
second testing part is not significantly reduced com-
pared with the first part test. Since the individuals are 
numerous and dense, about 90% of mis-tracking is due 
to occlusion between individuals.

Semantic‑level feature

Spatial appearance feature-based motion state recognition 
essentially relies on the differences in the animal’s limb state 
under different motion states. However, when the animal 
scale in the images is too small, the animal limb parts are 
difficult to distinguish, significantly reducing recognition 
accuracy. Therefore, we introduce the temporal feature to 
improve robustness of the animals’ scale. To validate this 
concept, we set up multiple intervals of object image scale 
and compute the recognition accuracy for all scale inter-
vals. For an independent analysis of the proposed motion 
state recognition algorithm, we employ the object tracking 

Table 4   The group behavior 
detection results (in boldface, 
the misrecognized motion/
behavior). “Number” shows 
the total number of prey and 
wolves. “GT” indicates the 
ground truth, and “Ours” means 
the results inferred by our 
method

Index Number Environment Motion state Time IOU Group behavior

Wolves Prey

GT Ours GT Ours GT Ours

Clip 1 3 Tundra Static Static Static Static 96% Watch Watch
Clip 2 3 Tundra Run Run Run Run 93% Chase Chase
Clip 3 6 Grassland Walk Walk Static Static 99% Approach Approach
Clip 4 2 Grassland Walk Walk Walk Walk 95% Approach Approach
Clip 5 2 Grassland Run Run Run Run 96% Chase Chase
Clip 6  > 20 Tundra Walk Walk Empty Empty 96% Search Search
Clip 7  > 20 Tundra Walk Static Static Static 97% Approach Approach
Clip 8  > 20 Tundra Run Run Run Run 99% Chase Chase
Clip 9  > 20 Tundra Run Walk Run Walk 93% Chase Approach
Clip 10 4 Forest Run Run Run Run 94% Chase Chase
Clip 11 8 Forest Run Run Run Run 94% Chase Chase
Clip 12 8 Swamp Walk Walk Empty Empty 98% Search Search
Clip 13 8 Swamp Static Static Walk Walk 98% Approach Approach
Clip 14 7 Swamp Static Static Static Empty 37% Watch Search
Clip 15 7 Swamp Run Run Run Run 96% Chase Chase
Clip 16 14 Tundra Empty Empty Static Static 92% Search Search
Clip 17  > 20 Tundra Walk Walk Static Static 96% Approach Approach

Fig. 8   The sample frames of clip 9. The average occlusion rate between individuals reaches about 58%, and flying snow and surrounding plants 
often occlude the animals’ limbs
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ground truth for validating the motion state recognition. 
Figure 6 depicts the motion state recognition accuracy of 
the three feature types and the image demos under multiple 
animal image scales. For the spatial feature-based results, 
for an animal image area less than (5 ~ 10) × 103, the larger 
the image scale, the higher the recognition accuracy. How-
ever, the accuracy gradually increases when the area exceeds 
10 × 103 pixel2 although the image features become more 
remarkable with an increasing scale. This is due to the more 
frequent occlusion between animals as the scale increases. 
According to the temporal feature-based method, accuracy 
is mainly affected by mis-tracking. Since the occlusion 
between the individuals is more frequent as the individual 
scale increases, the tracking precision gradually decreases 
as the scale increases. Hence, recognition accuracy gradu-
ally decreases as the scale increases (the blue line in Fig. 6). 
Although none of the spatial and temporal feature-based 
modules have achieved more than 70% recognition accuracy, 
employing the dynamic weighting (formula (9)) increases 
the recognition accuracy to 88%.

To validate that occlusion is the leading cause of motion 
state misrecognition, we define the individual occlusion rate 
rc:

where s denotes the individual pixel area and sin is the sum 
of the overlapping area of all individual bounding boxes. As 
Fig. 7 illustrates, the recognition accuracy shows a remark-
able downtrend with increased occlusion rate rc. For the 
individuals without occlusion, we realize a recognition accu-
racy exceeding 90%, while for individuals with occlusion of 
more than 60%, the recognition accuracy drops below 50%, 
indicating that the occlusion between individuals is one of 
the critical factors causing recognition errors.

Group behavior

The test dataset involves eight videos and contains 17 
group behavior clips. Each clip contains only one group 
behavior and lasts no less than 10 s. The behavior detec-
tion result is deemed correct when it satisfies two condi-
tions: the category of the group behavior is correct, and 

(13)rc =
sin

s

the intersection over union (IOU) of the start and end time 
in the video is not less than 90%. According to the group 
behavior detection results reported in Table 4, using the 
individual feature map generated by the proposed meth-
ods, two clips have the wrong group behavior category, 
and one has a time IOU below 90%. For clip 9, the group 
behavior is misclassified because the motion states of the 
wolves and prey are misrecognized (the motion state of 
most individuals is classified as “walk,” while it should be 
“run”). Figure 8 displays multiple typical frames of clip 
9, highlighting that the high occlusion rate between indi-
viduals (up to 58%) directly causes a significant motion 
state misclassification. Besides direct occlusion, the fly-
ing snow and surrounding plants also occlude the ani-
mals’ limbs. For clip 14, our method identifies the prey’s 
motion state as empty, which means no prey is detected. 
Figure 9 reveals that after the wolf scene is played, the 
prey scene is not played continuously, and a commen-
tary is inserted between the wolf and prey scenes. Thus, 
our method does not consider them to be the same scene. 
Although clip 7 is correctly detected, the wolf pack’s 
motion state is misrecognized, as most wolves are pac-
ing, while part of them are misidentified as “static” by 
our method.

Conclusion

This paper presents a new wolf pack hunting behavior 
description method comprising multi-level individual 
feature maps and group feature maps, and develops a 
pipeline that automatically detects the hunting behavior 
from video clips. Moreover, we propose a temporal–spa-
tial feature fusion-based motion state recognition method 
for a robust individual semantic-level feature extraction. 
The experimental results demonstrate our method’s 
robustness and accuracy in motion state recognition for 
scale-varied and occlusion-frequent individuals with 
complicated backgrounds. This paper validated our 
pipeline’s feasibility and accuracy in hunting behavior 
video detection. Future work will focus on constructing 
a toolbox for standardized, diverse, and convenient group 
behavior detection.

Fig. 9   The frame sequence in 
clip 14. After the wolf scene, 
the following scene is not about 
prey. A commentary is inserted 
between the wolf and prey 
scenes
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